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Abstract: In this paper, we propose a new approach to steer a PTZ camera in the direction of a detected object visible from another fixed camera equipped with a fisheye lens. This heterogeneous association of two cameras having different characteristics is called a hybrid stereo-vision system. The presented method employs epipolar geometry in a smart way in order to reduce the range of search of the desired region of interest. Furthermore, we proposed a target recognition method designed to cope with the illumination problems, the distortion of the omnidirectional image and the inherent dissimilarity of resolution and color responses between both cameras. Experimental results with synthetic and real images show the robustness of the proposed method.

1 INTRODUCTION

Stereo-vision is one of the most explored topic in computer vision. The traditional approach is based on the use of two cameras of same nature mimicking the binocular human vision system (Marr and Poggio, 1977). Using two similar cameras drastically simplifies the steps of calibration and matching. However, in this paper we are dealing with a non standard stereo-vision rig, composed of a fisheye camera associated with a Pan-Tilt-Zoom (PTZ) camera. This kind of layout mixing different types of camera is called a hybrid vision system. Omnidirectional cameras have the great advantage to provide a wide field of view (up to $360^\circ$), however they often provide a limited and non-linear resolution. Furthermore, the use of omnidirectional sensors leads to a strong geometric distortion of the image, making most of the usual image processing methods inefficient.

On the other hand, a Pan-Tilt-Zoom camera is a zooming perspective camera which can be mechanically oriented in multiple directions. Despite a restricted field of view, the ability to steer the camera in the desired direction allows to cover a large region of the scene (up to $360^\circ$ in panoramic and $180^\circ$ in tilt direction, depending on the manufacturer). The zoom permits to obtain high resolution images of a specific region of interest (ROI). So, the versatility offered by those kind of camera is really appreciable for many applications especially in the field of video surveillance.

The couple composed of these two cameras combines the advantages given by both of them, that is to say a large field of view and an accurate vision of a particular ROI with an adjustable level of details using the zoom. Nevertheless, the control of the mechanical camera with information from the fisheye one is not straightforward. Moreover, the difference between the two cameras has to be taken into consideration. In fact, the model of projection as well as the color response and the resolution of the two sensors are greatly different.

Therefore, in this paper we propose a new approach able to cope with the previously mentioned problems and to find out the orientation of the PTZ camera for visualizing a defined ROI on the fisheye image.

The rest of the paper is organized as follows. First, we review previous methods using heterogeneous vision system. Section 2 is dedicated to an overview of the necessary background, containing a detailed description of the spherical model and of the epipolar geometry. The sections 3 and 4 respectively deal with the model of our system and its calibration. In Section 5, we describe our method of target detection through an hybrid stereo-vision system. Section 6 summarizes the results of our experiments. Section 7 concludes the paper.

1.1 Previous works

A hybrid vision system means that the two cameras of the rig have different characteristics. This combination allows to obtain additional information such
as an extension of the field of view, the extraction of 3D information or the study of a wider range of wavelengths (Cyganek and Gruszczyński, 2013). Recently, we noticed the emergence of composite stereo-vision sensors using the association of an omnidirectional and a perspective camera. This camera association is often considered as a bio-inspired method since the human retina can be divided into two parts - the foveal and the peripheral (Gould et al., 2007) - leading to a coarse vision in the peripheral region which is more sensitive to motion and a fine vision in the central part of the retina. In robotics, many articles have taken advantage of this specificity to facilitate the navigation using the wide angle camera, while the perspective camera allows to obtain accurate details of the environment. It is for instance the case in (Neves et al., 2008), where a soccer robot can navigate and detect the ball using an omnidirectional camera while a perspective camera is used for an accurate front view of the game. Similarly, in (Adorni et al., 2002) the authors proposed another approach for obstacle avoidance using merged information acquired from a PT and a catadioptric camera. Some innovative robotic applications using the previously described tandem of cameras do exist such as the robot photographer presented in (Bazin et al., 2011). Furthermore, the use of this system is not only limited to ground robots but it is also applied to UAVs, for instance in (Eynard et al., 2012) the authors proposed to estimate the altitude and attitude of a UAV with a heterogeneous sensor.

However, the main application of hybrid vision remains the video surveillance because of the great versatility offered by those systems. (Ding et al., 2012) and (Puwein et al., 2012) are two representative examples of the possibilities offered by PTZ cameras network respectively for optimizing the surveyed area and for sport broadcasting. Many others papers are dealing with collaborative tracking and recognition using these types of cameras (Micheloni et al., 2010; Raj et al., 2013; Amine Iraqui et al., 2010). For video surveillance applications we often assume a static location of the rig, making possible to calibrate and use the hybrid stereo-vision system based on different a-priori. For instance in (Chen et al., 2008; Cui et al., 1998; Scotti et al., 2005), the planarity of the ground, the height of the devices, a size of a person or the alignment of the vertical axis of the cameras are supposed to be known. Another very usual approach is to create a look up table between the PTZ setpoints and the coordinates of the omnidirectional camera (Badri et al., 2007; Liao and Cho, 2008). This method of calibration assumes a fixed environment and required a cumbersome step of calibration. In this paper we propose a more flexible method able to steer a rotating camera in the direction of a selected target from the wide angle image in an unknown environment.

2 Background

2.1 The unified spherical model

The cameras in our system have different projection models, it is possible to homogenize it using the unified spherical model defined by Barreto et al. (Barreto and Araujo, 2001) which remains valid for fisheye and perspective cameras (Ying and Hu, 2004). Theoretically, this model can only fit with SVP (Single View Point) cameras which is not the case of fisheye sensors. However it has been proved that this approximation still holds (Courbon et al., 2012). Furthermore, it is also a suitable model for PT/PTZ cameras since the translation leads by the mechanical motions of the camera can be neglected (Rameau et al., 2012). Consequently the SVP assumption is also satisfied.

For any central camera, the image formation process can be described by a double projection on a Gaussian sphere (as shown in fig.1). First, a world point $P$ is projected onto the sphere at the point $P_s$. Then, this first projection is followed by a second one on the image plane $\pi_i$ inducing the pixel $p_i$. This projection starts from a point $O_c$ located above the center of the sphere. The distance $l$ between the point $O_c$ and the center of the sphere $O$ models the inherent radial distortion of the camera. This distance is null if we consider a perspective camera without distortion while $l > 1$ for fisheye lens (Ying and Hu, 2004).

In this work we mainly use the inverse projection to back-project image plane’s pixel on its equivalent unitary sphere. Basically this back-projection allows to
take the non-linear resolution as well as the camera’s distortion into consideration.

A prior knowledge on the intrinsic parameters of the camera $K = \begin{bmatrix} f_x & s & u_0 \\ 0 & f_y & v_0 \\ 0 & 0 & 1 \end{bmatrix}$ is necessary in order to back-project a pixel $p_i(x, y)$ onto a point lying on the sphere $P(X_i, Y_i, Z_i)$. Knowing those parameters, the projection can be expressed under the following form:

$$\begin{bmatrix} X_2 \\ Y_2 \\ Z_2 \end{bmatrix} = \begin{bmatrix} \frac{2f\omega + \sqrt{(2f\omega)^2 - 4(\omega + 1)(f^2 - 1)}}{2(\omega + 1)} \\ \frac{\omega}{\omega + 1} (Z_2 + t_2) \\ \frac{1}{\omega + 1} (Z_2 + t_2) \end{bmatrix},$$

with $[x_2 \ y_2 \ 1] \simeq K^{-1}p_i$ and $\omega = x_2^2 + y_2^2$.

### 2.2 Epipolar geometry

The epipolar geometry is the mathematical model relating two images of the same scene taken from different viewpoints. This well known geometry is based on the intersection of the image planes with the epipolar plane $\pi_e$. This plane is formed by the optical centers of the cameras and a 3D point $X$ projected on both images in $x'$ and $x$. The epipolar geometry can be mathematically formalized using the fundamental matrix $F = K_2^{-1}T_{i,j}^T K_1^{-1} = K_2^{-1} E K_1^{-1}$ (with $K_1$ and $K_2$ the intrinsic parameters of the cameras and $E$ the essential matrix). Therefore the fundamental matrix links two corresponding points by the relation $x'^T F x = 0$.

The epipolar geometry remains valid in the context of an omnidirectional or a hybrid stereo-vision system (Fujiki et al., 2007). In fact, since we use the spherical representation of images the projective geometry is valid. In this configuration the centers of the spheres $O_o$ and $O_p$ respectively the optical center of the omnidirectional camera and of the perspective camera. Thus, the baseline between cameras intersects each sphere in two positions, forming four epipoles $e_1, e_2, e_1'$ and $e_2'$ (see fig.2). Because the projective geometry is preserved the epipolar relation between points on the spheres can be expressed as follows:

$$P^T E P = 0, \quad (1)$$

where $E = [t]_{3x3}$, with $t$ and $R$ the translation and the rotation between the cameras. Hence, any selected point $P$ on $S_o$ defines a great circle $C$ on $S_p$.

### Figure 2: Model of our hybrid stereo-vision system

<table>
<thead>
<tr>
<th>$S_o$</th>
<th>Spherical model of the fisheye camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_p$</td>
<td>Spherical model of the PTZ camera</td>
</tr>
<tr>
<td>$O_o$</td>
<td>Center of $S_o$, world coordinate system</td>
</tr>
<tr>
<td>$O_p$</td>
<td>Center of $S_p$, $O_p = T_p^{o}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Target point in $S_p$</td>
</tr>
<tr>
<td>$P_c$</td>
<td>3D location of the target in the world</td>
</tr>
<tr>
<td>$E$</td>
<td>Essential matrix $E = T_p^{o} R$</td>
</tr>
<tr>
<td>$\pi_e$</td>
<td>Epipolar plane defined by $E P$</td>
</tr>
<tr>
<td>$C$</td>
<td>Epipolar great circle in $S_p$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Desired point in $C$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Angular setpoint of the camera in pan</td>
</tr>
<tr>
<td>$K_p$</td>
<td>Intrinsic parameters of the PTZ camera</td>
</tr>
<tr>
<td>$K_o$</td>
<td>Intrinsic parameters of the fisheye camera</td>
</tr>
<tr>
<td>$T_p^{o}$</td>
<td>Translation between cameras</td>
</tr>
<tr>
<td>$R_p^{o}$</td>
<td>Rotation between the cameras for $\psi = 0$</td>
</tr>
<tr>
<td>$R_p^{\psi}$</td>
<td>Rotation of the PTZ in its coordinate system</td>
</tr>
<tr>
<td>$(X_o, Y_o, Z_o)$</td>
<td>Fisheye coordinate system</td>
</tr>
<tr>
<td>$(X_{ptz}, Y_{ptz}, Z_{ptz})$</td>
<td>PTZ coordinate system</td>
</tr>
<tr>
<td>$(X_p, Y_p, Z_p)$</td>
<td>Intermediate coordinate system for $R_p^{\psi} = I$</td>
</tr>
</tbody>
</table>

### Table 1: Notations

#### 3 Model of the system

Figure 2 summarizes all the possible geometric relationships between the 2 cameras and table 1 defines the notations used. For convenience, the fisheye coordinate system $(X_o, Y_o, Z_o)$ is taken as the reference of our model. Then, the position and orientation of the PTZ camera in its own coordinate system $(X_{ptz}, Y_{ptz}, Z_{ptz})$ is expressed with respect to the global coordinate system. $(X_{ptz}, Y_{ptz}, Z_{ptz})$ is the coordinate system of the PTZ camera for its calibrated position. Note that a translation $T_{ptz}^{o}$ practically exist, it is the residual translation leads by the mechanisms used to rotate the camera. Consequently, a point $P_{ptz}$ in the PTZ coordinate system can be expressed in the global coordinate system as follow:

$$P_o = R_p^{\psi} R_{ptz}^{o} (\psi, \psi)^T (P_{ptz} - T_{ptz}^{o}) - T_p^{o}, \quad (2)$$

where $P_o$ is the point $P_{ptz}$ in the omnidirectional coordinate system. In our case we consider the translation $T_{ptz}^{o}$ as negligible as it is often the case (Agapito et al.,
2001), hence:
\[ P_o = R_p^o R_{ptz}^o (\varphi, \psi)^T P_{ptz} - T_p^o. \]  

(3)

4 Calibration of the hybrid stereo-vision system

4.1 Intrinsic calibration

As mentioned in the section 2, our cameras have to be calibrated individually in order to use the spherical model. For the PTZ camera (for a given level of zoom) we used the toolbox developed by Bouguet (Bouguet, 2008) in order to obtain the calibration matrix \( K_p \) while the fisheye camera has been calibrated using (Mei and Rives, 2007) giving \( K_o \) and \( I \).

4.2 Extrinsic calibration

To determine the extrinsic parameters of the stereo rig at its initial position \( (R_p^o, T_p^o) \) with \( R_{ptz}^o (0, 0, 1) = I \), we propose to compute the homography \( H \) induced by a plane projected on our two spheres (Mei et al., 2008):
\[ H \sim R_p^o T_p^o n^T d, \]  

(4)

where \( \sim \) denotes the equality up to scale, with \( n^T / d \) the ratio between the normal of the plane and its distance to the optical center of the fisheye camera.

In order to compute this homography we use \( m \) points on a plane visible simultaneously by both cameras. Let \( P_p^i \) be the \( i \)-th point lying on the fisheye sphere \( S_o \) and \( P_{ptz}^i \) the \( i \)-th point on the PTZ’s sphere \( S_p \). The homography of the plane between the two views leads to the following relationship:
\[ P_o^i \sim HP_{ptz}^i. \]  

(5)

After computing \( H \), we can extract \( R_p^o \) and \( T_p^o \) as an initialization for a non-linear refining method by solving the following optimization problem:

\[ \{ R^*, T^* \} = \arg \min_{R,T} \sum_i \left[ d^2(P_t^i, T_{p|x} R_p^o P_{ptz}^i) + d^2(P_t^i, T_{p|x} R_o^o P_{ptz}^i, P_{ptz}^i) \right], \]  

such that \( R^T = R^{-1} \)

with \( k \) the number of matched points, \( P_t^i \) the \( i \)-th matched points of the scene and \( d \) the geodesic distance between the point and its corresponding epipolar great circle.

5 Methodology

We want to find the angular setpoint of the PTZ camera (\( \varphi, \psi \)) in order to visualize a ROI selected on the fisheye camera. The proposed method can be decomposed into two main steps. The scanning of the epipolar great circle using the rotations of the PTZ camera followed by the detection of the region of interest.

5.1 Epipolar circle scanning

With a fixed sensor and without any a priori knowledge of the scene it is impossible to directly steer the PTZ camera in the desired direction. However, considering the centroid of the ROI \( (P_o^i) \) on \( S_o \), we can limit the search space to the set of points \( P_p^i \) satisfying \( P_p^i T_{p|x} R_p^o R_{ptz}^o P_{ptz}^i 0 = 0 \). This set of points draws a great circle \( C \) on \( S_p \). We propose to scan this circle aligning the central axis of the PTZ camera on \( C \). Getting the setpoints of the camera to scan the circle is straightforward. Indeed, we obtain them by converting all points lying on \( C \) into spherical coordinates:

\[ \forall P(X,Y,Z) \in S_p, \]
\[ \left\{ \begin{array}{l}
\varphi = \arccos(Z/\sqrt{X^2+Y^2+Z^2}) \\
\psi = \arctan(Y/X)
\end{array} \right., \]

Finally the rotations satisfying the following statement allow to center the PTZ camera on \( C \):
\[ N.R_p^o R_{ptz}^o (\varphi, \psi)[0 0 1]^T = 0, \]

with \( N = T_{p|x} R_p^o P_o^i \) the normal of the epipolar plane.

5.2 Detection of the ROI

This step aims to match a selected template on the fisheye image to its corresponding region through a series of perspective images. The template matching is one of the most challenging tasks in the context of a hybrid vision system because of the multiple problems already mentioned in the introduction of this article. Thus, in this section we propose an approach able to deal with the high dissimilarities between images. As we scan the epipolar circle with the PTZ camera, we get a set of images (an image for each position \( (\varphi, \psi) \) of the camera). The detection task is thus to localize the target through the images acquired during the scanning step, and to find the corresponding setpoint to steer the camera to this specific ROI.

First we select a patch on the fisheye image representing the ROI. Thereafter, we detect features points on the patch as well as on the set of perspective images. Let \( p_o \), and \( p_p \) be the Harris points detected on the fisheye and perspective images respectively. The
detected points are back-projected on the sphere, giving \( P_o \) and \( P_p \). Most of these detected points can be rejected using the epipolar constraint \( \| P_o^T E P_o \| < \varepsilon \), where \( \varepsilon \) is an arbitrary threshold. Then only the potential corresponding points are preserved. Note that this approach is purely geometric, which means that no photometric descriptors are used, making our matching robust to illumination changes, rotation and scale.

Now, considering that the ROI is locally planar it is possible to compute the homography fitting the model and reject outliers simultaneously, using a RANSAC procedure (Fischler and Bolles, 1981). A homography is typically computed using 4 points, yet in the procedure (Fischler and Bolles, 1981). A homography is finally computed using the equation (6). The output of the RANSAC process subsequently gives the inliers points and the optimal matrix \( H \) fitting our model.

\[ H \sim I - \frac{T_p^o n^T}{d^2}. \] (6)

Knowing \( T_p^o \), the number of degrees of freedom of \( H \) is reduced to 3 which are the 3 entries of \( N_d = \frac{d^2}{\tau} \). \( H \) is then expressed by:

\[ H = \begin{bmatrix} 1 - \frac{n_x}{\tau} t_x & -\frac{n_y}{\tau} t_x & \frac{n_z}{\tau} t_x \\ -\frac{n_x}{\tau} t_y & 1 - \frac{n_y}{\tau} t_y & -\frac{n_z}{\tau} t_y \\ -\frac{n_x}{\tau} t_z & -\frac{n_y}{\tau} t_z & 1 - \frac{n_z}{\tau} t_z \end{bmatrix}, \] (7)

where \( T_p^o = [t_x \ t_y \ t_z]^T \) and \( N_d = [n_x \ n_y \ n_z]^T / d \). To find out the \( N_d \) we solved \( P_o \times P_o H = 0 \). Every single point correspondences \( P_o(x, y, z) \) and \( P_p(x', y', z') \) gives 3 equations (of the form \( A N_d = b \)) all linearly dependent to the following equation:

\[ l_x x z - t_x x y + t_y x y' + t_z x z' - t_y y z' = N_d = y z - y z'. \] (8)

so 3 points correspondences are enough to solve \( N_d \) using a singular value decomposition. The homography is finally computed using the equation (6). The output of the RANSAC process subsequently gives the inliers points and the optimal matrix \( H \) fitting our model.

To summarize the RANSAC algorithm applied here: 3 points are randomly selected among the points \( P_o \) and \( P_p \) to compute a homography matrix \( H \), then the number of inliers \( \sum_{i=1}^{n} k_i \) is computed by:

\[ k_i = \begin{cases} 1 & \text{if } \| P_o^T - H P_p \| + \| P_p^T - H^{-1} P_o \| < \tau \\ 0 & \text{else} \end{cases} \]

where \( \tau \) is an arbitrary threshold and \( n \) the total number of potential matched points. Afterwards, we reiter-ated the process until we get the homography fitting the largest number of inliers.

Finally, the resulting bounding box on the PTZ image can be easily drawn by transforming the coordinates of the corners of the selected ROI using \( H \). The set-point to steer the camera in the desired direction is given by the spherical coordinates of the centroid of the patch \( P_p^o = H P_p^o \).

6 Results

This section is dedicated to the assessment of our method, to do so we present here a quantitative analysis tested in a photo-realistic environment generated with a ray tracer software. A series of qualitative experiments in real conditions is also conducted to prove the robustness of our approach in such complex configurations.

In order to test our algorithm we have decided to use PovRay (Persistence of Vision Ray Tracer) for synthesizing fisheye and perspective views in a totally controlled environment. In fact, the internal parameters as well as the localization of the cameras are known and tunable. This assessment approach allows to work in a quasi-real scene where all the 3D information are known making the experiments as close as possible from the reality. In this series of tests, both camera have a 640 × 480 pixels sensor.

We also conducted multiple experiments with real images where the results have been obtained using a fixed 640 × 480p’s camera equipped with a fisheye lens to provide a field of view of 180°. The PTZ camera used is an AXIS 2130R which has the ability to rotate in pan and tilt directions respectively up to 338° and 90°. It is also able to perform an optical zoom up to 16×. The rig is hung at the cell of a room (as shown in fig 3). On figure 4, we can see the spherical representation of the system in its initial calibrated position (that is to say \( \psi = \phi = 0 \)). On this figure we
can clearly distinguish the great epipolar circle \( C \) (in red) on the sphere \( S_p \) corresponding to the selected red point on the sphere \( S_o \).

**Figure 4:** Spherical representation of the system after calibration

6.1 Scan of the epipolar line

In our simulation using PovRay the scan of the epipolar line is always very accurate since our extrinsic/intrinsic parameters are known. Figure 5 illustrates a representative experiment done with our system, it shows a sample of images acquired after selecting the region (depicted in figure 5(a)) on the fisheye image. Here, we intentionally selected a distant and hardly distinguishable object on the omnidirectional image. This series of images is indeed the result of the computed angles steering the PTZ camera along the great epipolar circle drawn by the center of the fisheye’s patch. In this sequence of images we can clearly see the epipolar line crossing the principal point (which is close to the center of the images) of every single images, furthermore this epipolar line accurately pass through the target object as expected.

6.2 Object detection

In our experiments we used the Harris corner detector directly on the fisheye image and on the images taken with the PTZ camera. Note that, this approach does not need any rectification of the fisheye image which is a considerable gain in computation time. Furthermore, for all object detection presented here we kept the thresholds \( \tau \) and \( \varepsilon \) fixed (0.01 and 0.1 respectively).

6.2.1 Experiments with synthetic images

In these synthetic experiments we point out the robustness of our algorithm in various scenarios. The metric used to quantify the quality of the object localization is the angular distance between the center of

---

![Image](image-url)

**Figure 5:** Scanning of an epipolar circle (a) Fisheye image with selected ROI, (b) (c) (d) (e) epipolar line through multiple images from the PTZ camera

<table>
<thead>
<tr>
<th>noise variance</th>
<th>0</th>
<th>5.1</th>
<th>10.2</th>
<th>15.3</th>
<th>20.4</th>
<th>25.5</th>
<th>30.6</th>
<th>35.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>angular error (( ^\circ ))</td>
<td>6.89</td>
<td>7.01</td>
<td>3.96</td>
<td>5.13</td>
<td>5.66</td>
<td>5.04</td>
<td>4.62</td>
<td>6.07</td>
</tr>
</tbody>
</table>

**Table 2:** Angular error against Gaussian noise

the desired ROI with the actual position of the camera. First of all, we tested the robustness of our algorithm against different level of pixels noise. In the experiment shown in figure 6, we have added a Gaussian noise directly on the pixel intensities -of both PTZ and fisheye images- in order to disturb the corner detection. To make the results more readable, we have displayed the resulting ROI on the non-noisy image. Table 2 depicts the angular accuracy of the method for different levels of noise. This table shows that there are no big fluctuations in the angle estimations with increase in noise up to some level. Note that even without the presence of noise we are not able to have a null error because the selected area is non-planar and cannot give a perfect matching using an homography. Nevertheless, the desired region is always in the sight of the camera whatever the level of noise. The results suggest a good robustness to this type of image noise because we do not match the corners based on their intensity.

In figure 7 we experiment our method on different surfaces, the one selected in figure 7(a) is a perfect
planar region, (b) is slightly planar while the last ROI is far from being a plane. In the first case the computed angular error is 0.58°, 0.6° for the second and finally 7.34° for the last, it means that the geometry of the object has a direct incidence on the accuracy of the algorithm. However, it also shows that even in case of a totally non-planar area, our algorithm is still able to steer the camera in the right direction, keeping the desired object within the field of view of the camera. Regarding the application we are not looking for a perfect homography computation since an approximation is enough to orient the PTZ camera in the desired direction.

Figure 8 contains the results computed for the localization of the same object for different focal lengths. The angular errors obtained are in between 2.5 and 4° proving that our method performs well for various level of zoom.

6.2.2 Experiments with real images

The master fisheye image (figure 9(a)) used for all these experiments does not change while the images from the PTZ camera are subject to many changes in illumination or in the environment.

In the first experiment we selected a flat and well-textured surface (see the red bounding box in fig.9(a)) which is matched among images from the perspective camera. The resulting bounding box surrounding the selected area can be shown in figure 9(b), we can see that the matching is close to be perfect.

Figure 9(e) depicts a test with a planar area but with a partial occlusion on the perspective image. Even in this circumstance the recognition is still very accurate. To assert our method we also applied it on non-planar regions, those experiments are depicted in figure 9(c)(d). Despite the planar patch assumption is not satisfied, the detection of the desired areas remains precise.

Figure 9(f) is the result of a detection in very challenging conditions, in fact the selected area is not flat and with occlusions. Even in these conditions our algorithm achieves very good results.

While the other images assumes a optical zoom of 1X, figure 9(g) shows a result with a zoom of 5X. The use of different zoom levels do not affect much the performances of the proposed method. Finally the last experiment (figure9(h)) proves the robustness of our method to strong illuminations changes.

7 Conclusion

In this paper we have presented a flexible and efficient approach to control a PTZ camera in a heterogeneous vision system. We proved that it is possible to localize a target with a PTZ camera using only information from any omnidirectional camera respecting the SVP assumption. Our method combines many advantages. Indeed it performs well even in an unknown environment by scanning an epipolar circle. Furthermore the detection of the target object is only based on geometric assumptions, while most of the
Figure 8: Detection of a ROI using different focal lengths (a) fisheye image with the selected ROI, results for an Horizontal Field Of View of (b) 40°, (c) 50°, (d) 65°, (e) 80°

hybrid matching methods in the literature use photometric descriptors. Consequently, our approach can deal with strong distortions, illumination changes and big scale difference without any rectification of the omnidirectional image. It is also important to note that this template matching can be used for any calibrated hybrid vision system.

The provided set of qualitative and quantitative results show the great accuracy and flexibility offers by our method which is capable to detect any kind of ROI. This work can be useful in many robotics or video surveillance applications, for instance as an initialization for collaborative object tracking.
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