# Touchard-Riordan formulas, T-fractions, and Jacobi's triple product identity 

Matthieu Josuat-Vergès, Jang Soo Kim

## To cite this version:

Matthieu Josuat-Vergès, Jang Soo Kim. Touchard-Riordan formulas, T-fractions, and Jacobi's triple product identity. Ramanujan Journal, 2013, 30 (3), pp.341-378. 10.1007/s11139-012-9403-9 . hal00967539

## HAL Id: hal-00967539

## https://hal.science/hal-00967539

Submitted on 31 Mar 2014

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# TOUCHARD-RIORDAN FORMULAS, T-FRACTIONS, AND JACOBI'S TRIPLE PRODUCT IDENTITY 

MATTHIEU JOSUAT-VERGÈS AND JANG SOO KIM


#### Abstract

Touchard-Riordan formulas are some expressions appearing in enumeration problems and as moments of orthogonal polynomials. We begin this article with a new combinatorial approach to prove these kind of formulas, related with integer partitions. This gives a new perspective on the original result of Touchard and Riordan. But the main goal is to give a combinatorial proof of a Touchard-Riordan-like formula for $q$-secant numbers discovered by the first author. An interesting limit case of these objects can be directly interpreted in terms of partitions, so that we obtain a connection between the formula for $q$-secant numbers, and a particular case of Jacobi's triple product identity.

Building on this particular case, we obtain a "finite version" of the triple product identity. It is in the form of a finite sum which is given a combinatorial meaning, so that the triple product can be obtained by taking the limit. Here the proof is non-combinatorial and relies on a functional equation satisfied by a T-fraction. Then from this result on the triple product, we derive a whole new family of Touchard-Riordan-like formulas whose combinatorics is not yet understood. Eventually, we prove a Touchard-Riordan-like formula for a $q$-analog of Genocchi numbers, which is related with Jacobi's identity for $(q ; q)^{3}$ rather than the triple product identity.
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## Introduction

The original result of Touchard [27], later given more explicitly by Riordan [24], answers the combinatorial problem of counting chord diagrams according to the number of crossings. It has also been stated in terms of a continued fraction by Read [21], so that the Touchard-Riordan formula is:

$$
\begin{equation*}
\left[z^{n}\right]\left(\frac{1}{1}-\frac{[1]_{q} z}{1}-\frac{[2]_{q} z}{1}-\cdots\right)=\frac{1}{(1-q)^{n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right)(-1)^{k} q^{\binom{k+1}{2}} \tag{1}
\end{equation*}
$$

where $\left[z^{n}\right]$ is the operator that extracts the coefficient of $z^{n}$ in a series, $[n]_{q}$ denotes $\left(1-q^{n}\right) /(1-q)$, and we use the notation for continued fractions as in (7). A combinatorial proof has been given by Penaud [20]. Recently, several variants have been derived. In particular, using continued fractions and basic hypergeometric series, the first author [15] proved the following formula in slightly different form:

$$
\begin{equation*}
\left[z^{n}\right]\left(\frac{1}{1}-\frac{[1]_{q}^{2} z}{1}-\frac{[2]_{q}^{2} z}{1}-\cdots\right)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) q^{k(k+1)} \sum_{i=-k}^{k}(-q)^{-i^{2}} \tag{2}
\end{equation*}
$$

This quantity will be refered as $q$-secant number, for it is a $q$-analog of the integers having exponential generating function $\sec (z)$, and it is related with alternating permutations. Our interest in these kind of formulas relies on their combinatorial meaning, and also on that they are moments of orthogonal polynomials $[13,16]$.

Some of the proofs of (1) and (2) are related with T-fractions, which are a particular kind of continued fractions as in Definition 1 below. Indeed, the common factor $\left.\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right)$ can be fully explained by the link between S-fractions and T-fractions (see Lemmas 1.2 and 6.1). The T-fractions appear occasionally in combinatorics [22] but much less than S-fractions or Jfractions. They are central in this work: the first part of this article relies on the Roblet-Viennot interpretation of T-fractions in terms of Dyck paths [22], and the second part, less combinatorial, relies on some functional equations satisfied by T-fractions. For example, the T-fractions were used in [15] to prove (2). In the case of (1), the link with T-fractions was known by Cigler, Flajolet and Prodinger [10].

In the first part of this article, we have a new combinatorial approach based on the RobletViennot interpretation of T-fractions [22]. The first idea is to use the simple bijection between Dyck paths and Ferrers diagrams that fit in a staircase diagram. The weighted Dyck paths considered here lead to define some objects that we call $\delta_{k}$-configurations. Using these objects we will see that the proof of (1) reduces to a classical construction on integer partitions, known as Vahlen's involution [28]. But the main goal of this first part is to give a combinatorial proof of (2), and to do this we show that $\delta_{k}$-configurations give a combinatorial model whose weight sum is $\sum_{i=-k}^{k}(-q)^{i^{2}}$. Besides, a nice feature of these $\delta_{k}$-configurations is that in a limiting case they have a simple meaning in terms of integer partitions, so that letting $k$ tend to infinity gives:

$$
\begin{equation*}
\prod_{i \geq 1} \frac{1-q^{i}}{1+q^{i}}=\sum_{i=-\infty}^{\infty}(-q)^{i^{2}} \tag{3}
\end{equation*}
$$

which is the special case $y=-1$ of Jacobi's triple product identity:

$$
\begin{equation*}
\prod_{n \geq 1}\left(1-q^{2 n}\right)\left(1+y q^{2 n-1}\right)\left(1+y^{-1} q^{2 n-1}\right)=\sum_{n=-\infty}^{\infty} y^{n} q^{n^{2}} \tag{4}
\end{equation*}
$$

Jacobi's triple product identity is ubiquitous in various areas of mathematics and especially in analytical number theory, quite a lot of different proofs, generalizations and variants are known, see for example $[2,3,25,31]$ and lots of references therein. See [3, Chapter 1] for a general reference about this kind of identities.

So it is highly desirable to find a result similar to (2) related with the general case of triple product identity. This turns out to be possible in the following form:

Theorem 0.1. We define $[n]_{y, q}=\left(1+y q^{n}\right) /(1-q)$. Then

$$
\begin{align*}
{\left[z^{n}\right]\left(\frac{1}{1}-\frac{[1]_{y, q}[1]_{y^{-1}, q} z}{1}-\frac{[2]_{q}^{2} z}{1}-\right.} & \left.-\frac{[3]_{y, q}[3]_{y^{-1}, q} z}{1}-\frac{[4]_{q}^{2} z}{1}-\cdots\right)  \tag{5}\\
& =\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) q^{k(k+1)} \sum_{i=-k}^{k} y^{i} q^{-i^{2}} .
\end{align*}
$$

Note that if $y=-1$, we get (2). An equivalent formulation without the factor $\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right)$ can be given by considering a T-fraction, see Theorem 7.1. Another equivalent formulation is that the sum

$$
\begin{equation*}
\sum_{i=-k}^{k} y^{i} q^{k(k+1)-i^{2}} \tag{6}
\end{equation*}
$$

can be given a combinatorial meaning in terms of paths (either Roblet-Viennot-style Dyck paths, or Schröder paths), in such a way that the limit as $k \rightarrow \infty$ gives the triple product identity. For this reason, we call this result a "finite version" of the triple product.

In the second part of this article, we prove Theorem 0.1 (more precisely, we prove the equivalent form as in Theorem 7.1) by giving a functional equation, satisfied on one side by the generating function of (6), and on the other side by a T-fraction. This proof is not at all combinatorial.

By taking some specializations in Theorem 0.1 , we can obtain a whole new family of Touchard-Riordan-like formulas. Generalizing the case of $q$-secant numbers, these new formulas concern in particular $q$-analogs of integers having exponential generating function

$$
\frac{\cos (a z)}{\cos (b z)}
$$

where $a$ and $b$ satisfy certain conditions, see Theorem 8.1 for details. These $q$-analogs might have a combinatorial meaning, however it is still to be investigated and some open problems appear.

Eventually, we also prove a formula for a $q$-analog of Genocchi numbers (which have exponential generating function $z \tan \frac{z}{2}$ ). Instead of the triple product identity, this one is related with the following, also due to Jacobi:

$$
\prod_{j=1}^{\infty}\left(1-q^{j}\right)^{3}=\sum_{i=0}^{\infty}(-1)^{i}(2 i+1) q^{\binom{i+1}{2}}
$$

The organization of this article should be clear from the table of contents at the beginning, and the precisions given in the introduction.

## Part 1. Combinatorial proofs of Touchard-Riordan-like formulas and a particular case of triple product identity

## 1. Preliminaries

We define here S-fractions and T-fractions as certain formal power series in $z$, we give their combinatorial interpretation in terms of paths, and give a lemma which is a basic tool to obtain Touchard-Riordan-like formulas.

Definition 1. We will use the space-saving notation for continued fractions:

$$
\begin{equation*}
\frac{a_{0}}{b_{0}}-\frac{a_{1}}{b_{1}}-\frac{a_{2}}{b_{2}}-\cdots=\frac{a_{0}}{b_{0}-\frac{a_{1}}{b_{1}-\frac{a_{2}}{b_{2}-\cdot}}} \tag{7}
\end{equation*}
$$

And to any sequence $\lambda=\left\{\lambda_{n}\right\}_{n \geq 1}$, we associate the S-fraction $S_{\lambda}(z)$ and the T-fraction $T_{\lambda}(z)$ :

$$
S_{\lambda}(z)=\frac{1}{1}-\frac{\lambda_{1} z}{1}-\frac{\lambda_{2} z}{1}-\frac{\lambda_{3} z}{1}-\cdots, \quad T_{\lambda}(z)=\frac{1}{1+z}-\frac{\lambda_{1} z}{1+z}-\frac{\lambda_{2} z}{1+z}-\frac{\lambda_{3} z}{1+z}-\cdots
$$

The combinatorial interpretation of S-fraction in terms of weighted Dyck path is widely known (see for example [12]), but the analogous result for T-fractions is not as common. Roblet and Viennot [22] showed that T-fractions are related with a particular kind of weighted Dyck path with some conditions on each peak. Equivalently, we can see T-fractions as related with Schröder paths.

Definition 2. A Schröder path of length $2 n$ is a path from $(0,0)$ to $(2 n, 0)$ in $\mathbb{N}^{2}$ with three kinds of steps: an up step $(1,1)$, a down step $(1,-1)$, and a horizontal step $(2,0)$. A Dyck path is a Schröder path with no horizontal step. Let $\mathcal{S}_{n}$ be the set of Schröder paths of length $2 n$, and $\mathcal{D}_{n} \subset \mathcal{S}_{n}$ be the subset of Dyck paths of length $2 n$.

The continued fractions we consider here will be related with paths having weights of the form $1-q^{h}, 1+y q^{h}$, or $1+y^{-1} q^{h}$ for some $h$. It is natural to distinguish two kinds of steps, an "unweighted kind" for the term 1 and a "weighted kind" for the other terms $-q^{h}$, etc. This leads to the following definition.
Definition 3. A marked Schröder path is a Schröder path in which each up step and down step may be marked. Let $\overline{\mathcal{S}}_{n}$ (resp. $\overline{\mathcal{D}}_{n}$ ) denote the set of marked Schröder paths (resp. marked Dyck paths) of length $2 n$. Let $\overline{\mathcal{D}}_{n}^{*}$ denote the subset of $\overline{\mathcal{D}}_{n}$ consisting of the marked Dyck paths without any "marked peak", i.e. an up step immediately followed by a down step, both marked.

Note that we have $\mathcal{D}_{n} \subset \overline{\mathcal{D}}_{n}^{*}$ by identifying a Dyck path with a marked Dyck path having no marked step.

Definition 4. Given sequences $\mathcal{A}=\left(a_{1}, a_{2}, \ldots\right), \mathcal{B}=\left(b_{1}, b_{2}, \ldots\right)$ and a marked Schröder path $p$, we define the weight $\operatorname{wt}(p ; \mathcal{A}, \mathcal{B})$ to be the product of $a_{h}$ (resp. $b_{h}$ ) for each unmarked up step (resp. unmarked down step) between height $h$ and $h-1$, and -1 for each horizontal step (hence each marked step has weight 1). We will use the following sequences:

$$
\begin{aligned}
\mathbf{1} & =(1,1,1, \ldots), & \mathbf{0} & =(0,0,0, \ldots) \\
\mathcal{U} & =\left([1]_{q},[2]_{q}, \ldots\right), & \mathcal{V} & =\left(1-q, 1-q^{2}, \ldots\right)
\end{aligned}
$$

The following lemma is the combinatorial interpretation of continued fractions in terms of paths.
Lemma 1.1. Let $\mathcal{A}=\left(a_{1}, a_{2}, \ldots\right), \mathcal{B}=\left(b_{1}, b_{2}, \ldots\right)$ be two sequences and $\lambda_{h}=a_{h} b_{h}$. Then

$$
\begin{align*}
& S_{\lambda}(z)=\sum_{n=0}^{\infty} z^{n} \sum_{p \in \mathcal{D}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})  \tag{8}\\
& T_{\lambda}(z)=\sum_{n=0}^{\infty} z^{n} \sum_{p \in \mathcal{S}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})=\sum_{n=0}^{\infty} z^{n} \sum_{p \in \overline{\mathcal{D}}_{n}^{*}} \mathrm{wt}(p ; \mathcal{A}-\mathbf{1}, \mathcal{B}-\mathbf{1}), \tag{9}
\end{align*}
$$

where $\mathcal{A}-1$ means the sequence $\left(a_{1}-1, a_{2}-1, \ldots\right)$.
Proof. The first identity (8) is a classical result, see for example [12]. It follows essentially from the fact that if $f$ is a generating function counting some objects, $1 /(1-f)$ counts sequences of objects. The same method proves the equality of the first two expressions in (9).

The equality between the first and third expressions in (9) is a result of Roblet and Viennot [22]. Besides, a direct proof of the equality between the second and third expressions in (9) can be done. First note that

$$
\sum_{p \in \mathcal{S}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})=\sum_{p \in \overline{\mathcal{S}}_{n}} \mathrm{wt}(p ; \mathcal{A}-\mathbf{1}, \mathcal{B}-\mathbf{1})
$$

There is a sign-reversing involution on $\overline{\mathcal{S}}_{n}$ such that the set of fixed points is $\overline{\mathcal{D}}_{n}^{*}$. This involution just exchanges a horizontal step (this has weight -1 ) with a marked peak (this has weight 1).

Hence:

$$
\begin{equation*}
\sum_{p \in \mathcal{S}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})=\sum_{p \in \overline{\mathcal{D}}_{n}^{*}} \mathrm{wt}(p ; \mathcal{A}-\mathbf{1}, \mathcal{B}-\mathbf{1}) \tag{10}
\end{equation*}
$$

Thus we get (9).
The following lemma gives a relation between the coefficients of an S-fraction and a T-fraction. This is the first step in our proofs of the Touchard-Riordan-like formulas.
Lemma 1.2. For any sequences $\mathcal{A}$ and $\mathcal{B}$ we have

$$
\begin{align*}
\sum_{p \in \mathcal{D}_{n}} \operatorname{wt}(p ; \mathcal{A}, \mathcal{B}) & =\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \mathcal{S}_{k}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})  \tag{11}\\
& =\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{A}-\mathbf{1}, \mathcal{B}-\mathbf{1}) \tag{12}
\end{align*}
$$

Proof. Firstly, the equivalence of (11) and (12) follows from (10). Secondly, an inclusion-exclusion between Schröder paths and Dyck paths gives a quick proof of (11). Indeed, a Schröder path of length $2 n$ can be obtained from a Dyck path of length $2 k$ by inserting $n-k$ horizontal steps, and there are $\binom{n+k}{n-k}$ ways to do so. This shows

$$
\sum_{p \in \mathcal{S}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})=\sum_{k=0}^{n}(-1)^{n-k}\binom{n+k}{n-k} \sum_{p \in \mathcal{D}_{k}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})
$$

It remains only to inverse the (lower-triangular) matrix with coefficients $(-1)^{n-k}\binom{n+k}{n-k}$ to obtain (11). See Riordan's book [23] for this kind of inverse relations: the present one appears in Chapter 2, Section 2.4, Equation (12).

The previous lemma can be given an equivalent formulation in terms of continued fractions via Lemma 1.1. We will do this explicitly in Lemma 6.1 where we give a proof based on continued fractions.

To complete these preliminaries, let us briefly describe a method to prove bijectively the previous lemma, the idea is to generalize Penaud's decomposition from [20] and this can be describes as follows. Here, a Dyck prefix is a path in $\mathbb{N}^{2}$ from the origin to any point consisting of up steps and down steps. Each $p \in \overline{\mathcal{D}}_{n}$ can be uniquely decomposed into ( $\ell, p^{\prime}$ ) where $\ell$ is a Dyck prefix of length $2 n$ ending at height $2 k$ and $p^{\prime} \in \overline{\mathcal{D}}_{k}^{*}$ for some $k$, and in such a way that for any sequences $\mathcal{A}$ and $\mathcal{B}$, we have $\operatorname{wt}(p ; \mathcal{A}, \mathcal{B})=\operatorname{wt}\left(p^{\prime} ; \mathcal{A}, \mathcal{B}\right)$. It is easy to show that the number of Dyck prefixes of length $2 n$ ending at height $2 k$ is equal to $\binom{2 n}{n-k}-\binom{2 n}{n-k-1}$. Thus, from this decomposition, we obtain bijectively

$$
\begin{equation*}
\sum_{p \in \overline{\mathcal{D}}_{n}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B})=\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{A}, \mathcal{B}) \tag{13}
\end{equation*}
$$

Penaud actually defined his decomposition in terms of trees. The generalization in terms of paths is described in [17]. A map $\phi$ sending $p \in \overline{\mathcal{D}}_{k}(\mathcal{A}, \mathcal{B})$ to a pair $\left(\ell, p^{\prime}\right)$ is as follows: We obtain $p^{\prime}$ by deleting all sub-Dyck paths of $p$ consisting of marked steps (thus $p^{\prime}$ has no marked peak). Then $\ell$ is obtained from $p$ by replacing each down step of $p^{\prime}$ with an up step. See [17] for more details.

## 2. Use of integer partitions: case of the Touchard-Riordan formula

Using Lemmas 1.1 and 1.2, the left-hand side of (1) is

$$
\sum_{p \in \mathcal{D}_{n}} \mathrm{wt}(p ; \mathcal{U}, \mathbf{1})=\frac{1}{(1-q)^{n}} \sum_{p \in \mathcal{D}_{n}} \mathrm{wt}(p ; \mathcal{V}, \mathbf{1})=\frac{1}{(1-q)^{n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{V}-\mathbf{1}, \mathbf{0})
$$



Figure 1. The Ferrers diagrams of $\lambda=(2,1), \mu=(4,3,1)$, and $\mu / \lambda$.


Figure 2. A half $\delta_{k}^{+}$-configuration $(\lambda, A)$ and the corresponding marked Dyck path, where the Ferrers diagram of $\lambda$ is shaded (left) and the marked steps are the thicker steps (right).

To prove (1), it remains only to show that

$$
\begin{equation*}
\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{V}-\mathbf{1}, \mathbf{0})=(-1)^{k} q^{\binom{k+1}{2}} \tag{14}
\end{equation*}
$$

Penaud [20] gave a sign-reversing involution by going through a series of objects such as trees and parallelogram polyominoes. We give here another way to do so in terms of partitions (but it can be checked that the involution we present is equivalent to Penaud's).

Note that it is sufficient to consider $p \in \overline{\mathcal{D}}_{k}^{*}$ without unmarked down steps because $\mathrm{wt}(p ; \mathcal{V}-$ $\mathbf{1}, \mathbf{0})=0$ if there is an unmarked down step. Now we introduce a combinatorial object corresponding to such $p \in \overline{\mathcal{D}}_{k}^{*}$.

A partition is a weakly decreasing sequence $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right)$ of positive integers called parts. We will sometimes identify a partition $\lambda$ with its Ferrers diagram, see Figure. For two partitions $\lambda$ and $\mu$, we write $\lambda \subset \mu$ if the Ferrers diagram of $\mu$ contains that of $\lambda$. In this case we define $\mu / \lambda$ to be the set theoretic difference of the Ferrers diagrams, see Figure 1.

We denote by $\delta_{k}$ the staircase partition $(k, k-1, \ldots, 1)$.
Definition 5. A half $\delta_{k}^{+}$-configuration is a pair $(\lambda, A)$ of a partition $\lambda \subset \delta_{k-1}$ and a set $A$ of arrows each of which occupies a whole row of $\delta_{k} / \lambda$ such that no outer corner of $\delta_{k} / \lambda$ is occupied by an arrow. Here, by an outer corner we mean a cell $c \in \delta_{k} / \lambda$ such that $\lambda \cup c$ is a partition. The length of an arrow is the number of cells it occupies. We denote by $\mathcal{H} \Delta_{k}^{+}$the set of half $\delta_{k}^{+}$-configurations. The $q$-weight of a half $\delta_{k}^{+}$-configuration $C=(\lambda, A)$ is defined by

$$
\operatorname{wt}_{q}(C)=(-1)^{|A|} q^{|\lambda|+\|A\|}
$$

where $\|A\|$ is the sum of the arrow lengths.
For example, the half $\delta_{k}^{+}$-configuration in Figure 2 (left) has $q$-weight $\mathrm{wt}_{q}(C)=(-1)^{3} q^{8+3+3+2}$.
There is a simple correspondence between $(\lambda, A) \in \mathcal{H} \Delta_{k}^{+}$and $p \in \overline{\mathcal{D}}_{k}^{*}$ without unmarked down steps as follows. The border between $\lambda$ and $\delta_{k} / \lambda$ is the Dyck path $p$ (rotated $45^{\circ}$ ) and there is an arrow occupying a row of $\delta_{k} / \lambda$ if and only if the corresponding up step in $p$ is marked. See Figure 2. It is not difficult to show that in this correspondence we have

$$
\mathrm{wt}(p, \mathcal{V}-\mathbf{1}, \mathbf{0})=(-1)^{k} q^{\binom{k+1}{2}} \mathrm{wt}_{q^{-1}}(\lambda, A)
$$

Thus the following proposition implies (14).


Figure 3. A half $\delta_{k}^{+}$-configuration (left) and the corresponding overpartition (right). One can obtain the left diagram from the middle one using the fact that no outer corner is occupied by an arrow.

Proposition 2.1. For $k \geq 0$, we have

$$
\sum_{(\lambda, A) \in \mathcal{H} \Delta_{k}^{+}} \mathrm{wt}_{q}(\lambda, A)=1 .
$$

In order to prove the above proposition we will use overpartitions introduced by Corteel and Lovejoy [6]. An overpartition is a partition in which the last occurrence of an integer may be overlined. Let $\mathcal{O} \mathcal{P}_{k}$ denote the set of overpartitions whose underlying partitions are contained in $\delta_{k-1}$. We will represent $\mu \in \mathcal{O} \mathcal{P}_{k}$ as the Ferrers diagram of $\mu$ inside $\delta_{k}$, where each row corresponding to an overlined part is replaced with an arrow of the same length. For example, the right diagram in Figure 3 represents the overpartition $(\overline{6}, \overline{4}, 3, \overline{3}, 1, \overline{1})$.

Now we will construct a bijection $\psi_{1}: \mathcal{H} \Delta_{k}^{+} \rightarrow \mathcal{O} \mathcal{P}_{k}$. For $(\lambda, A) \in \mathcal{H} \Delta_{k}^{+}$, we define $\psi_{1}(\lambda, A)$ as follows. Firstly, for each arrow $u$, we delete the cells of $\lambda$ in the row of $\delta_{k}$ containing $u$ and make $u$ occupy the whole row of $\delta_{k}$. See the left and the middle diagrams in Figure 3. Note that because of the condition on $(\lambda, A) \in \mathcal{H} \Delta_{k}^{+}$that no outer conner is occupied by an arrow, this process is invertible. Secondly, we sort the remaining rows of $\lambda$ and the arrows to get an overpartition. More precisely, whenever there is a row of $\lambda$ immediately followed by an arrow of longer length, we exchange the row of $\lambda$ and the arrow as shown below:


For example, if we apply this process to the middle diagram in Figure 3, then we get the right diagram there. By the conditions on $(\lambda, A) \in \mathcal{H} \Delta_{k}^{+}$, it is easy to see that the resulting diagram is an overpartition contained in $\delta_{k-1}$. We define $\psi_{1}(\lambda, A)$ to be the resulting overpartition.

Lemma 2.2. The map $\psi_{1}: \mathcal{H} \Delta_{k}^{+} \rightarrow \mathcal{O P}_{k}$ is a bijection. Moreover, if $\psi_{1}(\lambda, A)=\mu$, then

$$
\mathrm{wt}_{q}(\lambda, A)=(-1)^{s(\mu)} q^{|\mu|}
$$

where $s(\mu)$ is the number of overlined parts in $\mu$.
Proof. We construct the inverse map of $\psi_{1}$ as follows. Let $\mu \in \mathcal{H} \Delta_{k}^{+}$. We can assume that $\mu$ has $k$ parts by adding parts equal to 0 if necessary. In the Ferrers diagram of $\mu$ with overlined parts replaced with arrows we exchange two consequences rows if the following conditions hold: (1) the upper row is an arrow and the lower row is not an arrow, and (2) after exchanging these rows the resulting diagram is still contained in $\delta_{k}$. Pictorially, this process is as following:


We do this process until there are no such consecutive rows.
Since $\mu \subset \delta_{k-1}$ and each overlined part is always followed by a part of smaller size, each arrow must be moved downwards at least once. If an arrow is moved downwards, then it is still followed by a part of smaller size. Thus each arrow will be moved downwards until it occupies a whole row of $\delta_{k}$. Moreover, at the end, each arrow immediately follows a part of smaller size or another arrow. We then add the first several cells in the row occupied by an arrow to the Ferrers diagam


Figure 4. A $\delta_{k}^{+}$-configuration and the corresponding marked Dyck path, where the marked steps are the thicker steps.
of $\mu$ (and decrease the length of the arrow by the same number) so that this row and the previous row have the same number of cells of $\mu$ as shown below:


Then the resulting diagram is a half $\delta_{k}$-configuration. We define $\phi_{1}(\mu)$ to be this half $\delta_{k^{-}}$ configuration. It is easy to see that $\phi_{1}$ is the inverse map of $\psi_{1}$. Thus $\psi_{1}$ is a bijection. The 'moreover' statement is obvious from the construction of $\psi_{1}$.

Now it is easy to prove Proposition 2.1.
Proof of Proposition 2.1. By Lemma 2.2, it is enough to show the following.

$$
\begin{equation*}
\sum_{\mu \in \mathcal{O} \mathcal{P}_{k}}(-1)^{s(\mu)} q^{|\mu|}=1 \tag{15}
\end{equation*}
$$

Let $f: \mathcal{O} \mathcal{P}_{k} \rightarrow \mathcal{O} \mathcal{P}_{k}$ be the map changing the last part to be overlined if it is not overlined and vice versa. Then $f$ is a sign-reversing involution on $\mathcal{O} \mathcal{P}_{k}$ with only one fixed point $\emptyset$. In other words, if $\mu \neq \emptyset$, then $(-1)^{s(f(\mu))} q^{|f(\mu)|}=-(-1)^{s(\mu)} q^{|\mu|}$. Thus the sum in (15) is equal to $(-1)^{s(\emptyset)} q^{|\emptyset|}=1$.

## 3. Proof of the formula for $q$-SECANT numbers

By the fact that $(1-q) \cdot \mathcal{U}=\mathcal{V}$ and Lemmas 1.1 and 1.2, the left-hand side of (2) is equal to

$$
\begin{equation*}
\sum_{p \in \mathcal{D}_{n}} \mathrm{wt}(p ; \mathcal{U}, \mathcal{U})=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{V}-\mathbf{1}, \mathcal{V}-\mathbf{1}) \tag{16}
\end{equation*}
$$

Thus in order to get (2) it is sufficient to show the following identity:

$$
\begin{equation*}
\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{V}-\mathbf{1}, \mathcal{V}-\mathbf{1})=q^{k(k+1)} \sum_{i=-k}^{k}(-q)^{-i^{2}} \tag{17}
\end{equation*}
$$

By considering the left-hand side in terms of partitions and arrows as in the previous section, we are lead to introduce some terminologies as below.

Definition 6. A $\delta_{k}^{+}$-configuration is a pair $(\lambda, A)$ of a partition $\lambda \subset \delta_{k-1}$ and a set $A$ of arrows occupying a whole row or a whole column of $\delta_{k} / \lambda$ such that no outer corner of $\delta_{k} / \lambda$ is occupied by two arrows. Here, by an outer corner we mean a cell $c \in \delta_{k} / \lambda$ such that $\lambda \cup c$ is a partition. The length of an arrow is the number of cells it occupies. We denote by $\Delta_{k}^{+}$the set of $\delta_{k}^{+}$-configurations. The $q$-weight of a $\delta_{k}^{+}$-configuration $C=(\lambda, A)$ is defined by

$$
\mathrm{wt}_{q}(C)=(-1)^{|A|} q^{2|\lambda|+\|A\|}
$$

where $\|A\|$ is the sum of the arrow lengths.

For example, the $q$-weight of the $\delta_{k}^{+}$-configuration in Figure 4 is $(-1)^{7} q^{2 \cdot 8+1+3+4+3+3+3+2}$.
There is a simple bijection between $\overline{\mathcal{D}}_{k}^{*}$ and $\Delta_{k}^{+}$as follows. For $C=(\lambda, A) \in \Delta_{k}^{+}$, the north-west border of $\delta_{k} / \lambda$ defines a marked Dyck path of length $2 k$ where the marked steps correspond to the segments on the border with an arrow, see Figure 4. Moreover, if $p \in \overline{\mathcal{D}}_{k}^{*}$ corresponds to $C \in \Delta_{k}^{+}$, one can show that $\operatorname{wt}(p ; \mathcal{V}-1, \mathcal{V}-1)=q^{k(k+1)} \mathrm{wt}_{q^{-1}}(C)$. Thus we obtain the following:
Lemma 3.1. For any nonnegative integer $k$, we have

$$
\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}(p ; \mathcal{V}-1, \mathcal{V}-1)=q^{k(k+1)} \sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q^{-1}}(C)
$$

To complete the bijective proof of (2), it remains only to show that, as announced in the introduction, $\delta_{k}$-configurations are a combinatorial model whose weight sum is $\sum_{i=-k}^{k}(-q)^{-i^{2}}$.

Theorem 3.2. For a nonnegative integer $k$, we have

$$
\sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q}(C)=\sum_{i=-k}^{k}(-q)^{i^{2}}
$$

Since $\Delta_{0}^{+}$only contains $(\emptyset, \emptyset)$ which has weight 1 , this is equivalent to the recurrence:

$$
\begin{equation*}
\sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q}(C)=\sum_{C \in \Delta_{k-1}^{+}} \mathrm{wt}_{q}(C)+2(-q)^{k^{2}} \tag{18}
\end{equation*}
$$

We will prove (18) in the next section. This identity suggests that $\Delta_{k-1}^{+}$can be seen as a subset of $\Delta_{k}^{+}$so that the complement has generating function $2(-q)^{k^{2}}$. Actually, we will do this in the other direction, by transforming certain $\delta_{k}^{+}$-configurations into $\delta_{k-1}^{+}$-configurations. The key idea of this transformation is "moving" the arrows upwards or to the left to decrease the arrow length by 1 .

## 4. The proof of Theorem 3.2

We prove here Theorem 3.2, which is the last step of the bijective proof of (2). It states that the generating function of $\Delta_{k}^{+}$is the one of $\Delta_{k-1}^{+}$plus $2(-q)^{k^{2}}$. The general idea is to:

- define a set $\Delta_{k}^{-}$which is in (weight-preserving) bijection with $\Delta_{k}^{+}$and contains $\Delta_{k-1}^{+}$,
- give an involution showing that $\Delta_{k}^{-}-\Delta_{k-1}^{+}$has generating function $2(-q)^{k^{2}}$.

The proof of Theorem 3.2 will immediately follow these constructions.
We have defined $\delta_{k}^{+}$-configurations before. In this section we introduce more general objects and redefine $\delta_{k}^{+}$-configurations in this general context.

### 4.1. Definitions.

Definition 7. A $\delta_{k}$-configuration is a pair $(\lambda, A)$ of a partition $\lambda \subset \delta_{k-1}$ and a set $A$ of arrows occupying a whole row or a whole column of $\delta_{k} / \lambda$ or $\delta_{k-1} / \lambda$. If the cells occupied by an arrow is a row or a column of $\delta_{k} / \lambda$ (resp. $\delta_{k-1} / \lambda$ ), we call it a $k$-arrow (resp. $(k-1)$-arrow). The length of an arrow is the number of cells occupied by the arrow. An inner corner (resp. outer corner) is a cell $c \in \lambda$ (resp. $c \in \delta_{k} / \lambda$ ) such that $\lambda \backslash\{c\}$ (resp. $\lambda \cup\{c\}$ ) is a partition. A forbidden corner is an outer corner which is occupied by two $k$-arrows. A $\delta_{k}^{+}$-configuration is a $\delta_{k}$-configuration satisfying the following.
(1) There is no forbidden corner.
(2) There is no $(k-1)$-arrow.

We define the $q$-weight of a $\delta_{k}$-configuration $C=(\lambda, A)$ to be

$$
\mathrm{wt}_{q}(C)=(-1)^{|A|} q^{2|\lambda|+\|A\|},
$$

where $\|A\|$ is the sum of the arrow lengths.

We need several terminologies. For a partition $\lambda$, we denote its transposition by $\lambda^{t r}$. Let $(\lambda, A)$ be a $\delta_{k}$-configuration. By Row $i$ (resp. Column $i$ ), we mean the $i$ th uppermost row (resp. leftmost column). An arrow of $(\lambda, A)$ is ascendible if the following hold.
(1) It is a $k$-arrow.
(2) If it is a horizontal (resp. vertical) arrow in Row $i$ (resp. Column $i$ ), then $i \geq 2, \lambda_{i-1}=\lambda_{i}$ (resp. $\lambda_{i-1}^{t r}=\lambda_{i}^{t r}$ ) and there is no arrow in Row $i-1$ (resp. Column $i-1$ ).
By ascending an (ascendible) arrow, we mean that we move the arrow one step upward or to the left as shown below:


Similarly, an arrow of $(\lambda, A)$ is descendible if the following hold.
(1) It is a $(k-1)$-arrow.
(2) If it is a horizontal (resp. vertical) arrow in Row $i$ (resp. Column $i$ ), then $i \leq k-1$ and $\lambda_{i}=\lambda_{i+1}\left(\right.$ resp. $\left.\lambda_{i}^{t r}=\lambda_{i+1}^{t r}\right)$, and there is no arrow in Row $i+1$ (resp. Column $i+1$ ).
By descending a (descendible) arrow, we mean that we move the arrow one step downward or to the right. Thus descending is the inverse operation of ascending.

An arrow of $(\lambda, A)$ is shrinkable if the following hold.
(1) It is a $k$-arrow of length at least 2 .
(2) It starts from an outer corner which has only one arrow.

By shrinking a (shrinkable) arrow $u$, we mean that we add the outer corner where $u$ starts to $\lambda$ and decrease the length of $u$ by 2 as shown below:

$$
\square \Rightarrow \square \xrightarrow{\square} \Rightarrow \text { or } \quad \prod_{\downarrow} s \Rightarrow \rrbracket^{s-2} s-2
$$

An arrow of $(\lambda, A)$ is stretchable if the following hold.
(1) It is a $(k-1)$-arrow.
(2) It starts from an inner corner which has only one arrow.

By stretching a (stretchable) arrow $u$, we mean that we delete the inner corner where $u$ starts from $\lambda$ and increase the length of $u$ by 2 . Note that stretching is the inverse operation of shrinking.

An outer corner of $(\lambda, A)$ is fillable if it has two arrows of length at least 1 and at least one of them is a $(k-1)$-arrow. By filling a (fillable) corner, we mean that we add the outer corner to $\lambda$ and decrease the lengths of the two arrows by 1 as shown below:


An inner corner of $(\lambda, A)$ is removable if it has two arrows at least one of which is a $(k-1)$ arrow. By removing a (removable) corner, we mean that we delete the inner corner from $\lambda$ and increase the lengths of the two arrows by 1 . Note that removing is the inverse operation of filling.

We define Ascend $(\lambda, A)$ to be the $\delta_{k}$-configuration obtained by ascending an ascendible arrow as many times until there is no ascendible arrow. We define $\operatorname{Descend}(\lambda, A), \operatorname{Shrink}(\lambda, A)$, $\operatorname{Stretch}(\lambda, A), \operatorname{Fill}(\lambda, A)$ and $\operatorname{Remove}(\lambda, A)$ in the same way. See Figures 5 and 6, where an arrow of length 0 is represented as a half dot.
4.2. Weight-preserving bijections. We define the map $\psi$ to be the composition Fill $\circ$ Shrink $\circ$ Fill $\circ$ Ascend, and $\phi$ to be the composition Descend $\circ$ Remove $\circ$ Stretch $\circ$ Remove. See Figures 5 and 6 .

A miniature of a $\delta_{k}$-configuration $(\lambda, A)$ is the restriction of $(\lambda, A)$ to the three cells $(k-i, i)$, $(k-i, i+1)$ and $(k-i+1, i)$ for some $1 \leq i \leq k-1$, where any $(k-1)$-arrow in Column $i+1$ or Row $k-i+1$ is ignored (the cell $(i, j)$ is the cell in Row $i$ and Column $j$ ). For example, the miniatures of


Figure 5. The map $\psi$ is the composition Fill $\circ$ Shrink $\circ$ Fill $\circ$ Ascend. The upper right configuration is equal to the lower right configuration.


Figure 6. The map $\phi$ is the composition Descend $\circ$ Remove $\circ$ Stretch $\circ$ Remove. The upper right configuration is equal to the lower right configuration.

are the following (top miniature is drawn to the left):

$A_{0}=\square \quad A_{1}=\square \quad B_{0}=\square \square \quad B_{1}=\square \square$

$D_{1}=\square \square \square$
$E_{0}=\square \downarrow$


$$
\begin{array}{r}
G_{0}=\square \xrightarrow[\square]{\square} \quad G_{1}=\square \quad H_{0}=\square \downarrow \\
I_{0}=\square \square
\end{array}
$$

Figure 7. List of exceptions.
Definition 8. A $\delta_{k}^{-}$-configuration $(\lambda, A)$ is a $\delta_{k}$-configuration satisfying the following.
(1) There is neither fillable corner nor forbidden corner.
(2) Neither Row $k$ nor Column $k$ has an arrow of length 0.
(3) Each $k$-arrow is of length 1.
(4) For any miniature $M$, if there is a horizontal (resp. vertical) $k$-arrow in the bottom (resp. right) cell, then the middle cell is contained in $\lambda$. Moreover, if the bottom (resp. left) cell contains a horizontal (resp. vertical) $k$-arrow and a vertical (resp. horizontal) $(k-1)$ arrow, then the left (resp. bottom) cell has a horizontal (resp. vertical) $k$-arrow. Pictorially, these mean the following:


We denote by $\Delta_{k}^{-}$the set of $\delta_{k}^{-}$-configurations.
Proposition 4.1. The map $\psi$ is a weight-preserving bijection from $\Delta_{k}^{+}$to $\Delta_{k}^{-}$. The inverse map is $\phi$.

Before proving Proposition 4.1 in the next subsection, let us show that it permits to complete the proof of Theorem 3.2, following the scheme given at the beginning of this section.

Note that we can consider $C \in \Delta_{k-1}^{+}$as a $\delta_{k}$-configuration with only ( $k-1$ )-arrows. Using this identification we can easily see that $\Delta_{k-1}^{+} \subset \Delta_{k}^{-}$.
Lemma 4.2. We have $\Delta_{k-1}^{+} \subset \Delta_{k}^{-}$and the elements in $\Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$are exactly those which contain at least one miniature belonging to the list in Figure 7.
Proof. Let $(\lambda, A) \in \Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$. Then at least one of the following is true: (1) $\lambda$ has the cell ( $k-i, i$ ) for some $1 \leq i \leq k-1$, (2) there is a $k$-arrow, or (3) there is an arrow of length 0 . Since each of (2) and (3) implies (1), we always have (1). By definition of $\Delta_{k}^{-}$, it is straightforward to check that the miniature containing the cell $(k-i, i)$ must be in the list in Figure 7.

Now we define a sign-reversing involution on $\Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$. For an element $C$ in $\Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$, we find the uppermost miniature of $C$ that is contained in the list in Figure 7 except $I_{0}$ and $I_{1}$. Such miniature exists unless all the miniatures of $C$ are either $I_{0}$ or $I_{1}$, and there are exactly two possibilities for this, see the Figure 8 when $k=5$. If this miniature is $X_{0}$ (resp. $X_{1}$ ) then we define


Figure 8. The two fixed points in $\Delta_{5}^{+}$which will not be sent to $\Delta_{4}^{+}$.


Figure 9. The sign-reversing involution $f$ on $\Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$. The uppermost miniature which is in Figure 7 except $I_{0}$ and $I_{1}$ is colored red.
$f(C)$ to be the $\delta_{k}$-configuration obtained from $C$ by replacing the miniature with $X_{1}$ (resp. $X_{0}$ ), where $X$ is one of $A, B, \ldots, H$, see Figure 9. This gives:

Lemma 4.3. The map $f$ is a sign-reversing involution on $\Delta_{k}^{-} \backslash \Delta_{k-1}^{+}$with two fixed points having generating function $2(-q)^{k^{2}}$.

This ends the proof of Theorem 3.2 (upon completion of the proof in the next subsection).
4.3. Proof of Proposition 4.1. In order to prove this we need several lemmas.

Lemma 4.4. Let $(\lambda, A) \in \Delta_{k}^{+}$. Then we cannot make an ascendible arrow by repeating the operations filling and shrinking on Ascend $(\lambda, A)$.
Proof. Assume that we can make an ascendible arrow, say $u$, after $r$ operations, where $r$ is the smallest such integer. By symmetry we can assume that $u$ is horizontal. Since we can only add cells to $\lambda$, the last operation must add the cell $c$ to which the arrow $u$ is attached as shown below:


Since $u$ is ascendible, it is a $k$-arrow. Thus $u$ cannot be shrinked, which implies $c$ is added by filling operation. Before filling $c$, we have the following situation:


Since $c$ is a fillable cell, $v$ is a $(k-1)$-arrow. Since $v$ cannot be obtained by ascending, it has become a $(k-1)$-arrow by shrinking. Thus before shrinking $v$, we have the following situation:


Thus we can make $u$ an ascendible arrow using $r-2$ operations which is a contradiction to the minimal condition on $r$.

If a $\delta_{k}$-configuration has the following then it is called invalid:


Lemma 4.5. Let $(\lambda, A) \in \Delta_{k}^{+}$. Then we cannot make an invalid $\delta_{k}$-configuration by repeating the operations filling, removing, ascending, and shrinking on Ascend $(\lambda, A)$.

Proof. Assume that we have the following:


Then $u$ is a $(k-1)$-arrow and $v$ is a $k$-arrow. Since $u$ cannot become a $(k-1)$-arrow by ascending, it has been shrinked. However, after shrinking $u$, we have the following situation

$$
c \longrightarrow u
$$

where the cell below $c$ cannot be added. Thus the $\delta_{k}$-configuration cannot be invalid.
Lemma 4.6. The map $\psi$ is a function from $\Delta_{k}^{+}$to $\Delta_{k}^{-}$.
Proof. Let $(\lambda, A) \in \Delta_{k}^{+}$. We will show that $\psi(\lambda, A)$ satisfies the three conditions (1), (2), and (3) in Definition 8.

Condition (1) follows from the fact that filling, ascending, and shrinking cannot produce a forbidden corner and that $\psi$ ends with Fill, which leaves no fillable corner.

To prove Condition (2), assume that an arrow $u$ in $(\lambda, A)$ remains a $k$-arrow of length at least 2 in $\psi(\lambda, A)$. We can assume that $u$ is horizontal and the uppermost such arrow. Now consider the arrow $u$ in $\mathbf{F i l l} \circ \mathbf{A s c e n d}(\lambda, A)$. If $u$ starts from a non-fillable inner conner as shown below,

then $u$ will be a $(k-1)$-arrow by shrinking. Otherwise, we have one of the following situations:


In the left situation above $u$ is ascendible, which is a contradiction to Lemma 4.4. In the middle situation, we have an invalid $\delta_{k}$-configuration, which is a contradiction to Lemma 4.5. In the right situation, $v$ is a $k$-arrow. Since $u$ is the uppermost $k$-arrow of length at least 2 in $\psi(\lambda, A), v$ must become a $(k-1)$-arrow. This is only possible by shrinking. However, after shrinking $v$, we can also shrink $u$. Thus $u$ will become a $(k-1)$-arrow, which is a contradiction. Thus we cannot have such $u$ in all cases and Condition (2) is true.

It remains to prove Condition (3) is held. By symmetry it is sufficient to prove the following:

$$
\begin{array}{|l}
\hline ? \\
\square
\end{array} \Rightarrow \square ?
$$

If a horizontal $k$-arrow $u$, which is necessarily of length 1 , does not start from an inner corner, we have one of the following situations:


In the left situation above $u$ is ascendible, which is a contradiction to Lemma 4.4. The middle situation contradicts to Lemma 4.5. The right situation contradicts to Condition (2).

Now assume that a horizontal $k$-arrow $u$ starts from an inner corner with another arrow, say $v$, which is a $(k-1)$-arrow and of length 0 . If Condition (3) is not true, we have one of the following situations:


Let $c$ be the cell above $u$. In the left situation above, $c$ is constructed by shrinking $v$. If we omit this shrinking operation, then we get the following:

$$
\underset{\square}{\square}
$$

This means that we can make an ascendible arrow by filling and shrinking from Ascend $(\lambda, A)$. This is a contradiction to Lemma 4.4. Similarly, if we have the right situation above, then $c$ is construced by filling operation. Thus before filling $c$, we have


This is a contradiction to Lemma 4.5. Thus Condition (3) is true.
Lemma 4.7. The map $\phi$ is a function from $\Delta_{k}^{-}$to $\Delta_{k}^{+}$.
Proof. Let $(\lambda, A) \in \Delta_{k}^{-}$. We have to show that there is neither forbidden cell nor $(k-1)$-arrow in $\phi(\lambda, A)$. Since filling, removing, stretching, and descending cannot produce a forbidden corner, there is no forbidden corner in $\phi(\lambda, A)$. Suppose that there is a $(k-1)$-arrow $u$ in $(\lambda, A)$ which remains a $(k-1)$-arrow in $\phi(\lambda, A)$. By symmetry we can assume that $u$ is horizontal and it is the lowest such arrow. We now consider Remove $(\lambda, A)$. If $u$ starts from an inner corner of $\operatorname{Remove}(\lambda, A)$, then it will be stretched and become a $k$-arrow. Otherwise, we have one of the following situations:


In the left situation, $u$ will be descended. The middle situation is impossible by Lemma 4.5. In the right situation, because of the minimality of $u$, we know that $v$ becomes a $(k-1)$-arrow. Thus $v$ will be either stretched or descended. It is easy to see that $u$ must be also stretched or descended. Thus there is no $(k-1)$-arrow in $\phi(\lambda, A)$.

By Lemmas 4.6 and 4.7 and the fact that $\phi$ is the inverse operation of $\psi$, we obtain Proposition 4.1.

## 5. Limiting case $k \rightarrow \infty$ AND CONNECtion With The triple product

For $C=(\lambda, A) \in \Delta_{k}^{+}$, if there is an arrow coming from a row or a column of $\lambda$, one can easily see that $q^{k}$ divides $\mathrm{wt}_{q}(C)$. In other words, if $\mathrm{wt}_{q}(C)$ is not divisible by $q^{k}$, then the partition, the horizontal arrows and the vertical arrows are completely separated. Thus we can freely choose a partition, vertical arrows of distinct length and horizontal arrows of distinct length. This argument gives us the following.

Proposition 5.1. For any nonnegative integer $k$, we have

$$
\sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q}(C) \equiv \prod_{i \geq 1} \frac{1}{1-q^{2 i}} \prod_{i \geq 1}\left(1-q^{i}\right) \prod_{i \geq 1}\left(1-q^{i}\right)=\prod_{i \geq 1} \frac{1-q^{i}}{1+q^{i}} \quad \bmod q^{k}
$$

Letting $k \rightarrow \infty$ in Theorem 3.2 and Proposition 5.1, we get (3).
5.1. A connection with the triple product identity. Now we define the $(y, q)$-weight of a $\delta_{k}^{+}$-configuration $C=(\lambda, A)$ to be

$$
\mathrm{wt}_{y, q}(C)=(-1)^{|A|} q^{2|\lambda|+\|A\|}(-y)^{\operatorname{oh}(A)-o v(A)}
$$

where $o h(A)$ (resp. ov $(A)$ ) is the number of odd-length horizontal (resp. vertical) arrows in $A$. For example, the $(y, q)$-weight of the $\delta_{k}^{+}$-configuration in Figure 4 is $(-1)^{7} q^{2 \cdot 8+1+3+4+3+3+3+2}(-y)^{3-2}$.

The proof of the lemma below is similar to that of Lemma 3.1. Here we define

$$
\mathcal{J}=\left(1+y q, 1-q^{2}, 1+y q^{3}, 1-q^{4}, \ldots\right), \quad \mathcal{J}^{\prime}=\left(1+y^{-1} q, 1-q^{2}, 1+y^{-1} q^{3}, 1-q^{4}, \ldots\right)
$$

Lemma 5.2. For any nonnegative integer $k$, we have

$$
\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}\left(p ; \mathcal{J}-1, \mathcal{J}^{\prime}-1\right)=q^{k(k+1)} \sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{y, q^{-1}}(C)
$$

By the same argument as in the proof of Proposition 5.1 together with
$\prod_{i \geq 1} \frac{1}{1-q^{2 i}} \prod_{i \geq 1}\left(1-q^{2 i}\right)\left(1+y q^{2 i-1}\right) \prod_{i \geq 1}\left(1-q^{2 i}\right)\left(1+y^{-1} q^{2 i-1}\right)=\prod_{i \geq 1}\left(1-q^{2 i}\right)\left(1+y q^{2 i-1}\right)\left(1+y^{-1} q^{2 i-1}\right)$, we obtain the following.

Proposition 5.3. For any nonnegative integer $k$, we have

$$
\begin{equation*}
\sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{y, q}(C) \equiv \prod_{i \geq 1}\left(1-q^{2 i}\right)\left(1+y q^{2 i-1}\right)\left(1+y^{-1} q^{2 i-1}\right) \quad \bmod q^{k} \tag{19}
\end{equation*}
$$

Since the right-hand side of (19) is one side of the triple product identity, it is natural to guess

$$
\begin{equation*}
\sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{y, q}(C)=\sum_{i=-k}^{k} y^{i} q^{i^{2}} \tag{20}
\end{equation*}
$$

Using Lemma 5.2 and the same argument as in (16), one can see that (20) is equivalent to Theorem 0.1. This is in fact the way the authors first discovered Theorem 0.1. Notice also that by Lemma 5.2 and (10), we have

$$
q^{k(k+1)} \sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{y, q^{-1}}(C)=\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}\left(p ; \mathcal{J}-1, \mathcal{J}^{\prime}-1\right)=\sum_{p \in \mathcal{S}_{k}} \mathrm{wt}\left(p ; \mathcal{J}, \mathcal{J}^{\prime}\right)
$$

Thus (20) is also equivalent to

$$
\begin{equation*}
\sum_{p \in \mathcal{S}_{k}} \mathrm{wt}\left(p ; \mathcal{J}, \mathcal{J}^{\prime}\right)=\sum_{j=-k}^{k} y^{j} q^{k(k+1)-j^{2}} \tag{21}
\end{equation*}
$$

We will prove this in the second part of this article.
5.2. Generalized $q$-secant numbers. For two nonnegative integers $a$ and $b$, we define

$$
E_{n}^{a, b}(q)=\left[z^{n}\right]\left(\frac{1}{1}-\frac{[a+1]_{q}[b+1]_{q} z}{1}-\frac{[a+2]_{q}[b+2]_{q} z}{1}-\cdots\right)
$$

Then $E_{n}^{0,0}(q)$ are the $q$-secant numbers as in (2), and $E_{n}^{0,1}(q)$ are $q$-analogs of the tangent numbers, see [15]. By (2), we have

$$
E_{n}^{0,0}(q)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) q^{k(k+1)} T_{k}\left(q^{-1}\right)
$$

where $T_{k}(q)=\sum_{i=-k}^{k}(-q)^{i^{2}}$. Note that by (3) we have

$$
\lim _{k \rightarrow \infty} T_{k}(q)=\frac{(q ; q)_{\infty}}{(-q ; q)_{\infty}}
$$

where we use the usual notation $(a ; q)_{n}=(1-a)(1-a q) \cdots\left(1-a q^{n-1}\right)$ and $(a ; q)_{\infty}=(1-a)(1-$ $a q) \cdots$. We can generalize the above property to $E_{n}^{a, b}(q)$. Since the proofs of the statements in the rest of this section are similar to those for the case $a=b=0$, we will omit the proofs. Let

$$
\begin{array}{ll}
\mathcal{U}_{a}=\left([a+1]_{q},[a+2]_{q}, \ldots\right), & \mathcal{U}_{b}=\left([b+1]_{q},[b+2]_{q}, \ldots\right) \\
\mathcal{V}_{a}=\left(1-q^{a+1}, 1-q^{a+2}, \ldots\right), & \mathcal{V}_{b}=\left(1-q^{b+1}, 1-q^{b+2}, \ldots\right)
\end{array}
$$

Then

$$
E_{n}^{a, b}(q)=\sum_{p \in \mathcal{D}_{n}} \mathrm{wt}\left(p ; \mathcal{U}_{a}, \mathcal{U}_{b}\right)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}\left(p ; \mathcal{V}_{a}-\mathbf{1}, \mathcal{V}_{b}-\mathbf{1}\right)
$$

For $(\lambda, A) \in \Delta_{k}^{+}$, we define

$$
\mathrm{wt}_{q}^{a, b}(\lambda, A)=(-1)^{|A|} q^{2|\lambda|+\|A\|+a \cdot h(A)+b \cdot v(A)}
$$

where $h(A)$ (resp. $v(A))$ is the number of horizontal (resp. vertical) arrows. Then we have

$$
\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}\left(p ; \mathcal{V}_{a}-1, \mathcal{V}_{b}-1\right)=q^{k(k+1+a+b)} \sum_{(\lambda, A) \in \Delta_{k}^{+}} \mathrm{wt}_{q^{-1}}^{a, b}(\lambda, A)
$$

Proposition 5.4. For any nonnegative integer $k$, we have

$$
\sum_{C \in \Delta_{k}^{+}} \operatorname{wt}_{q}^{a, b}(C) \equiv \prod_{i \geq 1} \frac{1}{1-q^{2 i}} \prod_{i \geq a}\left(1-q^{i}\right) \prod_{i \geq b}\left(1-q^{i}\right)=\frac{1}{(q ; q)_{a}(q ; q)_{b}} \cdot \frac{(q ; q)_{\infty}}{(-q ; q)_{\infty}} \quad \bmod q^{k}
$$

Theorem 5.5. For nonnegative integers a and $b$, there is a unique family $\left\{T_{k}^{a, b}(q)\right\}_{k \geq 0}$ of functions of $q$ such that

$$
E_{n}^{a, b}(q)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) q^{k(k+1+a+b)} T_{k}^{a, b}\left(q^{-1}\right)
$$

Moreover, for all $k \geq 0$, we have that $T_{k}^{a, b}(q)$ is a polynomial in $q$, and

$$
T_{k}^{a, b}(q) \equiv \frac{1}{(q ; q)_{a}(q ; q)_{b}} \cdot \frac{(q ; q)_{\infty}}{(-q ; q)_{\infty}} \quad \bmod q^{k}
$$

which implies

$$
\lim _{k \rightarrow \infty} T_{k}^{a, b}(q)=\frac{1}{(q ; q)_{a}(q ; q)_{b}} \cdot \frac{(q ; q)_{\infty}}{(-q ; q)_{\infty}}
$$

The uniqueness of $\left\{T_{k}^{a, b}(q)\right\}_{k \geq 0}$ comes from the fact that the matrix $\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right)_{n, k \geq 0}$ is invertible.

## Part 2. New Touchard-Riordan-like formulas via the general case of triple product identity

## 6. Preliminaries

We have seen in Lemma 1.2 from the previous part that the relation between the coefficients of $S_{\lambda}(z)$ and the ones of $T_{\lambda}(z)$ can be proved combinatorially. Let us show that the result can be proved analytically as well.

Lemma 6.1 (A reformulation of Lemma 1.2). Given a sequence $\lambda=\left\{\lambda_{n}\right\}_{n \geq 1}$, we define $\mu=$ $\left\{\mu_{n}\right\}_{n \geq 0}$ and $\nu=\left\{\nu_{n}\right\}_{n \geq 0}$ such that:

$$
\sum_{n=0}^{\infty} \mu_{n} z^{n}=S_{\lambda}(z), \quad \sum_{n=0}^{\infty} \nu_{n} z^{n}=T_{\lambda}(z)
$$

Then for any $n \geq 0$ we have the relation $\mu_{n}=\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \nu_{k}$.
Proof. In each fraction of $T_{\lambda}(z)$, divide both the numerator and denominator by $1+z$. This gives

$$
\begin{aligned}
T_{\lambda}(z) & =\frac{(1+z)^{-1}}{1}-\frac{\lambda_{1} z(1+z)^{-1}}{1+z}-\frac{\lambda_{2} z}{1+z}-\frac{\lambda_{3} z}{1+z}-\cdots \\
& =\frac{(1+z)^{-1}}{1}-\frac{\lambda_{1} z(1+z)^{-2}}{1}-\frac{\lambda_{2} z(1+z)^{-1}}{1+z}-\frac{\lambda_{3} z}{1+z}-\cdots \\
& =\frac{(1+z)^{-1}}{1}-\frac{\lambda_{1} z(1+z)^{-2}}{1}-\frac{\lambda_{2} z(1+z)^{-2}}{1}-\frac{\lambda_{3} z(1+z)^{-1}}{1+z}-\cdots,
\end{aligned}
$$

i.e. this shows an equivalence of continued fractions so that

$$
T_{\lambda}(z)=\frac{1}{1+z} S_{\lambda}\left(\frac{z}{(1+z)^{2}}\right)
$$

Let $u=z(1+z)^{-2}$, and note that $u=z+O\left(z^{2}\right)$. Let us write

$$
\begin{equation*}
S_{\lambda}(u)=(1+z) T_{\lambda}(z) \tag{22}
\end{equation*}
$$

Now it suffices to show that

$$
\begin{equation*}
(1+z) z^{k}=\sum_{n=k}^{\infty}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) u^{n} \tag{23}
\end{equation*}
$$

because knowing this makes possible to identify coefficients in both sides of (22) with respect to the new variable $u$, thus completing the proof.

Showing (23) can be done using one of the various forms of Lagrange inversion. For example, from [5, Section 3.8, Theorem A], we directly obtain that the coefficient of $u^{n}$ in $z^{k}$ is

$$
\left[u^{n}\right] z^{k}=\frac{k}{n}\left[t^{n-k}\right](1+t)^{2 n}=\frac{k}{n}\binom{2 n}{n-k}
$$

and eventually the coefficient of $u^{n}$ in $(z+1) z^{k}$ is

$$
\begin{aligned}
{\left[u^{n}\right](z+1) z^{k} } & =\frac{k+1}{n}\binom{2 n}{n-k-1}+\frac{k}{n}\binom{2 n}{n-k} \\
& =\frac{2 k+1}{n+k+1}\binom{2 n}{n-k}=\binom{2 n}{n-k}-\binom{2 n}{n-k-1}
\end{aligned}
$$

This completes the proof.
Note that the intermediate form $\frac{2 k+1}{n+k+1}\binom{2 n}{n-k}$ in the above demonstration might seem more compact than the difference of binomial coefficients. The latter form has other benefits, for example it makes apparent that these numbers satisfy a simple recurrence similar to binomial coefficients.

We will need a technical result of uniform convergence for continued fractions. This will be used in Sections 7 and 9.

Lemma 6.2. Let $\left\{w_{n}\right\}_{n \geq 1}$ be an arbitrary sequence of formal power series in the variable $z$, and let $t_{n}(z)$ be the $n$th modified approximant of $T_{\lambda}(z)$ with respect to $z w_{n}$, i.e. the finite continued fraction:

$$
t_{n}(z)=\frac{1}{1+z}-\frac{\lambda_{1} z}{1+z}-\frac{\lambda_{2} z}{1+z}-\cdots-\frac{\lambda_{n} z}{1+z w_{n}}
$$

Then $t_{n}(z)$ converges to $T_{\lambda}(z)$ with respect to the usual ultrametric distance on formal power series.
Proof. Let us prove that the first $n$ Taylor coefficients of $t_{n}(z)$ do not depend on $w_{n}$. To begin, we have:

$$
\frac{\lambda_{n} z}{1+z w_{n}}=\lambda_{n} z+O\left(z^{2}\right)
$$

Going one step further, we have

$$
\frac{\lambda_{n-1} z}{1+z}-\frac{\lambda_{n} z}{1+z w_{n}}=\frac{\lambda_{n-1} z}{1+z-\lambda_{n} z+O\left(z^{2}\right)}=\frac{\lambda_{n-1} z}{1+z-\lambda_{n} z}+O\left(z^{3}\right)
$$

After $n$ such steps, we can obtain an expression of $t_{n}(z)$ that does not depend on $w_{n}$ up to a $O\left(z^{n+1}\right)$. A particular choice of $w_{n}$ is such that $t_{n}(z)=T_{\lambda}(z)$, namely $w_{n}=\lambda_{n+1} T_{\lambda^{\prime}}(z)$ where $\lambda^{\prime}$ is the shifted sequence $\left\{\lambda_{n+2+k}\right\}_{k \geq 0}$. It follows that for an arbitrary choice of $w_{n}$, we have

$$
t_{n}(z)-T_{\lambda}(z)=O\left(z^{n+1}\right)
$$

This proves the convergence.

Of course, it would be possible to give an analog result for S-fraction, but we will not need it. Note that this statement is no longer true when $w_{n}$ are formal Laurent series, and in some proofs below, a key point is to check that some $w_{n}$ which are a priori Laurent series, are actually well-defined at 0 .

## 7. A "Finite version" of Jacobi's triple product

By Lemma 6.1, Theorem 0.1 is equivalent to the following theorem. This is also equivalent to (20) and (21), and as we have seen, these identities give Jacobi's triple product identity when $k$ tends to infinity.

Theorem 7.1. There holds

$$
\begin{equation*}
\sum_{k=0}^{\infty} z^{k} \sum_{j=-k}^{k} y^{j} q^{k(k+1)-j^{2}}=\frac{1}{1+z}-\frac{(1+q y)\left(1+q y^{-1}\right) z}{1+z}-\frac{\left(1-q^{2}\right)^{2} z}{1+z}-\cdots \tag{24}
\end{equation*}
$$

the continued fraction being $T_{\lambda}(z)$ with $\lambda_{n}=\left(1+q^{n} y\right)\left(1+q^{n} y^{-1}\right)$ for odd $n$ and $\lambda_{n}=\left(1-q^{n}\right)^{2}$ for even $n$.
Proof. We show that both sides satisfy a common functional equation. Indeed, if $H(z)$ is the left-hand side of (24) and $c_{k, j}(z)=z^{k} y^{j} q^{k(k+1)-j^{2}}$, we have

$$
H(z)=\sum_{k, j \in \mathbb{Z}, k \geq|j|} c_{k, j}(z), \quad c_{k+1, j}(z)=z q^{2} c_{k, j}\left(z q^{2}\right)
$$

and it follows that

$$
H(z)-z q^{2} H\left(z q^{2}\right)=\sum_{j \in \mathbb{Z}} c_{|j|, j}(z)=\frac{1}{1-y q z}+\frac{1}{1-y^{-1} q z}-1
$$

To show the latter equality, note that when $k=|j|$ the term $k^{2}$ cancels with $-j^{2}$ in $c_{k, j}(z)$ and splitting the $j$-sum according to the sign of $j$ gives two geometric series. So $H(z)$ is the unique formal power series in $z$ satisfying the functional equation

$$
\begin{equation*}
H(z)=\frac{1}{1-y q z}+\frac{1}{1-y^{-1} q z}-1+z q^{2} H\left(z q^{2}\right) \tag{25}
\end{equation*}
$$

Uniqueness comes from the fact that (25) gives a relation between $a_{n}$ and $a_{n-1}$ if $a_{n}$ is the coefficient of $z^{n}$ in $H(z)$, so all coefficients are determined by $a_{0}=1$. It remains only to show that the continued fraction in the right-hand side of (24) satisfies the same functional equation, which is done in a separate lemma below.
Lemma 7.2. Let $\lambda$ as in Theorem 7.1, then we have

$$
\begin{equation*}
T_{\lambda}(z)=\frac{1}{1-y q z}+\frac{1}{1-y^{-1} q z}-1+z q^{2} T_{\lambda}\left(z q^{2}\right) \tag{26}
\end{equation*}
$$

Proof. We will identify $2 \times 2$-matrices and Möbius transformation in the usual way:

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)[X]=\frac{a X+b}{c X+d}
$$

i.e. we use a bracket notation for the evaluation of a Möbius transformation. A continued fraction can be obtained by iterating such transformations. In the present case, we have

$$
\frac{1}{1+z-\frac{(1+w q y)\left(1+w q y^{-1}\right) z}{1+z-\left(1-w q^{2}\right)^{2} z X}}=\frac{z\left(1-w q^{2}\right)^{2} X-(1+z)}{z(1+z)\left(1-w q^{2}\right)^{2} X+(1+w q y)\left(1+w q y^{-1}\right) z-(1+z)^{2}}
$$

so we can introduce the matrix

$$
M(w, z)=\left(\begin{array}{cc}
z\left(1-w q^{2}\right)^{2} & -1-z  \tag{27}\\
z(1+z)\left(1-w q^{2}\right)^{2} & (1+w q y)\left(1+w q y^{-1}\right) z-(1+z)^{2}
\end{array}\right)
$$

and we have

$$
\begin{equation*}
T_{\lambda}(z)=M(1, z) \cdot M\left(q^{2}, z\right) \cdot M\left(q^{4}, z\right) \cdots \tag{28}
\end{equation*}
$$

The partial products are just the convergents of the continued fraction. More precisely, the infinite product is convergent in the following sense: the partial products are Möbius transformations, and these converge pointwise to the formal power series in the left-hand side of (28).

Let $S$ be the matrix

$$
S=\left(\begin{array}{cc}
z q^{2} & \frac{1}{1-z q y}+\frac{1}{1-z q y^{-1}}-1 \\
0 & 1
\end{array}\right)
$$

so that the functional equation to be proved is $T_{\lambda}(z)=S\left[T_{\lambda}\left(z q^{2}\right)\right]$. This can be written:

$$
\begin{equation*}
M(1, z) \cdot M\left(q^{2}, z\right) \cdot M\left(q^{4}, z\right) \cdots=S \cdot M\left(1, z q^{2}\right) \cdot M\left(q^{2}, z q^{2}\right) \cdot M\left(q^{4}, z q^{2}\right) \cdots \tag{29}
\end{equation*}
$$

By examining the previous equation, it is natural to introduce a matrix $\Omega_{n}$ by

$$
\begin{equation*}
\Omega_{n}=M\left(q^{2 n-2}, z\right)^{-1} \cdots M(1, z)^{-1} \cdot S \cdot M\left(1, z q^{2}\right) \cdots M\left(q^{2 n-2}, z q^{2}\right) \tag{30}
\end{equation*}
$$

where we understand that only even powers of $q$ appear within the dots. In particular, we have $\Omega_{0}=S$. It can be calculated explicitly, as given in Lemma 7.3 below, so that we obtain:

$$
\Omega_{n}[0]=\frac{1-z^{2} q^{2}}{z q^{2 n+1}\left(2 q z-y-y^{-1}\right)+1-z^{2} q^{2}}
$$

The important point is that from this closed form, we can check that $\Omega_{n}[0]$ is well-defined at $z=0$ (i.e. it has no pole at $z=0$ ). Let $w_{n}=\Omega_{n}[0]$, by definition of $\Omega_{n}$ we have:

$$
\begin{equation*}
M(1, z) \cdots M\left(q^{2 n-2}, z\right)\left[w_{n}\right]=S \cdot M\left(1, z q^{2}\right) \cdots M\left(q^{2 n-2}, z q^{2}\right)[0] \tag{31}
\end{equation*}
$$

and at this point it remains only to let $n$ tend to infinity in (31) to prove (29), which was a rewriting of (26). The only subtlety is in the left-hand side, where we need the fact that $w_{n}$ is indeed a formal power series in $z$ (as opposed to a formal Laurent series) to take the limit. Indeed, in this case we can apply Lemma 6.2, so that the left-hand side of (31) converges to $T_{\lambda}(z)$.
Lemma 7.3. The matrix $\Omega_{n}$ defined in (30) has the explicit form:

$$
\Omega_{n}=\frac{\left(\begin{array}{c}
q^{2} z\left(2 q^{2 n}-z q^{2 n+1}\left(y+y^{-1}\right)+z^{2} q^{2}-1\right)  \tag{32}\\
\left(1-q^{2 n}\right)^{2}\left(z^{2} q^{2}-1\right) z q^{2}
\end{array} \begin{array}{c}
1-z^{2} q^{2} \\
z q^{2 n+1}\left(2 q z-y-y^{-1}\right)+1-z^{2} q^{2}
\end{array}\right)}{(1-y z q)\left(1-y^{-1} z q\right)} .
$$

Proof. Although calculations are quite cumbersome, there is a straightforward recursive verification of the given expression, using the relations $\Omega_{0}=S$ and

$$
\begin{equation*}
\Omega_{n+1}=M\left(q^{2 n}, z\right)^{-1} \cdot \Omega_{n} \cdot M\left(q^{2 n}, z q^{2}\right) \tag{33}
\end{equation*}
$$

for $n \geq 0$. There are 4 coefficients in $\Omega_{n}$, each appears as a sum of 4 terms when we expand the previous equation, and each of these term is a product of 3 coefficients of the matrices in (27) and (32). So there is a small "explosion" of the size of computations to perform. However, this is a verification that can be done with no particular cleverness, since expanding everything in (33) will clearly makes possible a term-by-term identification of both sides. We omit details and invite the unconvinced reader to use some computer algebra system for checking that the lemma is true.

## 8. New Touchard-Riordan-Like formulas

From Theorem 7.1, we can derive a whole family of S-fractions having associated TouchardRiordan formulas, as given in the theorem below. A very interesting property of these is that there are exponential generating functions linked with trigonometric functions. The theorem below is also a wide generalization of the result in (2), which is related with a $q$-analog of secant numbers having exponential generating function $\sec (z)$.

Note that in the definition of $[n]_{q}=\left(1-q^{n}\right) /(1-q), n$ can be any number, not necessarily an integer.
Theorem 8.1. For any numbers $a$ and $b$, we define $\mu_{n}(a, b, q)$ by

$$
\sum_{n=0}^{\infty} \mu_{n}(a, b, q) z^{n}=S_{\lambda}(z), \quad \text { where } \quad \lambda_{n}= \begin{cases}{[n b+a]_{q}[n b-a]_{q}} & \text { if } n \text { is odd }  \tag{34}\\ {[n b]_{q}^{2}} & \text { if } n \text { is even }\end{cases}
$$

Then we have

$$
\mu_{n}(a, b, q)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{j=-k}^{k}(-1)^{j} q^{a j+b\left(k(k+1)-j^{2}\right)}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \mu_{n}(a, b, 1) \frac{z^{n}}{n!}=\frac{\cos (a z)}{\cos (b z)} \tag{35}
\end{equation*}
$$

Moreover, $\mu(a, b, q)$ is a polynomial in $q$ with nonnegative coefficients in the following situations:

- $a$ and $b$ are integers such that $0 \leq a<b$,
- $a$ and $b$ are half-integers such that $0 \leq a<b$ (the set of half-integers is $\frac{1}{2}+\mathbb{Z}$ ).

Remark 1. Before proving this, note that if $n b \pm a=0$ for some odd $n \geq 1$, so that $\lambda_{n}=0$, then on one hand $S_{\lambda}(z)$ is a finite continued fraction, and on the other hand the exponential generating function in (35) is a polynomial in $\cos (b z)$.

Proof. Consider the identity obtained by substituting $(y, q)$ with $\left(-q^{a}, q^{b}\right)$ in (24), and apply Lemma 6.1 to this T-fraction. This gives the desired formula for $(1-q)^{2 n} \mu_{n}(a, b, q)$.

One easily check that $\lambda_{n}$ is a $q$-integer when $a$ and $b$ are both integers or both half-integers such that $0 \leq a<b$. It follows that $\mu_{n}(a, b, q)$ is indeed polynomial in $q$ with non-negative coefficients in this situation.

It remains only to obtain the exponential generating function of $\mu_{n}(a, b, 1)$ as a ratio of cosines. Actually, this was essentially known by Stieltjes [26] via analytical methods. It is also possible to prove this going through an addition formula satisfied by $\cos (a z) / \cos (b z)$, and using a theorem of Stieltjes and Rogers, see for example in [12, Chapter 5] (this method is generally well-suited for trigonometric functions).

Note that this makes apparent that a function such as $\cos (z / 2) / \cos (3 z / 2)$ is the exponential generating function for a sequence of nonnegative integers. Theorem 8.1 opens some combinatorial problems, for a better understanding of these quantities $\mu_{n}(a, b, q)$. We can ask if there is a model from which both the ordinary generating function and the exponential one (for $q=1$ ) can be obtained. It would be quite remarkable to thus obtain the continued fraction on one side and the trigonometric function on the other side.

We can give an alternative proof of (35) using generating functions. This will take the rest of this section, and it is an adaptation of a result from [9]. Indeed, Dumont proves in Corollary 3.3 of his article [9] a continued fraction related with the exponential generating function $\cosh (z) / \cosh (2 z)$, which is essentially the case $a=1, b=2$ of our general result in (35). We show here that his argument can be extended, and it is a very interesting proof: first for its originality, second because it is elementary in the sense that it does not rely on any important theorem such as the one of Stieltjes and Rogers.

Here, for a sequence $\left\{u_{n}\right\}_{n \geq 0}$ the series $\sum_{n=0}^{\infty} u_{n} \frac{z^{n}}{n!}$ will be called its exponential generating function and the series $\sum_{n=0}^{\infty} u_{n} z^{n+1}$ its ordinary generating function. We will denote by $\mathcal{L}[f]$ the formal Laplace transform of a series $f$, which send an exponential generating function to the ordinary one, i.e.

$$
f(z)=\sum_{n=0}^{\infty} u_{n} \frac{z^{n}}{n!} \quad \Longleftrightarrow \quad \mathcal{L}[f](z)=\sum_{n=0}^{\infty} u_{n} z^{n+1} .
$$

Note that the general term in the latter series is $u_{n} z^{n+1}$ and not $u_{n} z^{n}$. This is convenient in this context, because of the following:
Lemma 8.2. Let $f(z)=\sum_{n=0}^{\infty} u_{n} \frac{z^{n}}{n!}$ be a series, then we have:

$$
\mathcal{L}\left[f(z) e^{a z}\right](z)=\mathcal{L}[f]\left(\frac{z}{1-a z}\right)
$$

Proof. Let us form the new sequence $\left\{v_{n}\right\}_{n \geq 0}$ where $v_{n}=\sum_{k=0}^{n}\binom{n}{k} u_{k} a^{n-k}$. Its exponential generating function is $f(z) e^{a z}$. Using the expansion

$$
\left(\frac{z}{1-a z}\right)^{k+1}=\sum_{n \geq k}\binom{n}{k} a^{n-k} z^{n+1}
$$

we obtain its ordinary generating function as $\mathcal{L}[f]\left(\frac{z}{1-a z}\right)$.
Lemma 8.3. There is a unique series $f(z)$ such that $f(z) e^{(a+1) z}$ is even and $(1-f(z)) e^{a z}$ is odd. It is explicitly given by

$$
\begin{equation*}
f(z)=\frac{\cosh (a z)}{\cosh (z)} e^{-(a+1) z} \tag{36}
\end{equation*}
$$

Proof. With $f(z)$ defined in (36), clearly $f(z) e^{(a+1) z}$ is even, and we have

$$
(1-f(z)) e^{a z}=\frac{e^{(a+1) z}-e^{-(a+1) z}}{2 \cosh (z)}
$$

so the proposed function satisfies the conditions in the lemma. To prove uniqueness, suppose that $g(z)=\sum_{n=0}^{\infty} u_{n} \frac{z^{n}}{n!}$ satisfies the same conditions, we show that the coefficients $u_{n}$ can be computed recursively, hence are fully determined. To begin, $u_{0}=0$ since $(1-g(z)) e^{a z}$ is odd. More generally:

- cancel the coefficient of $z^{2 n+1}$ in $g(z) e^{(a+1) z}$ gives an expression of $u_{2 n+1}$ which only depends on $a$ and $u_{0}, \ldots, u_{2 n}$,
- cancel the coefficient of $z^{2 n}$ in $(1-g(z)) e^{a z}$ gives an expression of $u_{2 n}$ which only depends on $a$ and $u_{0}, \ldots, u_{2 n-1}$.

This implies uniqueness.
Out of the context, it might seem curious to characterize a series by such a criterion as in the previous lemma. In Dumont's article [9], the characterization of $\cosh (z) / \cosh (2 z)$ in these terms appears naturally since it is an interpretation of the Arnold-Seidel triangles for Springer numbers at the level of exponential generating functions. The important property of this characterization of $f(z)$ is that it is easily translated in terms of $\mathcal{L}[f](z)$, using Lemma 8.2 on one side, and on the other side, the fact that $f$ is odd or even if and only if $\mathcal{L}[f](z)$ is respectively even or odd.

To use this characterization of $\mathcal{L}[f](z)$ we will need the following:
Lemma 8.4 (First and second contraction of a continued fraction). The following three representations of a series $F(z)$ are equivalent:

$$
\begin{align*}
& F(z)=\frac{z}{1}+\frac{c_{1} z}{1}+\frac{c_{2} z}{1}+\frac{c_{3} z}{1}+\cdots  \tag{37}\\
& F(z)=\frac{z}{1+c_{1} z}-\frac{c_{1} c_{2} z^{2}}{1+\left(c_{2}+c_{3}\right) z}-\frac{c_{3} c_{4} z^{2}}{1+\left(c_{4}+c_{5}\right) z}-\cdots  \tag{38}\\
& F(z)=z-\frac{c_{1} z^{2}}{1+\left(c_{1}+c_{2}\right) z}-\frac{c_{2} c_{3} z^{2}}{1+\left(c_{3}+c_{4}\right) z}-\frac{c_{4} c_{5} z^{2}}{1+\left(c_{5}+c_{5}\right) z}-\cdots \tag{39}
\end{align*}
$$

This is common knowledge in continued fractions, see for example [30, Chapter 1]. The following statement and its proof are adapted from Dumont's article [9].

Lemma 8.5. Let $c_{0}=0$ and $F(z)$ as in the previous lemma. The following conditions are equivalent:

- $F\left(\frac{z}{1-(a+1) z}\right)$ is odd and $\frac{z}{1-a z}-F\left(\frac{z}{1-a z}\right)$ is even,
- for all $n \geq 0$, there holds $c_{2 n}+c_{2 n+1}=a+1, c_{4 n+1}+c_{4 n+2}=2 a, c_{4 n+3}+c_{4 n+4}=0$.
- for all $n \geq 0$, there holds $c_{4 n}=-2 n, c_{4 n+1}=2 n+1+a, c_{4 n+2}=-2 n-1+a$, $c_{4 n+3}=2 n+2$.

Proof. Subsitute $z$ with $\frac{z}{1-(a+1) z}$ in (38), this gives:

$$
\begin{align*}
& F\left(\frac{z}{1-(a+1) z}\right)= \frac{z}{1-(a+1) z+c_{1} z}-\frac{c_{1} c_{2} z^{2}}{1-(a+1) z+\left(c_{2}+c_{3}\right) z}- \\
& \frac{c_{3} c_{4} z^{2}}{1-(a+1) z+\left(c_{4}+c_{5}\right) z}-\cdots . \tag{40}
\end{align*}
$$

This continued fraction is odd if and only if the terms $-(a+1) z+c_{1} z,-(a+1) z+\left(c_{2}+c_{3}\right) z$, etc. are 0 , more precisely $c_{1}=a+1$ and $c_{2 n}+c_{2 n+1}=a+1$ for all $n \geq 0$. Then, subsitute $z$ with $\frac{z}{1-a z}$ in (39), this gives:

$$
\begin{aligned}
& \frac{z}{1-a z}-F\left(\frac{z}{1-a z}\right)= \frac{c_{1} z^{2}}{(1-a z)^{2}+\left(c_{1}+c_{2}\right) z(1-a z)}-\frac{c_{2} c_{3} z^{2}}{1+\left(c_{3}+c_{4}\right) z}- \\
& \frac{c_{4} c_{5} z^{2}}{(1-a z)^{2}+\left(c_{5}+c_{6}\right) z(1-a z)}-\frac{c_{6} c_{7} z^{2}}{1+\left(c_{7}+c_{8}\right) z}-\cdots .
\end{aligned}
$$

After expanding the terms $(1-a z)^{2}$ and $z(1-a z)$, we can see that this continued fraction is even if and only if $c_{1}+c_{2}=2 a, c_{3}+c_{4}=0, c_{5}+c_{6}=2 a, c_{7}+c_{8}=0$, etc., more precisely $c_{4 n+3}+c_{4 n+4}=0, c_{4 n+1}+c_{4 n+2}=2 a$ for all $n \geq 0$.

Thus we have proved the equivalence between the first two items in the list. The equivalence between the last two items is elementary and details are omitted.

With all the previous lemmas, we can prove the second part of Theorem 8.1, i.e. obtain the exponential generating function (35) from (34).

Proof. After the substitution $(a, b) \mapsto(a i, i)$, what we want can be rephrased as:

$$
\begin{equation*}
\mathcal{L}\left[\frac{\cosh (a z)}{\cosh (z)}\right](z)=\frac{z}{1}+\frac{\left(1-a^{2}\right) z^{2}}{1}+\frac{4 z^{2}}{1}+\frac{\left(9-a^{2}\right) z^{2}}{1}+\frac{16 z^{2}}{1}+\cdots . \tag{41}
\end{equation*}
$$

There is no loss of generality in this substitution since we have

$$
\mu_{n}(a, b, 1)=b^{2 n} \mu_{n}\left(\frac{a}{b}, 1,1\right)
$$

Let $f(z)$ as in (36), and $F=\mathcal{L}[f]$. It follows that $F(z)$ satisfies the conditions in Lemma 8.5. We have:

$$
\mathcal{L}\left[\frac{\cosh (a z)}{\cosh (z)}\right](z)=\mathcal{L}\left[f(z) e^{(a+1) z}\right](z)=F\left(\frac{z}{1-(a+1) z}\right)=\frac{z}{1}-\frac{c_{1} c_{2} z^{2}}{1}-\frac{c_{3} c_{4} z^{2}}{1}-\cdots,
$$

where the last equality comes from (40) and the relations satisfied by $c_{i}$ in the second point in the list of Lemma 8.5. Then from the explicit form in the third point of the same list, we have $c_{1} c_{2}=a^{2}-1, c_{3} c_{4}=-4$, etc. and this way we obtain (41), thus completing the proof.

## 9. A Touchard-Riordan formula for $q$-Genocchi numbers

In this section, we prove a Touchard-Riordan-like formula for a $q$-analog of Genocchi numbers. Whereas the previous results were related with the triple product identity, the one in this section will be related with the following, also due to Jacobi:

$$
\begin{equation*}
\prod_{n=1}^{\infty}\left(1-q^{n}\right)^{3}=\sum_{i=0}^{\infty}(-1)^{i}(2 i+1) q^{\binom{i+1}{2}} \tag{42}
\end{equation*}
$$

Genocchi numbers $\left\{G_{2 n}\right\}_{n \geq 1}$ can be defined through their generating function:

$$
\sum_{n=1}^{\infty} G_{2 n} \frac{z^{2 n}}{(2 n)!}=z \cdot \tan \left(\frac{z}{2}\right)
$$

The $q$-analog $G_{2 n}(q)$ of these numbers can be defined by:

$$
\begin{equation*}
\sum_{n=1}^{\infty} G_{2 n}(q) z^{n-1}=\frac{1}{1}-\frac{[1]_{q}[1]_{q} z}{1}-\frac{[1]_{q}[2]_{q} z}{1}-\frac{[2]_{q}[2]_{q} z}{1}-\frac{[2]_{q}[3]_{q} z}{1}-\cdots, \tag{43}
\end{equation*}
$$

i.e. the generating function is $S_{\lambda}(z)$ where $\lambda_{n}=[(n+1) / 2]_{q}^{2}$ for odd $n$ and $\lambda_{n}=[n / 2]_{q}[n / 2+1]_{q}$ for even $n$. The fact that $G_{2 n}(1)=G_{2 n}$ follows from a continued fraction given by Viennot [29], which is the case $q=1$ of $S_{\lambda}(z)$ as above. This $G_{2 n}(q)$ was also considered in [4], where it is defined combinatorially in terms of Dumont permutations.

The following result was conjectured in the first author's Phd thesis [16]. We prove it in this section, using the same method as in the previous section, and make the link with (42) in the next section.

Theorem 9.1. Let

$$
\begin{equation*}
P_{k}=\sum_{i=0}^{k}(-1)^{i}(2 i+1) q^{\binom{k+1}{2}-\binom{i+1}{2}}, \quad Y_{k}=\frac{P_{k-1}+2 P_{k}+P_{k+1}}{q-1} \tag{44}
\end{equation*}
$$

Then $Y_{k}$ is a polynomial in $q$ such that for any $n \geq 0$ we have

$$
\begin{equation*}
G_{2 n+2}(q)=\frac{1}{(1-q)^{2 n}} \sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) Y_{k} \tag{45}
\end{equation*}
$$

Remark 2. It is possible to rewrite this formula directly in terms of $P_{k}$. Denoting $C_{n}$ the $n$th Catalan number $\frac{1}{n+1}\binom{2 n}{n}$, this is such that for any $n \geq 1$ we have

$$
\begin{equation*}
G_{2 n}(q)=\frac{1}{(q-1)^{2 n-1}}\left(C_{n-1}+\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) P_{k}\right) \tag{46}
\end{equation*}
$$

Proof. Let $\lambda^{\prime}=\left\{\lambda_{n}^{\prime}\right\}_{n \geq 0}$ where $\lambda_{n}^{\prime}=(1-q)^{2} \lambda_{n}$. If we substitute $z$ with $(1-q)^{2} z$ in (43), the resulting S-fraction in the right-hand side is $S_{\lambda^{\prime}}(z)$. Apply Lemma 6.1 to this S-fraction, it follows that

$$
(1-q)^{2 n} G_{2 n+2}(q)=\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) W_{k}
$$

where the sequence $\left\{W_{k}\right\}_{k \geq 0}$ is defined by

$$
\begin{equation*}
\sum_{k=0}^{\infty} W_{k} z^{k}=T_{\lambda^{\prime}}(z) \tag{47}
\end{equation*}
$$

It remains only to show that $Y_{k}=W_{k}$, and it will be done by showing that the generating functions satisfy a common functional equation. To this end, we can first obtain the generating function of the sequence $\left\{P_{k}\right\}_{k \geq 0}$ :

$$
\begin{aligned}
\sum_{k=0}^{\infty} P_{k} z^{k} & =\sum_{0 \leq i \leq k}(-1)^{i}(2 i+1) q^{\binom{k+1}{2}-\binom{i+1}{2}} z^{k} \\
& =\sum_{0 \leq i, j}(-1)^{i}(2 i+1) q^{\frac{j(j+2 i+1)}{2}} z^{i+j}=\sum_{j=0}^{\infty} \frac{1-z q^{j}}{\left(1+z q^{j}\right)^{2}} q^{\binom{j+1}{2}} z^{j}
\end{aligned}
$$

where we have introduced the index $j=k-i$ and used the expansion

$$
\sum_{i=0}^{\infty}(2 i+1) x^{i}=\frac{1+x}{(1-x)^{2}}
$$

To derive the generating function of $\left\{Y_{k}\right\}_{k \geq 0}$, note that the natural extension when $k<0$ is such that $Y_{k}=0$ if $k<-1$, and $Y_{-1}=P_{0} /(q-1)$ where $P_{0}=1$. It is practical to take into account this $Y_{-1}$, and we have:

$$
(q-1) \sum_{k=0}^{\infty} Y_{k-1} z^{k}=\sum_{k=0}^{\infty}\left(P_{k-2}+2 P_{k-1}+P_{k}\right) z^{k}=(1+z)^{2} \sum_{k=0}^{\infty} P_{k} z^{k}
$$

We thus obtain:

$$
\begin{equation*}
\left.1+z(q-1) \sum_{k=0}^{\infty} Y_{k} z^{k}=(1+z)^{2} \sum_{k=0}^{\infty} \frac{1-z q^{k}}{\left(1+z q^{k}\right)^{2}} q^{(k+1} 2\right) z^{k} \tag{48}
\end{equation*}
$$

As a consequence, if we define $F(z)$ as

$$
\begin{equation*}
F(z)=\frac{1}{(1+z)^{2}}\left(1+z(q-1) \sum_{k=0}^{\infty} Y_{k} z^{k}\right)=\sum_{k=0}^{\infty} \frac{\left(1-z q^{k}\right)}{\left(1+z q^{k}\right)^{2}} q^{\binom{k+1}{2}} z^{k}, \tag{49}
\end{equation*}
$$

then it is the unique formal power series in $z$ such that

$$
F(z)=\frac{1-z}{(1+z)^{2}}+q z F(q z)
$$

As in the case of $H(z)$ previously seen, uniqueness comes from that the previous equation gives a relation between $a_{n}$ and $a_{n-1}$ if $a_{n}$ is the coefficient of $z^{n}$ in $F(z)$, hence these coefficients are determined by $a_{0}=1$.

At this point, it remains only to show that the series

$$
G(z)=\frac{1}{(1+z)^{2}}\left(1+z(q-1) T_{\lambda^{\prime}}(z)\right)=\frac{1}{(1+z)^{2}}\left(1+z(q-1) \sum_{k=0}^{\infty} W_{k} z^{k}\right)
$$

satisfies the same functional equation as $F(z)$. This is done in a separate lemma below, and completes the proof since it follows that $F(z)=G(z)$ and $Y_{k}=W_{k}$.

Lemma 9.2. Let us define

$$
G(z)=\frac{1}{(1+z)^{2}}\left(1+z(q-1) T_{\lambda^{\prime}}(z)\right)
$$

with $\lambda^{\prime}$ defined as above, then the series $G(z)$ satisfies

$$
\begin{equation*}
G(z)=\frac{1-z}{(1+z)^{2}}+q z G(q z) \tag{50}
\end{equation*}
$$

Proof. We follow the same scheme as in the proof of Lemma 7.2. We have

$$
\frac{1}{1+z-\frac{(1-w q)^{2} z}{1+z-(1-w q)\left(1-w q^{2}\right) z X}}=\frac{(1-w q)\left(1-w q^{2}\right) z X-(1+z)}{\left(1-w q^{2}\right)(1-w q)(1+z) z X+(1-w q)^{2} z-(1+z)^{2}}
$$

so we can introduce the matrix

$$
N(w, z)=\left(\begin{array}{cc}
(1-w q)\left(1-w q^{2}\right) z & -(1+z) \\
(1-w q)\left(1-w q^{2}\right)(1+z) z & (1-w q)^{2} z-(1+z)^{2}
\end{array}\right)
$$

and it follows that the continued fraction $T_{\lambda^{\prime}}(z)$ can be written as an infinite product in the following way:

$$
\begin{equation*}
T_{\lambda^{\prime}}(z)=N(1, z) \cdot N(q, z) \cdot N\left(q^{2}, z\right) \cdots \tag{51}
\end{equation*}
$$

Furthermore, let us define two other matrices:

$$
P(z)=\left(\begin{array}{cc}
(q-1) z & 1 \\
0 & (1+z)^{2}
\end{array}\right), \quad R=\left(\begin{array}{cc}
q z(1+z)^{2} & 1-z \\
0 & (1+z)^{2}
\end{array}\right)
$$

We have then

$$
G(z)=P(z) \cdot N(1, z) \cdot N(q, z) \cdot N\left(q^{2}, z\right) \cdots .
$$

Using matrices, the functional equation that we have to prove can be written:

$$
\begin{equation*}
P(z) \cdot N(1, z) \cdot N(q, z) \cdot N\left(q^{2}, z\right) \cdots=R \cdot P(q z) \cdot N(1, q z) \cdot N(q, q z) \cdot N\left(q^{2}, q z\right) \cdots . \tag{52}
\end{equation*}
$$

As in the case of Lemma 7.2 and $\Omega_{n}$, we can form a product of matrices that behaves nicely. Let

$$
\begin{equation*}
\Lambda_{n}=N\left(q^{n-1}, z\right)^{-1} \cdots N(1, z)^{-1} \cdot P(z)^{-1} \cdot R \cdot P(q z) \cdot N(1, q z) \cdots N\left(q^{n-1}, q z\right) \tag{53}
\end{equation*}
$$

its explicit form being given separately in Lemma 9.3 below. Let $w_{n}=\Lambda_{n}[0]$, from the explicit form in the lemma we have

$$
w_{n}=\frac{1-q z^{2}}{q^{n+2} z^{2}+q^{n+1} z^{2}+2 q^{n+1} z+1-q z^{2}}
$$

The important point is that $w_{n}$ has no term of negative degree in $z$ in its expansion, and we can apply Lemma 6.2. From the definition of $\Lambda_{n}$, we have:

$$
\begin{equation*}
P(z) \cdot N(1, z) \cdots N\left(q^{n-1}, z\right)\left[w_{n}\right]=R \cdot P(q z) \cdot N(1, q z) \cdots N\left(q^{n-1}, q z\right)[0] \tag{54}
\end{equation*}
$$

and letting $n$ tend to infinity in the previous identity proves the functional equation (52) which was just a rewriting of (50).

Lemma 9.3. We have

$$
\Lambda_{n}=\left(\begin{array}{cc}
\left(q^{n+1}+2 z q^{n+1}+q^{n}+z^{2} q-1\right) q z & 1-q z^{2}  \tag{55}\\
\left(1-q^{n}\right)\left(1-q^{n+1}\right)\left(q z^{2}-1\right) q z & q^{n+2} z^{2}+q^{n+1} z^{2}+2 q^{n+1} z+1-q z^{2}
\end{array}\right)
$$

Proof. As a consequence of the definition of $\Lambda_{n}$ in (53), we have the recurrence relation:

$$
\Lambda_{n+1}=N\left(q^{n}, z\right)^{-1} \cdot \Lambda_{n} \cdot N\left(q^{n}, q z\right)
$$

It is possible to check that the expression in the right-hand side of (55) satisfies this relation and coincides with $\Lambda_{0}$ when $n=0$. All comments concerning the calculation of $\Omega_{n}$ in Lemma 7.3 and its proof apply as well in this case, so once again we omit the voluminous details and suggest the help of a computer for a verification of the expression in (55).
Remark 3. The reader might have noticed that the right-hand side of (49) is a basic hypergeometric series, more precisely a ${ }_{4} \phi_{4}$ in the notation of [11]. There are established methods to prove continued fraction expansions of such series, using contiguous relations. One of the most general result of this kind is by Masson [19]. In the present case, we did not see how to apply or adapt these known results, and instead had to use the fact that our series satisfy a simple functional equation.

## 10. Connection with Jacobi's identity for $(q ; q)_{\infty}^{3}$

Using the argument as in the first part of this article, we show here that from Theorem 9.1 we can obtain the following identity, due to Jacobi:

$$
\begin{equation*}
\prod_{i \geq 1}\left(1-q^{i}\right)^{3}=\sum_{j=0}^{\infty}(-1)^{j}(2 j+1) q^{\frac{j(j+1)}{2}} \tag{56}
\end{equation*}
$$

Let $\mathcal{G}_{1}=\left(-q,-q^{2},-q^{2},-q^{3},-q^{3}, \ldots\right)$ and $\mathcal{G}_{2}=\left(-q,-q,-q^{2},-q^{2}, \ldots\right)$. We have shown in the previous section that $Y_{k}=W_{k}$ where the generating function of $W_{k}$ is a T-fraction. The lattice path interpretation of this T-fraction shows that

$$
Y_{k}(q)=\sum_{p \in \overline{\mathcal{D}}_{k}^{*}} \mathrm{wt}\left(p ; \mathcal{G}_{1}, \mathcal{G}_{2}\right)
$$

We can reformulate $Y_{k}(q)$ using $\delta_{k}$-configurations. For $(\lambda, A) \in \Delta_{k}^{+}$, we define $\mathrm{wt}_{q}^{\prime}(\lambda, A)$ to be

$$
\mathrm{wt}_{q}^{\prime}(\lambda, A)=q^{|\lambda|} \prod_{u \in A}\left(-q^{g(u)}\right)
$$

where $g(u)=1+\lfloor|u| / 2\rfloor$ if $u$ is a horizontal arrow and $g(u)=\lceil|u| / 2\rceil$ if $u$ is a vertical arrow. Recall the bijection between $\overline{\mathcal{D}}_{k}^{*}$ and $\Delta_{k}^{+}$explained in Section 3. It is not difficult to see that if $p \in \overline{\mathcal{D}}_{k}^{*}$ corresponds to $(\lambda, A) \in \Delta_{k}^{+}$, then

$$
\mathrm{wt}\left(p ; \mathcal{G}_{1}, \mathcal{G}_{2}\right)=q^{\binom{k+2}{2}-1} \mathrm{wt}_{q^{-1}}^{\prime}(\lambda, A)
$$

Thus

$$
\begin{equation*}
\sum_{C \in \Delta_{k}^{*}} \mathrm{wt}_{q}^{\prime}(C)=q^{\binom{k+2}{2}-1} Y_{k}\left(q^{-1}\right) \tag{57}
\end{equation*}
$$

Using the same argument sending $k \rightarrow \infty$ as we did in Section 5, we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q}^{\prime}(C)=\prod_{i \geq 1} \frac{1}{1-q^{i}} \prod_{i \geq 1}\left(1-q^{i}\right)^{2} \frac{1}{1-q} \prod_{i \geq 1}\left(1-q^{i}\right)^{2}=\frac{1}{1-q} \prod_{i \geq 1}\left(1-q^{i}\right)^{3} \tag{58}
\end{equation*}
$$

Using (57) and (58), we have

$$
\begin{aligned}
\prod_{i \geq 1}\left(1-q^{i}\right)^{3} & =\lim _{k \rightarrow \infty}(1-q) \sum_{C \in \Delta_{k}^{+}} \mathrm{wt}_{q}^{\prime}(C)=\lim _{k \rightarrow \infty}(1-q) q^{\binom{k+2}{2}-1} Y_{k}\left(q^{-1}\right) \\
& =\lim _{k \rightarrow \infty}\left(q^{-1}-1\right) q^{\binom{k+2}{2}} \frac{P_{k-1}\left(q^{-1}\right)+2 P_{k}\left(q^{-1}\right)+P_{k+1}\left(q^{-1}\right)}{q^{-1}-1} \\
& =\lim _{k \rightarrow \infty} \sum_{i=0}^{k}(-1)^{i}(2 i+1) q^{\binom{i+1}{2}}\left(q^{\binom{k+2}{2}-\binom{k}{2}}+2 q^{\binom{k+2}{2}-\binom{k+1}{2}}+q^{\binom{k+2}{2}-\binom{k+2}{2}}\right) \\
& =\sum_{i=0}^{\infty}(-1)^{i}(2 i+1) q^{\binom{i+1}{2}} .
\end{aligned}
$$

This finishes the proof of (56).

## Final remarks and open problems

Remark 4. As mentionned in the introduction, Touchard-Riordan formulas appear as moments of orthogonal polynomials. It can be checked that the quantities considered in this article are related with the so-called continuous dual $q$-Hahn polynomials, denoted $p_{n}(x ; a, b, c \mid q)$. This is a family of polynomials in $x$ depending on four parameters $a, b, c$, and $q$, see [18] for the definition and let $\mu_{n}(a, b, c \mid q)$ denote the $n$th moment of this sequence. The moment generating function of orthogonal polynomials has a continued fraction expansion (as a J-fraction) where the parameters are simply related with the coefficients in the three-term recurrence relation, see [1, Chapter 7]. Using the first contraction in Lemma 8.4, we can always transform an S-fraction into a J-fraction, so that it is in theory straightforward to identify our S-fractions and moment generating functions. Note also that the binomial transform $a^{-n} \sum_{k=0}^{n}\binom{n}{k}(-b)^{n-k} \mu_{k}$ gives the moments of the rescaled polynomials $p_{n}(a x+b)$. For the continued fraction in (5), the result is:

$$
\begin{equation*}
\sum_{k=0}^{n}\left(\binom{2 n}{n-k}-\binom{2 n}{n-k-1}\right) \sum_{j=-k}^{k} y^{j} q^{k(k+1)-j^{2}}=2^{n} \sum_{k=0}^{n}\binom{n}{k}(-1)^{k} \mu_{k}\left(1,-y q,-y^{-1} q \mid q^{2}\right), \tag{59}
\end{equation*}
$$

so that this quantity is the $n$th moment for the orthogonal polynomials $p_{n}\left(1-\frac{x}{2} ; 1,-y q,-y^{-1} q \mid q^{2}\right)$. As for the $q$-Genocchi numbers, we have:

$$
\begin{equation*}
G_{2 n+2}(q)=\frac{2^{n}}{(1-q)^{2 n}} \sum_{k=0}^{n}\binom{n}{k} \mu_{k}(-q,-q,-q \mid q) \tag{60}
\end{equation*}
$$

so that $(1-q)^{2 n} G_{2 n+2}(q)$ is the $n$th moment for the orthogonal polynomials $p_{n}\left(\frac{x}{2}-1 ;-q,-q,-q \mid q\right)$. These continuous dual $q$-Hahn polynomials are the special case $d=0$ in the sequence of AskeyWilson polynomials [18]. A closed formula for the moments $\mu_{n}(a, b, c \mid q)$ was given at the end of [7], in the form of a sum over four indices containing three $q$-binomial coefficients. It might be possible to obtain our formulas by using the one from [7] and simplifying the right-hand sides of (59) and (60), but this would surely give rise to lengthy calculations.

Remark 5. A general method for proving a continued fraction expansion is to use Hankel determinants (this is not unrelated with orthogonal polynomials, see $[1,8]$ for example). Let $\left\{m_{n}\right\}_{n \geq 0}$ be a sequence with $m_{0}=1$, let $M_{n}$ be the matrix with coefficients $\left(m_{i+j}\right)_{0 \leq i, j \leq n-1}$, and $M_{n}^{\prime}$ with coefficients $\left(m_{i+j+1}\right)_{0 \leq i, j \leq n-1}$. Then, provided that all the determinants are non-zero, we have $\sum_{n=0}^{\infty} m_{n} z^{n}=S_{\lambda}(z)$ where for any $n \geq 1$,

$$
\lambda_{2 n-1}=\frac{\operatorname{det}\left(M_{n}^{\prime}\right) \operatorname{det}\left(M_{n-1}\right)}{\operatorname{det}\left(M_{n}\right) \operatorname{det}\left(M_{n-1}^{\prime}\right)}, \quad \lambda_{2 n}=\frac{\operatorname{det}\left(M_{n-1}^{\prime}\right) \operatorname{det}\left(M_{n+1}\right)}{\operatorname{det}\left(M_{n}\right) \operatorname{det}\left(M_{n}^{\prime}\right)}
$$

See [14]. When $m_{n}$ is equal to the left-hand side of (59), it follows that Theorem 0.1 is equivalent to the evaluations:

$$
\begin{aligned}
& \operatorname{det}\left(M_{n}\right)=\prod_{i=1}^{n-1}\left(\left(1+y q^{2 i-1}\right)\left(1+y^{-1} q^{2 i-1}\right)\left(1-q^{2 i}\right)^{2}\right)^{n-i} \\
& \operatorname{det}\left(M_{n}^{\prime}\right)=\prod_{i=1}^{n}\left(\left(1+y q^{2 i-1}\right)\left(1+y^{-1} q^{2 i-1}\right)\right)^{n+1-i}\left(1-q^{2 i}\right)^{2(n-i)}
\end{aligned}
$$

which might be provable by examining the vanishing locus. Similarly, there is a product-form for these determinants in the case where $m_{n}=G_{2 n+2}(q)$. However, it is unclear whether proving these evaluations could be simpler than our method with the functional equation.

Remark 6. We have seen throughout this work that the crucial property of T-fraction (as opposed to S-fractions) is the fact that they satisfy some functional equations linking $T_{\lambda}(z)$ and $T_{\lambda}(z q)$ or $T_{\lambda}\left(z q^{2}\right)$. We have no enlightening explanation for this fact, but we have a relevant observation. Consider the tails of the continued fraction $T_{\lambda}(z)$, where the $m$ th tail is the T-fraction associated with the shifted sequence $\left\{\lambda_{n}\right\}_{n \geq m}$. In the various cases we have considered, $\lambda_{n}$ tends to 1 as $n$ tends to $\infty$, and consequently the tails converge to

$$
\frac{1}{1+z}-\frac{z}{1+z}-\frac{z}{1+z}-\frac{z}{1+z}-\cdots
$$

But this is also equal to

$$
\frac{1}{1+q z}-\frac{q z}{1+q z}-\frac{q z}{1+q z}-\frac{q z}{1+q z}-\cdots
$$

for the simple reason that both continued fractions are equal to 1 . In some sense, the substitution $z \rightarrow z q$ has virtually no effect on the tails, and this is a clue to the fact that some T-fractions satisfy functional equations.
Problem 1. Some other results in the style of triple product are [3]:

$$
\begin{align*}
\sum_{j=-\infty}^{\infty}(3 j+1) q^{3 j^{2}+2 j} & =\prod_{i \geq 1}\left(1-q^{i}\right)\left(1-q^{2 i-1}\right)\left(1-q^{4 i}\right),  \tag{61}\\
\sum_{j=-\infty}^{\infty}(6 j+1) q^{3 j^{2}+j} & =\prod_{i \geq 1}\left(1-q^{2 i}\right)^{3}\left(1-q^{4 i-2}\right)^{2} \tag{62}
\end{align*}
$$

and it is natural to ask if some continued fractions are related. For example, if we define:

$$
\sum_{n=0}^{\infty} \xi_{n}(q) z^{n}=T_{\lambda}(z), \quad \text { where } \quad\left\{\begin{array}{l}
\lambda_{3 n+1}=\left(1-q^{2 n+1}\right)^{3} \\
\lambda_{3 n+2}=\left(1-q^{2 n+1}\right)\left(1-q^{2 n+2}\right)^{2} \\
\lambda_{3 n+3}=\left(1-q^{2 n+2}\right)^{2}\left(1-q^{2 n+3}\right)
\end{array}\right.
$$

then using a limit argument in paths (somewhat similar to what we did on $\delta_{k}$-configurations), it is possible to show that

$$
\lim _{k \rightarrow \infty} q^{2 k(k+2)}(-1)^{k}\left(1-q^{2}\right) \xi_{k}\left(q^{-2}\right)=\prod_{i \geq 1}\left(1-q^{2 i}\right)^{3}\left(1-q^{4 i-2}\right)^{2}
$$

which is the right-hand side of (62). However we did not find any formula for $\xi_{k}(q)$. The problem is to find some results in the style of our finite version of the triple product, related to (61) or (62). These two identities seem more likely to be treated rather than results such as the ${ }_{1} \Psi_{1}$ summation formula or the quintuple product [3].
Problem 2. Is there a bijective proof showing that $\sum_{j=-k}^{k} y^{j} q^{j^{2}}$ counts $\delta_{k}$-configurations with the $(y, q)$-weight? Going through the functional equation as in the proof of Theorem 7.1 is somewhat unsatisfactory, mainly because there is no enlightening proof of the fact that the T-fraction satisfies this equation. The case $y=-1$ treated in the first part of this article was already quite involved, but maybe some new ideas can give the general case.

Problem 3. Can we find a good combinatorial model of $\mu_{n}(a, b, q)$ from which both the ordinary generating function and the exponential one (as in Theorem 8.1) can be derived combinatorially? It seems difficult in such generality. For example, little is known about the combinatorics of integers $\mu_{n}(a, b, 1)$ when $a$ and $b$ are half-integers.
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