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Abstract. This paper focuses on a subtask of the QUAERO1 research program, 
a major innovating research project related to the automatic processing of mul-
timedia and multilingual content. The objective discussed in this article is to 
propose a new method for the classification of scientific papers, developed in 
the context of an international patents classification plan related to the same 
field. The practical purpose of this work is to provide an assistance tool to ex-
perts in their task of evaluation of the originality and novelty of a patent, by of-
fering to the latter the most relevant scientific citations. This issue raises new 
challenges in categorization research as the patent classification plan is not di-
rectly adapted to the structure of scientific documents, classes have high cita-
tion or cited topic and that there is not always a balanced distribution of the 
available examples within the different learning classes. We propose, as a solu-
tion to this problem, to apply an improved K-nearest-neighbors (KNN) algo-
rithm based on the exploitation of association rules occurring between the index 
terms of the documents and the ones of the patent classes. By using a reference 
dataset of patents belonging to the field of pharmacology, on the one hand, and 
a bibliographic dataset of the same field issued from the Medline collection, on 
the other hand, we show that this new approach, which combines the ad-
vantages of numerical and symbolical approaches, improves considerably cate-
gorization performance, as compared to the usual categorization methods.  

1 Introduction 

Text categorization is a machine learning task which aims at automatically assigning 
predefined category labels to new upcoming free text documents with related charac-
teristics [1]. Because of its numerous applications, text categorization has been one of 
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the most studied branches within the field of machine learning [2]. Consequently, a 
variety of classification algorithms were developed and evaluated in applications such 
as mail filtering [3], opinion and feelings analysis [4], news [5] [6] or blogs [7] classi-
fication. Among the most often used learning methods exploited in that context, we 
may mention artificial neural networks [8] [9], K-nearest-neighbors (KNN) [10], de-
cision trees [11] [12] [13], Bayesian networks [14] [15], support vector machines 
(SVM) [16], and more recently, boosting based methods [17] [18]. Although many 
methods developed for automatic text categorization have achieved significant accu-
racy when applied to simple text structure (for example emails, summaries, etc.), 
there are still many remaining challenges concerning classification of complex docu-
ments, especially when classification relies on imbalanced learning data.  

A broad range of studies address the problem of Medline2 database categorization. 
Most of these works focus on the importance of data preprocessing and data represen-
tation steps in the context of the text categorization task. In [19], the authors show 
that, in the case of a text representation based on the "bag of words" model, the 
weighting of the extracted terms significantly increases the performance of the classi-
fiers. In order to classify Medline papers into predefined topics, Suomela and An-
drade [20] restrict the extracted descriptors to predefined lexical classes (nouns, ad-
jectives, verbs) and apply a word frequency scheme. Using specific Medline topics, 
the authors obtain a classification F-score of 65%. The same approach is further used 
by the Medline Ranker web-service [21] whose role is to extract a relevant list of 
Medline references starting from a set of keywords defined by the user. The study of 
Yin et al. [22] focuses both on the identification and on the extraction of protein inter-
actions from Medline articles. For that purpose, documents are preprocessed using bi-
grams, in a first step, and SVM method is applied, in a second step. The authors ob-
tain a performance of 50% true positives, and a recall rate of 51%. Recently, the Bi-
ocreactive III challenge proposed to classify Medline articles belonging to the bio-
medical field [23]. The best performance related to Medline data was obtained on this 
collection, with an accuracy of 89.2% and an F-score of 61.3%.  

Up to now, patents evaluation is a manual operation that involves groups of experts 
with in-deep expertise of the related field. This evaluation is mainly based on refer-
ences to relevant scientific papers (articles, theses, books ...) associated to the patents. 
The automatic classification of publications in patent classes can thus represent a 
valuable help for the experts. However, this task is not a traditional classification task 
because the classification structure (i.e. the patent classification scheme) does not 
directly fit with the data to be classified (i.e. the scientific papers). To cope with that 
problem, two alternative approaches can be used. A first approach consists in creating 
a gateway between the publications classification plan and the patents classification 
plan. Nonetheless, this approach is difficult to implement because it involves the in-
tensive use of complex tree comparison techniques (here, the classification plans), and 
consequently, an intensive use of complementary human expertise. A second ap-
proach consists in developing a classification system that directly uses the patents 
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classification plan. Such an approach is founded on the assumption that scientific 
papers that are cited in a patent are strongly related to the patent field, and conse-
quently to the classification code of the latter. In this context, the training dataset 
would consist of the whole set of scientific citations extracted from the patents of the 
considered field. However, one potential barrier of this approach is that the learning 
classes might not necessarily have a homogeneous quantity of patents and thus might 
not provide an homogeneous amount of learning data (i.e. cited papers) leading thus 
to face with an imbalance classification problem. Moreover, in a focused domain, 
patent classes might have high citation or cited topics overlaps leading to additional 
class similarity problem. 

In the following sections, we describe a complete experiment of automatic classifi-
cation of scientific papers based on an initial patents dataset. The experimental dataset 
is related to the field of pharmacology and the bibliographic references cited in the 
patents are extracted from the Medline collection. In the first section, we describe the 
dataset construction process and we illustrate the resulting phenomena of imbalance 
learning examples and class similarity. By applying usual categorization methods, we 
then illustrate, in the second section, the influence of the term extraction strategy on 
the classification results. Two approaches are particularly discussed. The first one is 
based on the direct use of Medline indexing keywords associated to the bibliographic 
records. The second is based the construction of an index from the titles and abstracts 
of the records by the use of NLP tools. This section highlights that the best perfor-
mance are obtained with the K-Nearest Neighbor algorithm (KNN) in our context. To 
cope with the class imbalance and similarity problems, we present in the third section 
a modified KNN algorithm named KNNBA-2T which is based on the exploitation of 
association rules between data descriptors and patent class labels. We show that this 
algorithm provides better classification accuracy than the original KNN algorithm in 
our context. In section 4, we perform a complementary test of the KNNBA-2T algo-
rithm in combination with resampling techniques. In this test, we exploit our former 
dataset as well as 6 other UCI datasets and compare the results of KNNBA-2T with 
resampling with a broader range of other usual algorithms. The final section draws 
our conclusion and perspectives.  

2 Building and indexation of the corpora 

Our main experimental resource is issued from the QUAREO project. It is a collec-
tion of patents related to the pharmacology domain and including bibliographic refer-
ences. This resource consists of 6387 patents in XML format, grouped into 15 sub-
classes of the A61K class (medical preparation). As shown in Figure 1, we begin by 
extracting the citations from the patents. From 6387 patents, we extracted 25887 ref-
erences such as databases, books, encyclopedia and scientific articles. In a second 
step, we query the Medline database with the extracted citations related to the scien-
tific articles. In such a way, we obtained 7501 articles. This represents a recall of 90% 
for this type of references. Each article is then labeled by the class code of the citing 
patent and the set of labeled articles represents our final training dataset. 
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Fig. 1. Building steps for the training dataset  

Figure 2 summarizes the distribution of documents of the training dataset relatively 
to the different class codes. From that information, one might conclude that one of the 
important criteria of selection of the classification method will be its ability to process 
imbalance data. By the fact, the distribution of references between classes is very 
heterogeneous. The smallest class contains only 22 articles (A61K41 class) whilst the 
bigger one has more than 2500 (A61K31 class). 
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Fig. 2. Distribution of the training data in the patents classes. 

2.2  Data Representation   

As we have mentioned it before, for text classification, the choice of a document 
model is a crucial step. A common approach is to use a document model called "bag 
of words", in which the only exploited information is the presence and/or the frequen-
cy of terms. In our case, we translate the bag of words model into a vectorial repre-
sentation, as it has been proposed by Salton [24]. Following this approach, each arti-
cle of the dataset is represented as a vector in an N-dimensional space, where N is the 
total number of terms (features) issued from the articles collection. The whole text 
collection is then represented as a (N +1) J matrix, where J is the number of articles in 
the collection. Each line j of this matrix is an N-dimensional bag of word vector for 
the article j, plus its class label.  

 
If a feature i does not occur in the article j, then the relevant matrix element aij is 

zero, otherwise it is assigned a positive value or weight. The way to calculate this 
weight depends on the scheme used for feature representation. The weight is 0 or 1 
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for the binary scheme. On its own side, the standard frequency weighting scheme is 
based on terms document occurrences. However, with such scheme, too much im-
portance could be given to descriptors that appear frequently in many documents and 
which are, consequently, unrepresentative for each single document. Another 
weighting scheme, called the TF.IDF (Term Frequency Inverse Document Frequency) 
is thus often used in literature [26] [27] [28]. This scheme evaluates the importance of 
a term according to its frequency in the document (TF = Term Frequency) weighted 
by its frequency in the corpus (IDF = Inverse Document Frequency). 

 

. ( , ) ( , ) ( )k j k j kTf Idf t D TF t D Idf t= ×  

where ( , )k jTF t D  is the number of occurrences of kt in jD , and, 

)(
log)(

k
k tDF

S
tIdf =  

where S  is the documents number in the corpus and ( )kDF t  is the number of 
documents containingkt . 

 
At the following stage, we built features according to two different approaches, the 

first one relying on keywords found in documents, and the second one relying on the 
lemmas extracted from the document abstracts by the use of an NLP tool. The objec-
tive of this last approach is to improve the representation of documents' content. To 
do this, we use the TreeTagger tool [25] developed by the Institute for Computational 
Linguistics of the University of Stuttgart. This tool is both a lemmatizer and a tagger. 
A lemmatizer associates a lemma, or a syntactic root, to each word in the text and a 
tagger automatically annotates text with morpho-syntactic information. In our case, 
the document are firstly lemmatized and the tagging process is performed on lemma-
tized items (in the case when a word is unknown to the lemmatizer, its original form 
is conserved). The punctuation signs and the numbers identified by the tagger are 
deleted. A sample output of the TreeTagger program is given in figure 3. 

 
The DT the 
most RBS most 
widely RB widely 
used VVN use 
therapeutic JJ therapeutic 
modality NN modality 
is VBZ be 
chemical JJ chemical 
pleurodesis NN <unknown> 

Fig. 3. Example of a sentence labeled and lemmatized by TreeTagger3 

                                                           
3 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/Penn-Treebank-Tagset.pdf 
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The feature selection according to grammatical categories allows identifying sali-
ent features for the documents classification according to document types or opinions. 
Moreover, this approach permits to consistently reduce the description space. We thus 
choose to apply it in our experiment. 

3 Classification 

To evaluate the relevance of different indexation and weighting methods, we chose 
to use three different classifiers: a K-nearest-neighbors (KNN) classifier relying on 
Euclidean distance, a (SVM) classifier and a probabilistic classifier (Naive Bayes). 
These three supervised machine learning algorithms are known to provide the best 
results for text classification [29] [30]. In our case, we have exploited them in the 
Weka environment4. 

In all tests, we have applied different weighting techniques, according to type of 
extracted descriptors. For the lemmas we mainly use the standard frequency and the 
TF.IDF techniques. Applying the TF technique on keywords would be meaningless, 
because the indexing on documents is not redundant. Therefore we use solely the 
Boolean or IDF technique in this case. 

For the features based on lemmas, we have performed several experiments by 
switching the selected grammatical categories (A: Adjective, N: Noun, NA: Noun + 
Adjective, NV: Noun + Verb, VA: Verb + Adjective, NVA: Noun + Verb + Adjec-
tive).  

The classification results are expressed in terms of precision and recall. A precision 
of 100% means that all articles are classified in the correct category. The recall is the 
percentage of correct answers that are given. These measures are calculated after ap-
plying a 10-fold cross-validation process (90% of the corpus is used for learning and 
10% for testing).  

Tables 1 and 2 show the obtained results in terms of precision (P) and recall (R). 
They illustrate that the best results in our corpus are obtained with the KNN method 
combined with an indexation based on the lemmas involving the three grammatical 
categories (Nouns, Verbs, Adjectives) and using TF-IDF weighting scheme. The ob-
tained measures are 61% for precision and 55% for recall. However, these results can 
still be considered as far from satisfying ones. Such results can be explained by the 
imbalanced data distribution between the classes (see figure 2), but also by the fact 
that the classes are very similar one to another. To highlight that problem, we com-
puted class/class similarity using cosine correlation and drew the resulting class/class 
similarity distribution (figure 4). This distribution clearly shows that it might be diffi-
cult for any classification model to precisely detect the right class: more than 70% of 
classes’ couples have a similarity between 0.5 and 0.9.  

                                                           
4 http://www.cs.waikato.ac.nz/ml/weka/index.html 
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Table 1.  Classification results related to indexing by keywords  

KNN NB SVM 
Boolean IDF Boolean IDF Boolean IDF 

P R P R P R P R P R P R 
0.39 0.39 0.39 0.43 0.4 0.47 0.43 0.44 0.4 0.45 0.4 0.45 

Table 2.  Classification results related to indexing by lemmas 

 KNN NB SVM 
Frequency TF.IDF Frequency TF.IDF Frequency TF.IDF 

Type P R P R P R P R P R P R 
A 0.42 0.36 0.42 0.36 0.38 0.2 0.37 0.18 0.45 0.46 0.45 0.46 
N 0.5 0.41 0.52 0.4 0.43 0.31 0.44 0.28 0.54 0.55 0.54 0.55 

NA 0.55 0.4 0.57 0.39 0.45 0.36 0.46 0.36 0.55 0.55 0.55 0.55 
NV 0.49 0.38 0.52 0.38 0.44 0.35 0.44 0.31 0.53 0.54 0.53 0.54 

NVA 0.6 0.54 0.61 0.55 0.44 0.34 0.45 0.34 0.54 0.55 0.55 0.55 
 

0

5

10

15

20

25

30

35

40

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

C
la

ss
 p

a
ir

s 
co

u
n

t

Cosine similarity

 

Fig. 4. Class to class similarity distribution 

 

We therefore propose, in the next section, an improvement of the approach, based 
on the best method, namely the KNN method. The goal of this improvement is to take 
into account the specific characteristics of the corpus: the important imbalance be-
tween classes and the high similarity between them. 

4 The KNNBA-2T method 

Our improvement of the KNN algorithm is based on the exploitation of association 
rules. We firstly present a general definition of association rules. We then present a 
new approach for calculating the weight of class attributes or features, by using a 
special type of association rules. We finally present a new algorithm, called 
KNNBA-2T, inspired by the method previously developed by Mordian et al. [31].  
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4.1 Association rules  

The association rules extraction approach is a method for discovering relevant rela-
tionships between two or more variables. This method is based on local laws and 
requires no user intervention (it lets the system self-organizing). It allows identifying, 
from a set of transactions, a set of rules that express a possibility of association be-
tween different items (words, attributes, concepts …). A transaction is a series of 
items expressed in a given order. In addition, transactions can be of different lengths. 
The relevance of a rule of such extracted association is measured by its index of sup-
port and its index of confidence.  

For an association rule: X Y→  the indices of support and confidence are defined 
by the following two equations: 

),( YXPSupport U=  )( XYPConfidence =  

where )( YXP U  is the probability that a transaction contains both X and Y, and is 

the conditional probability of Y knowing that it is X. 
 
The first efficient method for extracting such rules was introduced by Agrawal for 

the analysis of the market basket through the Apriori algorithm [32]. The operation of 
this algorithm can be decomposed into two phases:  

1) Searches for all the "patterns" or frequent itemsets that appear in the database with 
a frequency greater than or equal to a threshold defined by the user, called minsup. 

2) Generation, from these common patterns, of all the association rules with a meas-
ure of confidence greater than or equal to a threshold defined by the user, named 
minconf. 

4.2 The KNNBA-2T algorithm  

KNNBA is an improvement of the KNN algorithm. The objective is to assign 
weights to each attribute by using association rules. For that purpose, we used the 
association rules that help to identify the most representative terms of a given class. 
Each transaction consists of all of the extracted terms (attributes) and the label of the 
class. After the generation of the rules, we are keeping the rules of the type: 

ClassAttribute →  and ClassAttributeAttribute →21,  

The rules composed of three attributes are rare and thus not determinative. 

The principle behind this approach is that if two attributes (here Attribute1 and At-
tribute2) are associated together to a class, the relevance (i.e. the information power) 
of each of the two attributes deducted from their association must be considered as 
more important than the one of each single attribute. 

The first version of our algorithm (KNNBA-1T) is similar to the Mordian et al. al-
gorithm [31]. It takes into account the rules composed of a single attribute (term). In 
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the second version of our algorithm (KNNBA-2T), we first compute two attributes 
rules and we further apply the former principle by deriving single attribute rules from 
two attributes rules. 

After the rule extraction step, a weight can be associated to each attribute i (i.e. fea-
ture) [31]. It is computed as: 

[ ]

1
[ ] ( )

1 supi

W i
G

=
−

 

where G_sup represents the greatest support of the attribute i. 
 
As compared to KNN, the new formula for calculating the distance used in the 

KNNBA2T takes the weight of the attributes into account and thus becomes: 

∑
=

−×=
n

i
biai xxiWbaD

1

2)(][),(  

where a and b are two documents, and xai and xbi represent the term i of each doc-
ument vector.  

 

 

Fig. 5. General operating process of the KNNBA approach  

The general process of KNNBA-2T approach is summarized in figure 5 and is 
composed of three stages: 

Stage 1: this phase consists of two steps. The first step is the construction of transac-
tions representing entries to generate the association rules. Each document is trans-
formed into a transaction, consisting of all the representative document descriptors 
associated with the label of the class. The second step is the generation of the rules of 
association through using an Apriori algorithm [1]. 
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Stage 2: in this phase, we seek to generate an attribute weight vector from the de-
scription of the documents. For that purpose, a group of 15 rules (15 corresponding to 
the number of classes) is built for each attribute and the most relevant rule (the high-
est support, the highest confidence) is used to compute the attribute weight.  

Stage 3: this phase consists in applying the KNN algorithm with the added extension. 
To predict the class of a new document by the inter-document similarity calculation, 
we take into account the weight vector generated in the previous stage. 
 

From an overall perspective, our approach extends the K-nearest-neighbors method 
in two ways:  

1) First, a new weighting scheme of descriptors is introduced, according to their in-
formational weight in relation with their distribution in all the classes. 

2) Second, the vote of the closest neighbors is based on a vote function extended by 
the weight vector W. This extension uses the strength for each term to activate the 
classes.  
 
Our proposed extension is thus founded on the general idea that the observations 

for training data, which are particularly close to the new observation (y, x) from test 
data, must have a higher weight in the decision that the neighbors that are farther from 
the pair (y, x). This strategy differs from for the standard KNN method in which only 
the K-nearest-neighbors influence the prediction, but the influence is identical for 
each of the neighbors, irrespective of their degree of similarity with (y, x). In order to 
achieve our new goal, the distances on which the search for neighbors is based on are 
thus transformed in a first step according to the strength (i.e. power) of the term to 
activate a class.  

Table 3. Comparison of classification results with KNN and KNNBA algorithms  

KNN KNNBA-1T KNNBA-2T 
P R P R P R 

0.61 0.55 0.65 0.65 0.67 0.67 
 

 
Table 3 illustrates the precision and recall results obtained after application of the 

three KNN algorithms (KNN, KNNBA-1T, KNNBA-2T) on our reference dataset 
with the use of NVA lemmas and TF-IDF weighting. The best results are obtained 
with the KNNBA-2T algorithm, when compared to the KNN and the KNNBA-1T 
algorithms. We find that the percentage of correctly classified documents rises from 
61% to 65% with KNNBA-1T and to 67% with KNNBA 2T. Our adapted methods 
thus significantly improve the classification performance on our dataset. 
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Fig. 6.  Correction of the class imbalance and class similarity using the KNNBA-2T approach 

Our new KNNBA-2T approach provides correction capabilities both for terms dis-
tribution within classes (i.e. class imbalance) and for class similarity. The correction 
of class similarity is illustrated at figure 6. However, we also remarked that the 
smoothing of terms distribution is not effective on the largest class (A61K31) which 
is always a majority class. As a result, our approach still tends to ignore small classes 
while concentrating on classifying the larger ones accurately. 

Even if the class similarity problem remains difficult to solve in our context, be-
cause of the overlapping nature of the exploited patent classification, one complemen-
tary approach can be used to better solve the class imbalance problem. Hence, 
resampling methods are very commonly employed for dealing with such problem. 
Their advantage over other methods is that they are external and thus easily portable 
and very simple to implement. Resampling is usually conducted using the two follow-
ing strategies: oversampling consists of copying existing training examples at random 
and adding them to the training set until a full balance is reached. Undersampling 
consisted of randomly removing existing examples until a full balance is reached 
[33][34]. 

In the next section we thus provide an extended test of the KNNBA-2T algorithm 
by combining it with a resampling technique. In this test, we exploit our former da-
taset as well as 6 other UCI datasets and compare the results of KNNBA-2T with 
resampling with a broader range of other usual algorithms.  

5 Extended experimental results 

In this new experiment we have made use of a combination of the KNNBA-2T 
method with a resampling technique. The exploited resampling technique is the Weka 
resample algorithm which is an undersampling algorithm suitable for decreasing the 
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influence of very large classes. We also extend the range of comparison by using a 
broader range of classification techniques (including neural network (ANN) and J48 
algorithms). Apart of our former dataset, we also exploit 6 complementary reference 
datasets issued from the UCI machine learning database collection. The overall char-
acteristics of the experimental datasets are presented in table 4.  

Table 4. Description of the datasets used in the experiments 

  Dataset Size Nb. of attributes Nb. of classes 

1 NVA+Resample 7501 2463 15 
2 Breast-cancer-w 699 11 2 
3 Car 1728 6 4 
4 Ecoli 336 6 8 
5 Glass 214 10 6 
6 Nursery 266 8 5 
7 Zoo 101 18 7 

 

All algorithms are executed in the following similar conditions: 

1. The Weka resample (undersampling) algorithm is applied. 
2. The ten-fold cross validation method is used. 

3. The Weka default parameters are used for all of the algorithms. 
4. The number of neighbors is set to 10 (k=10) for the KNN-based algorithms. 

Table 5. Comparison of accuracy of KNNBA-2T with other algorithms 

Dataset KNNBA-2T KNN NB NN J48 SVM 
NVA+Resample 77.78 70.2 70.1 71.56 68.27 71.56 
Breast-cancer-w 96.89 96.42 95.99 95.27 94.56 96.99 
Car 95.21 93.51 85.53 99.53 92.36 93.75 
Ecoli 88.31 86.01 85.41 86.01 84.22 84.22 
Glass 68.89 66.35 48.59 67.75 66.82 56.07 
Nursery 98.58 97.58 95.08 99.83 98.06 96.93 
Zoo 98.41 88.11 95.04 96.03 92.07 96.03 
 

In all experiments, the accuracy of each algorithm is based on the percentage of 
correctly classified documents. The complete results are presented in the table 5. 

Our new experiments highlight that the resampling method significantly improves 
the performance of the KNNBA-2T method on our reference dataset of scientific 
papers (+10 points of precision). Even if it is not presented in the table, similar im-
provement can been observed for the other methods and for the other datasets. Table 5 
also highlights that the overall results of our KNNBA-2T algorithm are above average 
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(most of the time the best) on the other UCI datasets. However, the most important 
advantage as regards to the other methods is observed for large test collections in 
which classes include a large number of attributes. In this case our method clearly 
allows reducing the class representation space by selecting the relevant attributes. 

6. Discussion and Conclusion 

The classification of scientific papers in a patents’ classification plan is a real chal-
lenge as such classification plan is very detailed and not very suitable with respect to 
the scientific documents. In this paper we presented a new method for supervised 
classification derived from the KNN method. This method, which we named 
KNNBA-2T, operates a classes' descriptor term weighting based on association rules 
induced by these terms. We applied it on a dataset of bibliographic articles from the 
Medline database in order to classify them within a classification plan of patents be-
longing to the field of pharmacology. This new method offers very interesting per-
formance for our study as compared to existing methods, especially when it is com-
bined with resampling techniques. Nevertheless, the resulting class imbalance and the 
similarity of the class description remains a major problem still hampering the per-
formance improvement of automatic classification of articles within the international 
patents' plan. Therefore, we undertook new experiments in order to combine our 
method with vocabulary extension techniques based on domain ontologies. In our 
context, such ontology as Mesh which is associated to Medline resource represents a 
good candidate.  
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