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Abstract. This paper focuses on a subtask of the QUAER®earch program,
a major innovating research project related toa@matic processing of mul-
timedia and multilingual content. The objectiveatissed in this article is to
propose a new method for the classification ofrgifie papers, developed in
the context of an international patents classificaplan related to the same
field. The practical purpose of this work is to yie an assistance tool to ex-
perts in their task of evaluation of the originalitnd novelty of a patent, by of-
fering to the latter the most relevant scientifitations. This issue raises new
challenges in categorization research as the patassification plan is not di-
rectly adapted to the structure of scientific doeuis, classes have high cita-
tion or cited topic and that there is not alwaybadanced distribution of the
available examples within the different learningsses. We propose, as a solu-
tion to this problem, to apply an improved K-ne&sesighbors (KNN) algo-
rithm based on the exploitation of associationgwaecurring between the index
terms of the documents and the ones of the palasdes. By using a reference
dataset of patents belonging to the field of phaotwy, on the one hand, and
a bibliographic dataset of the same field issuecthfthe Medline collection, on
the other hand, we show that this new approachchwisbmbines the ad-
vantages of numerical and symbolical approachgsrawes considerably cate-
gorization performance, as compared to the usuagjoszation methods.

1 Introduction

Text categorization is a machine learning task Wwiaons at automatically assigning
predefined category labels to new upcoming freé dexuments with related charac-
teristics [1]. Because of its numerous applicatidest categorization has been one of

! http://www.quaero.org
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the most studied branches within the field of maehearning [2]. Consequently, a
variety of classification algorithms were develoged evaluated in applications such
as mail filtering [3], opinion and feelings analy$#], news [5] [6] or blogs [7] classi-
fication. Among the most often used learning mesherploited in that context, we
may mention artificial neural networks [8] [9], Kearest-neighbors (KNN) [10], de-
cision trees [11] [12] [13], Bayesian networks [14F], support vector machines
(SVM) [16], and more recently, boosting based meéshfi7] [18]. Although many
methods developed for automatic text categorizatiave achieved significant accu-
racy when applied to simple text structure (for rapée emails, summaries, etc.),
there are still many remaining challenges conceriassification of complex docu-
ments, especially when classification relies ondfabced learning data.

A broad range of studies address the problem ofliMefcdatabase categorization.
Most of these works focus on the importance of gatgrocessing and data represen-
tation steps in the context of the text categoioratask. In [19], the authors show
that, in the case of a text representation basetheri'bag of words" model, the
weighting of the extracted terms significantly ieases the performance of the classi-
fiers. In order to classify Medline papers into geBned topics, Suomela and An-
drade [20] restrict the extracted descriptors wdpfined lexical classes (houns, ad-
jectives, verbs) and apply a word frequency schddsing specific Medline topics,
the authors obtain a classification F-score of 65%e same approach is further used
by the Medline Ranker web-service [21] whose raldéd extract a relevant list of
Medline references starting from a set of keywatefined by the user. The study of
Yin et al. [22] focuses both on the identificatiand on the extraction of protein inter-
actions from Medline articles. For that purpose;uwdoents are preprocessed using bi-
grams, in a first step, and SVM method is applieda second step. The authors ob-
tain a performance of 50% true positives, and alreate of 51%. Recently, the Bi-
ocreactive 1l challenge proposed to classify Meellarticles belonging to the bio-
medical field [23]. The best performance relatediedline data was obtained on this
collection, with an accuracy of 89.2% and an F-sair61.3%.

Up to now, patents evaluation is a manual operatiahinvolves groups of experts
with in-deep expertise of the related field. Thisleation is mainly based on refer-
ences to relevant scientific papers (articles,dbgebooks ...) associated to the patents.
The automatic classification of publications in gudt classes can thus represent a
valuable help for the experts. However, this taskat a traditional classification task
because the classification structure (i.e. the mattassification scheme) does not
directly fit with the data to be classified (i.betscientific papers). To cope with that
problem, two alternative approaches can be usdilst®approach consists in creating
a gateway between the publications classificatitam @gnd the patents classification
plan. Nonetheless, this approach is difficult tpiement because it involves the in-
tensive use of complex tree comparison technicie®( the classification plans), and
consequently, an intensive use of complementaryanuexpertise. A second ap-
proach consists in developing a classification eapsthat directly uses the patents

2 http://www.ncbi.nlm.nih.gov/pubmed/
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classification plan. Such an approach is foundedhenassumption that scientific
papers that are cited in a patent are stronglyeeléo the patent field, and conse-
quently to the classification code of the latter.this context, the training dataset
would consist of the whole set of scientific citeits extracted from the patents of the
considered field. However, one potential barrietto§ approach is that the learning
classes might not necessarily have a homogeneamityuof patents and thus might
not provide an homogeneous amount of learning @aacited papers) leading thus
to face with an imbalance classification problemorbbver, in a focused domain,
patent classes might have high citation or citgdc®overlaps leading to additional
class similarity problem.

In the following sections, we describe a compleggegiment of automatic classifi-
cation of scientific papers based on an initiabpég dataset. The experimental dataset
is related to the field of pharmacology and thelibgraphic references cited in the
patents are extracted from the Medline collectlarthe first section, we describe the
dataset construction process and we illustrateréhelting phenomena of imbalance
learning examples and class similariBy applying usual categorization methods, we
then illustrate, in the second section, the infagenf the term extraction strategy on
the classification results. Two approaches arequdatly discussed. The first one is
based on the direct use of Medline indexing keywasisociated to the bibliographic
records.The second is based the construction of an ind®x the titles and abstracts
of the records by the use of NLP tool$is section highlights that the best perfor-
mance are obtained with the K-Nearest Neighborralgn (KNN) in our context. To
cope with the class imbalance and similarity protdewe present in the third section
a modified KNN algorithm named KNNBA-2T which isd&d on the exploitation of
association rules between data descriptors anchipeltess labels. We show that this
algorithm provides better classification accurdegnt the original KNN algorithm in
our context. In section 4, we perform a complemsmtast of the KNNBA-2T algo-
rithm in combination with resampling techniques.this test, we exploit our former
dataset as well as 6 other UCI datasets and contipanesults of KNNBA-2T with
resampling with a broader range of other usualrélgos. The final section draws
our conclusion and perspectives.

2 Building and indexation of the corpora

Our main experimental resource is issued from tH&AREO project. It is a collec-
tion of patents related to the pharmacology doraaith including bibliographic refer-
ences. This resource consists of 6387 patents ih Xdvmat, grouped into 15 sub-
classes of the A61K class (medical preparation)sii®wn in Figure 1, we begin by
extracting the citations from the patents. From7®p8atents, we extracted 25887 ref-
erences such as databases, books, encyclopediscemdific articles. In a second
step, we query the Medline database with the etedacitations related to the scien-
tific articles. In such a way, we obtained 7501ctes. This represents a recall of 90%
for this type of references. Each article is thetmeled by the class code of the citing
patent and the set of labeled articles represemtfral training dataset.



Kafil Hajlaoui et al.

Corpus of . Bibliographic Medline Cotpus of
Patents ‘ - references database ‘ scientific
labeling queries papers

Fig. 1. Building steps for the training dataset

Figure 2 summarizes the distribution of documefith® training dataset relatively
to the different class codes. From that informatame might conclude that one of the
important criteria of selection of the classificatimethod will be its ability to process
imbalance data. By the fact, the distribution derences between classes is very
heterogeneous. The smallest class contains ondyt2es (A61K41 class) whilst the
bigger one has more than 2500 (A61K31 class).
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Fig. 2. Distribution of the training data in the pateniasses.

2.2 Data Representation

As we have mentioned it before, for text classifas the choice of a document
model is a crucial step. A common approach is maislocument model called "bag
of words", in which the only exploited informatigthe presence and/or the frequen-
cy of terms. In our case, we translate the bag e model into a vectorial repre-
sentation, as it has been proposed by Salton R¥owing this approach, each arti-
cle of the dataset is represented as a vector hrdimensional space, whekeis the
total number of terms (features) issued from thilas collection. The whole text
collection is then represented a@\at+ 1) J matrix, whereld is the number of articles in
the collection. Each ling of this matrix is an N-dimensional bag of word tegcfor
the articlgj, plus its class label.

If a featurei does not occur in the articjethen the relevant matrix elememtis
zero, otherwise it is assigned a positive valuaveight. The way to calculate this
weight depends on the scheme used for featuresemtation. The weight is 0 or 1
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for the binary scheme. On its own side, the stahff@guency weighting scheme is
based on terms document occurrences. However, suith scheme, too much im-
portance could be given to descriptors that apfreguently in many documents and
which are, consequently, unrepresentative for eailgle document. Another
weighting scheme, called the TF.IDF (Term Frequdnegrse Document Frequency)
is thus often used in literature [26] [27] [28].iFIscheme evaluates the importance of
a term according to its frequency in the documa@iit € Term Frequency) weighted
by its frequency in the corpus (IDF = Inverse DoemtFrequency).

Tf Idf (t,,D,)=TF (t,,D, )xIdf t,)

where TF (t,, D;) is the number of occurrencesfin D, , and,

Idf (t,) =lo i
(t) g DF(t,)
Where|5| is the documents number in the corpus & (t,) is the number of
documents containirlg .

At the following stage, we built features accordingwo different approaches, the
first one relying on keywords found in documents] éhe second one relying on the
lemmas extracted from the document abstracts bysheof an NLP tool. The objec-
tive of this last approach is to improve the reprgstion of documents' content. To
do this, we use the TreeTagger tool [25] develdpethe Institute for Computational
Linguistics of the University of Stuttgart. Thisolds both a lemmatizer and a tagger.
A lemmatizer associates a lemma, or a syntactit toceach word in the text and a
tagger automatically annotates text with morphatagtic information. In our case,
the document are firstly lemmatized and the taggiragess is performed on lemma-
tized items (in the case when a word is unknowthéolemmatizer, its original form
is conserved). The punctuation signs and the nusnigemtified by the tagger are
deleted. A sample output of the TreeTagger progsagiven in figure 3.

The DT the

most RBS most

widely RB widely

used VVN use
therapeutic JJ therapeutic
modality NN modality

is VBz be

chemical JJ chemical
pleurodesis NN <unknown>

Fig. 3. Example of a sentence labeled and lemmatized &g TEgget

3 http://www.ims.uni-stuttgart.de/projekte/corplesd®Tagger/Penn-Treebank-Tagset.pdf
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The feature selection according to grammaticalgmates allows identifying sali-
ent features for the documents classification atingrto document types or opinions.
Moreover, this approach permits to consistentlyioedthe description space. We thus
choose to apply it in our experiment.

3 Classification

To evaluate the relevance of different indexatind weighting methods, we chose
to use three different classifiers: a K-nearesttnieors (KNN) classifier relying on
Euclidean distance, a (SVM) classifier and a prdlstic classifier (Naive Bayes).
These three supervised machine learning algoridmasknown to provide the best
results for text classification [29] [30]. In ouase, we have exploited them in the
Weka environmefit

In all tests, we have applied different weightieghniques, according to type of
extracted descriptors. For the lemmas we mainlythsestandard frequency and the
TF.IDF techniques. Applying the TF technique onwexds would be meaningless,
because the indexing on documents is not redunddmtefore we use solely the
Boolean or IDF technique in this case.

For the features based on lemmas, we have perfosaeeral experiments by
switching the selected grammatical categories (8jeétive, N: Noun, NA: Noun +
Adjective, NV: Noun + Verb, VA: Verb + Adjective, WA: Noun + Verb + Adjec-
tive).

The classification results are expressed in terfpseaxision and recall. A precision
of 100% means that all articles are classifiechandorrect category. The recall is the
percentage of correct answers that are given. Timesesures are calculated after ap-
plying a 10-fold cross-validation process (90%ha torpus is used for learning and
10% for testing).

Tables 1 and 2 show the obtained results in terfhsezision (P) and recall (R).
They illustrate that the best results in our corates obtained with the KNN method
combined with an indexation based on the lemmaslving the three grammatical
categories (Nouns, Verbs, Adjectives) and usingDF-weighting scheme. The ob-
tained measures are 61% for precision and 55%efmllr However, these results can
still be considered as far from satisfying onesctSresults can be explained by the
imbalanced data distribution between the classas figure 2), but also by the fact
that the classes are very similar one to anotherhighlight that problem, we com-
puted class/class similarity using cosine corretaind drew the resulting class/class
similarity distribution (figure 4). This distribwth clearly shows that it might be diffi-
cult for any classification model to precisely detthe right class: more than 70% of
classes’ couples have a similarity between 0.50a8d

4 http:/lwww.cs.waikato.ac.nz/ml/weka/index.html
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Table 1. Classification results related to indexing by keyus

KNN NB SVM
Boolean IDF Boolean IDF Boolean IDF
P R P R P R P R P R P R
039 | 0.39 | 0.39 | 0.43 0.4 | 047 | 043 | 0.44 0.4 0.45 0.4 0.45
Table 2 Classification results related to indexing by lersma
KNN NB SVM
Frequency TF.IDF Frequency TF.IDF Frequency TF.IDF
Type P R P R P R P R P R P R
A 042| 036/ 042 036 038 0.4 037|018 | 0.45| 0.46| 0.45 0.44
N 0.5 0.41| 052 04 048 031 044 0.8 0{54 0.5540.9.55
NA | 055| 0.4 057 039 04p 036 046 036 0}55 0.5%50.0.55
NV 1 0.49| 0.38] 052 0.38 0.44 035 0.44 031 053 0.54300.54
NVA | 0.6 0.54| 0.61| 0.55| 0.44| 0.34] 0.45 0.34 0.54 0.550.55| 0.55
40
35 A
30
/\
£ N\
2 s / \
/ N
: /
0 * g ¢/./\ T T T T T
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We therefore propose, in the next section, an ingareent of the approach, based
on the best method, namely the KNN method. The gbtidis improvement is to take
into account the specific characteristics of thepae: the important imbalance be-

Fig. 4. Class to class similarity distribution

tween classes and the high similarity between them.

4

Our improvement of the KNN algorithm is based om ¢txploitation of association
rules. We firstly present a general definition séaciation rules. We then present a
new approach for calculating the weight of clagsibattes or features, by using a

The KNNBA-2T method

special type of association rules. We finally présa new algorithm, called
KNNBA-2T, inspired by the method previously developed bydibmn et al. [31].
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4.1  Association rules

The association rules extraction approach is aodefibr discovering relevant rela-
tionships between two or more variables. This mettteobased on local laws and
requires no user intervention (it lets the systetfr@rganizing). It allows identifying,
from a set of transactions, a set of rules thatesga possibility of association be-
tween different items (words, attributes, concepts A transaction is a series of
items expressed in a given order. In addition,dagtions can be of different lengths.
The relevance of a rule of such extracted associasi measured by its index of sup-
port and its index of confidence.

For an association rulex . Y the indices of support and confidence are defined
by the following two equations

Support = P(X UY), Confidence = P(Y|X)

where P(X JY) is the probability that a transaction contains Bétnd Y, and is
the conditional probability of Y knowing that it }&

The first efficient method for extracting such mulas introduced by Agrawal for
the analysis of the market basket through the Apaigorithm [32]. The operation of
this algorithm can be decomposed into two phases:

1) Searches for all the "patterns" or frequent itesfedit appear in the database with
a frequency greater than or equal to a threshdldetkby the user, called minsup.

2) Generation, from these common patterns, of allagsociation rules with a meas-
ure of confidence greater than or equal to a tluldstiefined by the user, named
minconf.

4.2  The KNNBA-2T algorithm

KNNBA is an improvement of the KNN algorithm. Théjective is to assign
weights to each attribute by using associationstukeor that purpose, we used the
association rules that help to identify the mogtresentative terms of a given class.
Each transaction consists of all of the extraceths (attributes) and the label of the
class. After the generation of the rules, we aepkeg the rules of the type:

Attribute — Class and Attribute,, Attribute, — Class

The rules composed of three attributes are rardtarsgdnot determinative.

The principle behind this approach is that if tvtrilbutes (hereAttributel and At-
tribute2) are associated together to a class, the rele@ecehe information power)
of each of the two attributes deducted from thesoaiation must be considered as
more important than the one of each single atteibut

The first version of our algorithm (KNNBA-1T) isrsilar to the Mordian et al. al-
gorithm [31]. It takes into account the rules cosgub of a single attribute (term). In
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the second version of our algorithm (KNNBA-2T), Wilesst compute two attributes
rules and we further apply the former principled®yiving single attribute rules from
two attributes rules.

After the rule extraction step, a weight can beeisged to each attributdi.e. fea-
ture) [31]. It is computed as:

1

Wil = (=g o)

where G_sup represents the greatest support oftitieutei.

As compared to KNN, the new formula for calculatithege distance used in the
KNNBA2T takes the weight of the attributes into aent and thus becomes:

n

D(a,b) = |2 W% (X, — %)

i=1

wherea andb are two documents, ang and x; represent the terinof each doc-
ument vector.

Class

Transactions Generation of Calculating the Classification and
formulation RAs weight vector decision e

Documents T T
Min_conf G_Conf

New document

Stage 1 Stage2 Stage 3

Fig. 5. General operating process of the KNNBA approach

The general process of KNNBA-2T approach is sumzedriin figure 5 and is
composed of three stages:

Stage 1 this phase consists of two steps. The first &édhpe construction of transac-

tions representing entries to generate the assmtiatles. Each document is trans-
formed into a transaction, consisting of all theresentative document descriptors
associated with the label of the class. The sesteylis the generation of the rules of
association through using an Apriori algorithm [1].
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Stage 2 in this phase, we seek to generate an attribetight vector from the de-
scription of the documents. For that purpose, aigaf 15 rules (15 corresponding to
the number of classes) is built for each attrikarid the most relevant rule (the high-
est support, the highest confidence) is used tqpobterthe attribute weight.

Stage 3 this phase consists in applying the KNN algoritith the added extension.
To predict the class of a new document by the idtmument similarity calculation,
we take into account the weight vector generatetamrevious stage.

From an overall perspective, our approach extemgl&tnearest-neighbors method
in two ways:

1) First, a new weighting scheme of descriptors ishiced, according to their in-
formational weight in relation with their distribat in all the classes.

2) Second, the vote of the closest neighbors is basea vote function extended by
the weight vector W. This extension uses the sthefay each term to activate the
classes.

Our proposed extension is thus founded on the gérdga that the observations
for training data, which are particularly closeti® new observation (y, x) from test
data, must have a higher weight in the decisiontti@neighbors that are farther from
the pair (y, x). This strategy differs from for temndard KNN method in which only
the K-nearest-neighbors influence the predictiou, the influence is identical for
each of the neighbors, irrespective of their degfegmilarity with (y, x). In order to
achieve our new goal, the distances on which theckefor neighbors is based on are
thus transformed in a first step according to thiength (i.e. power) of the term to
activate a class.

Table 3. Comparison of classification results with KNN anNKBA algorithms

KNN KNNBA-1T KNNBA-2T
P R P R P R
0.61 0.55 0.65 0.65 | 0.67 0.67

Table 3 illustrates the precision and recall resalitained after application of the
three KNN algorithms (KNN, KNNBA-1T, KNNBA-2T) on w reference dataset
with the use of NVA lemmas and TF-IDF weighting.€Thest results are obtained
with the KNNBA-2T algorithm, when compared to thélK and the KNNBA-1T
algorithms. We find that the percentage of coryecthssified documents rises from
61% to 65% with KNNBA-1T and to 67% with KNNBA 2Dur adapted methods
thus significantly improve the classification perfance on our dataset.
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Fig. 6. Correction of the class imbalance and class siityilasing the KNNBA-2T approach

Our new KNNBA-2T approach provides correction calitas both for terms dis-
tribution within classes (i.e. class imbalance) &dclass similarity. The correction
of class similarity is illustrated at figure 6. Hewer, we also remarked that the
smoothing of terms distribution is not effective tne largest class (A61K31) which
is always a majority class. As a result, our apphastill tends to ignore small classes
while concentrating on classifying the larger oaesurately.

Even if the class similarity problem remains difficto solve in our context, be-
cause of the overlapping nature of the exploiteemieclassification, one complemen-
tary approach can be used to better solve the dhabalance problem. Hence,
resampling methods are very commonly employed fmalidg with such problem.
Their advantage over other methods is that theyeaternal and thus easily portable
and very simple to implement. Resampling is usuadiyducted using the two follow-
ing strategies: oversampling consists of copyinigtasg training examples at random
and adding them to the training set until a fullapge is reached. Undersampling
consisted of randomly removing existing examplesl un full balance is reached
[33][34].

In the next section we thus provide an extendedaethe KNNBA-2T algorithm
by combining it with a resampling technique. Institést, we exploit our former da-
taset as well as 6 other UCI datasets and compareesults of KNNBA-2T with
resampling with a broader range of other usualrétyos.

5 Extended experimental results

In this new experiment we have made use of a caatibim of the KNNBA-2T
method with a resampling technique. The exploiesgshmpling technique is the Weka
resample algorithm which is an undersampling atborisuitable for decreasing the
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influence of very large classes. We also extendraéimge of comparison by using a
broader range of classification techniques (inelgdneural network (ANN) and J48
algorithms). Apart of our former dataset, we algpleit 6 complementary reference
datasets issued from the UCI machine learning databollection. The overall char-
acteristics of the experimental datasets are predemtable 4.

Table 4. Description of the datasets used in the experisnent

Dataset Size Nb. of attributes Nb. of classes
1| NVA+Resample | 7501 2463 15
2| Breast-cancer-w 699 11 2
3 Car 1728 6 4
4 Ecoli 336 6 8
5 Glass 214 10 6
6 Nursery 266 8 5
7 Z00 101 18 7

All algorithms are executed in the following sinizonditions:

1. The Weka resample (undersampling) algorithm isiadpl

2. The ten-fold cross validation method is used.

3. The Wekadefault parameters are used for all of the algorith

4. The number of neighbors is set to 10 (k=10) forKhNN-based algorithms.

Table 5. Comparison of accuracy of KNNBA-2T with other aligoms

Dataset KNNBA-2T | KNN NB NN J48 SVM
NVA+Resample 77.78 70.2 70.1 | 71.56| 68.27 | 71.56
Breast-cancer-w 96.89 | 96.42 | 95.99| 95.27 9456 | 96.99
Car 95.21 93.51 | 8553 | 99.53 | 92.36| 93.75
Ecoli 88.31 86.01 | 85.41| 86.01 84.22 | 84.22
Glass 68.89 66.35 | 4859 | 67.75| 66.82| 56.07
Nursery 98.58 97.58 | 95.08 | 99.83 | 98.06| 96.93
Zoo 98.41 88.11 | 95.04| 96.03 92.07 | 96.03

In all experiments, the accuracy of each algoriferbased on the percentage of
correctly classified documents. The complete resarfé presented in the table 5.

Our new experiments highlight that the resamplirgghad significantly improves
the performance of the KNNBA-2T method on our refere dataset of scientific
papers (+10 points of precision). Even if it is poésented in the table, similar im-
provement can been observed for the other methatifoa the other datasets. Table 5
also highlights that the overall results of our KBIN-2T algorithm are above average
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(most of the time the best) on the other UCI dasadéowever, the most important
advantage as regards to the other methods is @usdov large test collections in
which classes include a large number of attributeghis case our method clearly
allows reducing the class representation spacelegting the relevant attributes.

6. Discussion and Conclusion

The classification of scientific papers in a pasentassification plan is a real chal-
lenge as such classification plan is very detagéled not very suitable with respect to
the scientific documents. In this paper we presk@enew method for supervised
classification derived from the KNN method. This thw, which we named
KNNBA-2T, operates a classes' descriptor term wéighbased on association rules
induced by these terms. We applied it on a datasbkibliographic articles from the
Medline database in order to classify them withiclassification plan of patents be-
longing to the field of pharmacology. This new nuathoffers very interesting per-
formance for our study as compared to existing oathespecially when it is com-
bined with resampling techniques. Neverthelessré¢balting class imbalance and the
similarity of the class description remains a magjosblem still hampering the per-
formance improvement of automatic classificatioradfcles within the international
patents' plan. Therefore, we undertook new expetisnen order to combine our
method with vocabulary extension techniques basediamain ontologies. In our
context, such ontology as Mesh which is associaiddedline resource represents a
good candidate.
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