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Abstract This study examines the practical effective-
ness of power strategies for video applications. Based on
real implementations of three power strategies using rep-
resentative platforms and H.264 applications, we anal-
yse platform and application level parameters affecting
the operability and efficiency of power strategies. Results
show that, in the same conditions, a strategy might offer
highly variable results and sometimes increases energy,
depending on the characteristics of the platform. There-
fore, we report different measurement results which lead
to useful guidelines for succesful power management and
show the potential benefits of advanced power strategies
over currently available approaches for demanding work-
loads like video applications.

1 Introduction

In recent years, there has been a rapid and widespread
growth of non traditional computing platforms such as
wireless handheld computing devices. Multimedia ser-
vices, video broadcasting and streaming represent heavy
workloads for these systems that critically affects their
battery automomy. Ensuring the best possible use of the
limited energy budget is thus essential for this type of
application and requires the use of advanced dynamic
energy aware processing.
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Two main techniques are generally employed to let
a computing system adapt its power states. The first
one relies on powering down unused resources (Dynamic
Power Switching) and the second one, on reducing pro-
cessor speed (Dynamic Voltage and Frequency Scaling).
The decision of which power state to use and when is un-
der the control of a dynamic policy (or strategy) which is
therefore determining the actual energy efficiency. Defin-
ing advanced power strategies has been an active topic
of research for the last couple of decades, however they
also come with strong development cost and complexity
that are probably responsible for their relative lack of
practical implementation and adoption.

In this study, we investigate the actual efficacy of
fully implemented dedicated power strategies, using rep-
resentative up to date platforms and H.264 based video
coding applications. DVFS and DPS energy gains are
measured on a real development board (Platform Base-
board ARM1176JZF-S) and virtual SystemC cycle acu-
rate MPSoC platforms (QEMU processor emulator in-
cluding models of ARM11 and Cortex A9). Detailed anal-
ysis of results provide reliable numbers on expectable
savings as well as useful conditions, guidelines and per-
spectives for the pratical effectiveness of power strate-
gies, especially for demanding workloads like video pro-
cessing.

The outline of the paper is the following. First, we
review existing efforts in the field of power management
and introduce the context and objectives of this work.
Then we present detailed experimental results and anal-
ysis of three advanced power strategies applied over ap-
plications related to the H.264/AVC coding standard. In
section 5, we provide a global discussion of the results in
terms of conditions for power management operability
and effectiveness. Finally, we present a conclusion and
perspectives from this work.
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2 Power management challenges

2.1 Overview of general purpose strategies

When it comes to power management, DPS and DVFS
are two popular techniques that are broadly employed.
In early stages, power switching came first and was under
the control of the BIOS Advanced Power Management
(APM) developped by Intel and Microsoft (Intel and Mi-
crosoft 1996). ACPI (Intel, Microsoft, and Toshiba 1992)
was later adopted to allow direct power management by
the Operating System. ACPI is a hierarchical technique
dividing the overall system components into Global G-
states, System S-states, Processor P-states, Busses B-
states, Links L-states and Devices D-states. In particu-
lar, the number of P-states are processor specific, where
each state corresponds to a different frequency and power
consumption level. In general, power states are defined
regardless of the power management technology used,
and are controlled by a software power policy. A typi-
cal example is OS-directed power management (OSPM)
using ACPI, which defines a policy based on different
user, application or environmental parameters. The pol-
icy manager selects sleep states when there is no work-
load on the processor, whereas P-states are employed
through DVFS when the processor is active to reduce
the overall power. In Linux for instance, the CPUFreq
infrastructure is used to set a static or dynamic DVFS
power policy for the system. In-kernel governors (i.e.
strategies) are used and can change the CPU frequency
based on different criteria. Each of five possible gover-
nors, Performance, Powersave, OnDemand, Conservative
and Userspace, has its own unique behavior, purpose,
and suitability in terms of workload.

In addition to ACPI or Linux, modern microproces-
sors come with their own power management hardware
and software to handle power consumption. Examples
of such processors include Intel SpeedStep (Intel 2004),
AMD Cool’n’Quiet (AMD 2002) and PowerNow (AMD
2000), IBM EnergyScale (Broyles et al. 2011) and ARM
IEM (ARM 2006). In most cases, existing power man-
agement policies rely on the total workload of a system
(which is more related to the hardware state), during a
certain period to select the right power state. These poli-
cies present the advantage of being applicable in all cases
(general purpose), but the drawback is a certain level of
inefficiency because they lack of advanced and dynamic
knowledge of applications. Besides these standards, a
lot of academic research has also been carried out on
the subject. Surveys have been proposed for example
in (Benini et al. 2000) and (Singh and Chinta 2008)
from the abundant literature. As some works pointed out
recently the benefits of application awareness in power
management compared to OS-level and hardware-level
schemes (Liu et al. 2008), we focus in the following on
dedicated strategies, especially those which can apply to
video processing. These fall into two categories: strate-

gies defined specifically for video applications and dead-
line (or real time) scheduling.

2.2 Dedicated strategies

2.2.1 Video specific strategies

Video applications are challenging because they repre-
sent typical workloads that bring CPUs close to their
maximum level of power consumption. However, inher-
ent video properties can be exploited to define efficient
DVFS and DPS strategies. Indeed large variations of pro-
cessing complexity are present in actual video standards
that can be used to idle a processor or to lower clock
frequencies when decoding less complex frames. This is
used for example in (Pouwelse et al. 2001) to regulate
voltage/frequency for individual frames based on a pre-
diction, half way decoding the frame, of the remainder of
the encoded frame. This prediction is based on the com-
plexity ratio observed in the previous frame of the same
type (I, P, PB) and results report up to 40% energy gains.
In (Choi et al. 2002), a DVFS scheme also uses the frame
type and a more refined prediction of the frame decoding
time to scale down voltage/frequency while meeting the
predicted time. This technique provides up to 50% en-
ergy gains for a MPEG decoder on a StrongARM-based
platform. A DPS strategy is proposed in (Javaid et al.
2011) for adaptive pipelined MPSoCs executing multi-
media applications. This method is able to exploit dif-
ferent power states, based on the application execution
history or predictions of the upcoming workload. 40%
energy savings are reported for a H.264 video encoder
from cycle acurate simulations of a Tensilica processor.

These works demonstrate undeniable interests in con-
sidering application knowledge for critical workloads like
video processing. However it is worth noting the rela-
tive low number of works in the direction of dedicated
strategies, especially considering multimedia and video
services in the current context of multiprocessor System-
on-Chips and mobile computing.

2.2.2 Deadline scheduling

Energy-efficient deadline scheduling, also referred to as
low power scheduling, is part of a more theoretical field
of study on real time scheduling that has attracted a
lot of attention. These techniques also apply to video
applications as frames are processed under typical con-
straints of 33 or 40ms (for 30 and 25 frames per second).
The general principle is to exploit variations of the ac-
tual execution time of jobs in real-time applications to
dynamically turn off or change the speed of one or sev-
eral processors, while ensuring all jobs complete by their
deadlines. (Yao et al. 1995) is historically the first theo-
retical study of energy efficient deadline scheduling. They
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consider a single processor with speed scaling, assum-
ing continuous and infinite variation of processor speed.
The method proposes an offline minimum energy sched-
ule and two online heuristics called AVR (Average Rate)
and Optimal Available (OA), with detailed theoretical
models and proofs. An extension to manage tempera-
ture is proposed in (Bansal et al. 2007) and more realis-
tic models of bounded speed processors have been con-
sidered in (Bansal et al. 2008) and (Chan et al. 2009).
Approaches combining both speed scaling and sleep state
energy-efficient deadline scheduling (Han et al. 2010), or
addressing multiprocessor scheduling without migration
(Greiner et al. 2010) have also been proposed.

These works have in common to define advanced the-
oretical and formal approaches which help to build math-
ematical proofs, that can be used to address scheduling
analysis for example. The counterparts to this formalism
are important simplifying hardware asumptions, like ig-
noring state transition latencies or assuming continuous
and infinite variation of processor speed. As processor
frequencies are discrete and limited in practice, there can
be no implementation and verification of energy gains.
Another issue is related to the implementation complex-
ity of realtime scheduling that adds to the feasibility and
effectiveness issues in these methods.

2.3 Work context and objectives

For previous reasons, this study promotes a practical
approach based on concrete experimentation of power
strategies to quantify the actual energy gains that can be
expected and examine the conditions of efficiency, appli-
cability and variation in representative platforms. Three
different types of power strategies based on DVFS and
DPS are addressed in the particular context of video pro-
cessing. These include one video specific strategy and two
deadline scheduling strategies implemented using a pro-
totyping framework based on Linux userspace scheduling
(Chéour et al. 2011).

The platforms used for experiments combines a real
Platform Baseboard ARM 1176JZF-S development board
including built-in resources for power monitoring, and
two QEMU based virtual platforms including models of
previous ARM1176JZF-S and for the Cortex A9 based
ST-Ericsson Nova A9500 application processor. As QEMU
platforms provides SystemC cycle acurate MPSoC sim-
ulations supporting power / energy management and es-
timation (Pétrot et al. 2011) (Gligor and Pétrot 2011),
they were used profitably in the absence of equivalent
real platforms at the start of this work. In the following,
we investigate these strategies using both a functional
H.264 decoder for the ARM11 based Platform Baseboard
and a task model of an H.264 encoder on virtual plat-
forms, to be able to process QEMU based simulations.
To be representative, we considered strategies of different
types, but falling under the same category of dedicated

strategies. Following previous classification, we address
first strategies that are specific to video processing (using
one custom DVFS based strategy for video decoding),
and then two strategies for real time scheduling (using
a DVFS and a DPS deadline scheduling strategy called
DSF and AsDPM), as they also apply considering typical
40ms frame processing constraints.

3 Analysis of a video specific strategy

3.1 A DVFS strategy for video decoding

3.1.1 Strategy principle

Previous works on a H.264 decoder reported that the
frame rate was sensitive to the motion properties in usual
video sequences, with variations of about +/-20% (Bilavarn
et al. 2008). The principle of the power strategy is thus to
exploit these variations to smooth the frame rate using
DVFS.

The processor might run slower when the frame rate
is above the average frame rate to reduce power and
energy. This adaptation is based on a frame rate con-
straint to satisfy (e.g. 9fps) which defines distinct oper-
ating zones in terms of fps for each processor frequency.
The tresholds delimiting these zones are determined by
the following expression: treshi = adaptation const ∗
fnom/fi, where fnom is the processor nominal frequency.
For the ARM1176JZF-S, four thresholds (13.50, 10.05,
9.0 and 8.15fps) can be derived from the four operating
points of the processor (160, 215, 240 and 265MHz) for
an adaptation constraint of 9fps for example. If the de-
coder frame rate is between 0.0 and 8.15fps during 250
frames (to minimize frequency switching), the operating
point is set to 160MHz, between 8.15 and 9.0, it is set to
215MHz, etc. In the following, we investigate the ability
of this policy to save power using an H.264 video profile
decoder.

3.1.2 Energy gains on PB ARM1176JZF-S

A summary of measurement results on a Platform Base-
board ARM1176JZF-S development board is reported in
table 1, showing the total energy, mean power, total de-
coding time, and time per frame for different adaptation
constraints. Surprisingly, these results show an increase
in energy utilization for adaptation constraints of 4, 8
and 9fps. In each case, the required constraint is under
the average performance (11.6fps at nominal frequency
of 240MHz), so the CPU frequency actually drops but
this does not provide energy savings.

The reason is how downscaling frequency increases
the execution time compared to power reduction. As
E = P ∗ T , the decrease of power is not enough to com-
pensate the increase of execution time on the Versatile
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Adaptation Total Average Decoding Average fps Energy
constraint (fps) energy (J) power (mW) time (s) time/frame (ms) gain (%)
not used 52 311 168 86.4 11.6 0
4 64 262 244 126.1 7.9 -23
8 62 270 228 117.6 8.5 -19
9 56 290 196 101.4 9.9 -8
11 52 311 168 86.5 11.6 0

Table 1 Energy gains of DVFS video decoding on ARM1176JZF-S

PB1176JZF-S. This adverse effect is due to the charac-
teristics of the operating points on this platform. For
example, moving from 240 to 215MHz raises execution
time by 10.4% for a decrease of 6.45% in power (plot la-
belled ARM1176JZF-S in figure 1). Therefore, the corre-
sponding product P ∗T remains greater after than before
the decrease of frequency. In the next section, we further
investigate this by experimenting the same strategy on
a virtual platform (QEMU ARM1176) that can let us
change the power levels of operating points.

3.1.3 Further investigations with QEMU ARM1176

Figure 1 shows the original characteristics of operating
points for the ARM1176JZF-S processor. Three configu-
rations labelled config1, config2 and config3 are added
to reflect different levels of load power for each proces-
sor frequency. The four configurations are set in a way
to homogeneously increase the initial power gap between
frequencies. For example switching from 240 to 215MHz
implies a reduction of 20, 30, 50 and 90mW respectiveley
for ARM1176, config1, config2, config3.

Fig. 1 QEMU operating point configurations

The energy savings reported with these configura-
tions on the H.264 decoder are shown in figure 2, for three
adaptation constraints of 4, 6 and 8fps. Since they are be-
low the original nominal frame rate of 11.6fps, the DVFS
strategy actually decreases processor frequency in each
case. However, the results indicate that only config2 and
config3 succeed at saving energy because for ARM1176
and config1, the differences of power consumption in

consecutive operating points can not compensate the in-
crease of execution time.

3.1.4 Main results and analysis

These results raise three main points. First, actual plat-
forms may not always provide energy gains when reduc-
ing dynamically the frequency due to an inefficiency of
the operating points. This is the case for the Versatile
Baseboard ARM1176JZF-S used for the experiments,
but also on other platforms for various hardware rea-
sons.

The Versatile Baseboard has a development chip that
does not operate at real system speed due to prototyp-
ing and debugging constraints. The maximum frequency
is limited to 265MHz while a production device would
be able to run at 800 MHz, and this affects the rele-
vance of operating points. Secondly, the characteristics

Fig. 2 Energy gains of DVFS video strategy

of operating points are key parameters in the efficiency
of DVFS. In particular, the differences of power levels be-
tween consecutive frequencies have a determining impact
on the amount of possible energy savings. Under previ-
ous platform conditions of efficiency, variations of energy
gains due only to the operating point characteristics can
reach several orders of magnitude (e.g. 3.6 times between
config2 and config3).

Finally, the results also report more than 50% pos-
sible energy gains, depending on the application driving
parameter of the strategy (frame rate constraint). For
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typically high workloads such as video processing, ex-
isting workload based approaches would make a CPU
to switch at maximium frequency for the duration of
the application, resulting in maximum power consump-
tion. This points out the additional benefits of dedicated
strategies over existing general purpose strategies for de-
manding applications.

4 Analysis of two deadline scheduling strategies

4.1 A DVFS deadline scheduling strategy - DSF

4.1.1 Scheduling principle

Deterministic Stretch-to-Fit (DSF) is a type of deadline
scheduling algorithm intended to reduce power consump-
tion using DVFS (Bhatti et al. 2010). It exploits the fact
that the Actual Execution Time (AET ) of application
tasks is actually less or equal to the Worst Case Ex-
ecution Time (WCET ). The principle is illustrated in
figure 3 where the early completion of a current Task A
produces time slack Tslack to be used by the next prior-
ity ready Task B. As this allocation provides more time
for the execution of Task B, the processor speed can be
decreased as well as the associated power and energy.

Fig. 3 DSF scheduling principle

To verify its practical efficiency, DSF was implemented
with the afore-mentioned Linux userspace scheduling frame-
work (section 2.3). The application use case is a par-
allelised H.264 encoder supporting dual core execution
which corresponding block diagram is given in figure 4. In
this implementation, the motion estimation engine which
is the most processing component of the encoder, is split
in two parts for acceleration. A task model of the encoder
is actually used, composed of the same tasks as that of
the real H.264 encoder but doing simplified computing
to ease virtual platform simulations. Timing values of
the task model (WCET, BCET, deadline and period)
are those of a real encoder profiled on a ST-Ericsson
Nova A9500 processor (Dual Cortex A9). Thus varying

the slacks from BCET to WCET for the two motion es-
timation tasks T1 and T2 let us know the range of DSF
achievable gains for ARM1176 and Cortex A9 platforms,
that are both in dual core configuration.

Fig. 4 H.264 encoder block diagram

4.1.2 Energy gains on QEMU ARM1176 and QEMU
Cortex A9

Figure 5 reports measurement results with energy sav-
ings ranging between 5.93% and 16.70% on QEMU ARM
1176, and between 10.21% and 51.46% on QEMU Cortex
A9. Cortex A9 outperforms ARM1176 in efficiency by
1.8 times in average, despite the same application (slack)
and measurement conditions. As frequency is set upon
the slack of a previous task and the WCET of the next
task, the power levels associated with frequencies ac-
count for this difference. Indeed we can check in table 2
that comparatively, operating points have quite different
characteristics on both platforms. For example, when the

Fig. 5 DSF energy savings for H.264 encoder

Cortex A9 is downscaled from maximum (1GHz) to min-
imum (300MHz) frequency, the active (load) power goes
177mW down. The corresponding power gap is 80mW
on the ARM1176 processor (from 265MHz to 160MHz).
As the gap in power levels between operating points are
more important, more power can be saved when decreas-
ing frequency with the Cortex A9 and net energy gains
are improved.
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Another factor impacting the efficiency of DSF is il-
lustrated in figure 6. In these measurements, we have
used a simple example (2 tasks, 1 CPU) to check how
frequency switching latencies affects the time granular-
ity of tasks. Timung values of tasks are set by a scaling
factor of 10−0, 10−1, 10−2 or 10−3. It is clear from the

Fig. 6 Energy gain vs. time granularity of tasks (sec)

results that tasks in the order of milliseconds are rapidly
loosing their effectiveness. This comes from the fact that,
as they get closer to switching delays (typically around
hundreds of microseconds), the energy cost of switch-
ing frequency become increasingly sensitive and alters
greatly the efficiency of DSF.

4.1.3 Main results and analysis

These measurements have shown the ability of DSF to
save energy for two platforms, with gains that are up to
18% for ARM1176 and 52% for Cortex A9. It emphasizes
again the potential of advanced strategies to further re-
duce energy, whereas a general purpose (workload based)
approach would lead to operate at maximum frequency
and power for high workloads like video processing. DSF
driving parameter is the application dynamic slack. Un-
der the same conditions of slack and measurement, there
is a notable facotr of 1.6 in energy efficiency between
ARM1176 and Cortex A9. Like for previous DVFS video
strategy, the level of energy gains are firmly related to
the platform characteristics, namely the differences in
power levels between operating points. Finally, the exe-
cution time of application tasks must also exceed sensi-
tively the latency of frequency switching delays in order
to be applicable. In other words, not all applications are
compatible with DVFS if this task requirement is not
verified.

4.2 A DPS deadline scheduling strategy - AsDPM

4.2.1 Scheduling principle

Assertive Dynamic Power Management is a strategy in-
tended to be used for multiprocessor low power schedul-
ing (Bhatti et al. 2011). The general principle is based
on maximising the execution of application tasks on a
minimum number of processors in order to set unused
cores into low power sleeping states. The example of fig-
ure 7(a) shows the distribution of three tasks on two pro-
cessors with segmented idle times under a standard EDF
schedule. In figure 7(b), the associated AsDPM schedule
groups the execution of the tasks on processor π1, there-
fore substantial energy can be saved by putting proces-
sor π2 into a sleep state for an extended duration. In the
following, we examine the effectiveness of this scheduling
strategy using the Linux userspace framework mentioned
in section 2.3.

4.2.2 Energy savings on QEMU ARM1176 and QEMU
Cortex A9 platforms

Based on its definition, AsDPM scheduling needs a plat-
form with at least two processors to be applicable. The
scheduler is implemented on QEMUARM1176 and QEMU
Cortex A9 in a dual core configuration each, and applied
to the previous H.264 encoder example. At the beginning
of an hyperperiod, the encoder requires two processors
to execute parallel motion estimation tasks T1 and T2,
while T3 and T4 are sequential and only need one pro-
cessor. The second processor can thus be idled for a pe-
riod of time that depends on the value of dynamic slacks
produced by tasks T1 and T2. We have set six different
values of AET s for T1 and T2 corresponding to the six
solutions reported in figure 8 to fully characterize the
range of energy gains. Varying the application slack this
way also provide reliable comparison of energy gains on
both platforms.

Figure 8 shows that AsDPM results in actual energy
gains for both platforms, ranging from 24.05% to 46.73%
on ARM1176 and 15.32% to 42.72% on Cortex A9. As-
DPM is 1.4 times more efficient on ARM1176, whereas
DSF was previously better on Cortex A9.

This difference comes again from the characteristics
of operating points, but this time in terms of load and
idle power levels. Measurements have been carried out
at maximum frequency for both platforms, respectively
265MHz and 1GHz for ARM1176 and Cortex A9. It
is worth noting from table 2 that idle power of the
ARM1176 (252mW) is important compared to load power
(330mW), while there is more difference for Cortex A9
(respectively 90mW and 320mW). Therefore putting a
core into a nearly zero Watt sleeping state reduces more
power on ARM1176 than on Cortex A9. The impor-
tant idle power on ARM1176 results again from the con-
straints of an early prototyping platform. However, these
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Fig. 7 AsDPM scheduling principle

Fig. 8 AsDPM energy savings for H.264 encoder

Platform
Freq. Idle P. Load P.
(MHz) (mW) (mW)

ARM1176

160 223 250
215 238 290
240 245 310
265 252 330

Cortex A9
300 38 143
600 60 215
1000 90 320

Table 2 Idle versus load power for QEMU ARM1176 and
QEMU Cortex A9

results show the ability of AsDPM to address systems
with an important part of idle power consumption.

4.2.3 Main results and analysis

Practical effectiveness of AsDPM has been shown on the
basis of a scheduler prototype operating on two plat-
forms, with net energy gains up to 46% for ARM1176
and 42% for Cortex A9 depending on the variability
of the application driving parameter (dynamic slack).
The amount of energy gains is also determined by the
idle power levels of the platform which are operating
point dependent. AsDPM is especially suitable for sys-
tems with a sensitive share of idle power, which is highly
related to standby leakage power and typical of deeply
scaled nanometer technologies. Like for DVFS strategies,
the latencies of entering/resuming from different power

states should be negligible against the minimium Best
Case Execution Time (BCET ) of all application tasks.
If this condition is not met, the overheads of switching
sleep/active states will affect the energy efficiency of the
strategy, and also probably lead to improper application
execution. As these latencies are usually greater than for
changing frequency, AsDPM and more generally DPS
based techniques might be less applicable than DVFS
especially to cope with typical 40ms frame processing
constraints of video applications.

5 Effectiveness of power strategies

5.1 Platform level conditions

The majority of DVFS power strategies are based on the
hypothesis that decreasing processor frequency results in
saving energy. Although this fundamental assumption is
verified on most platforms, section 3.1 has shown that
there are some cases where it is not due to the oper-
ating points. Indeed, their characteristics determine the
actual saving ability and to a great extent the amount
of energy gains. A determining factor in DVFS efficiency
is the relative difference of load power levels compared
with that of the corresponding frequencies. Large dif-
ferences are a prerequisite for meaningful energy gains
while too small differences might result in practically
inefficient DVFS. DPS strategies are subject to similar
platform conditions, a prominent criterion in this case is
the power levels of idle states. DPS is more effective when
operating on high values of idle power, which is typically
the case in recent deep sub-micron process technologies
with large static power consumption.

The applicability of power strategies also strongly
depends on the transition costs between power states.
DVFS policies relies implicitly on the asumption that la-
tencies of changing frequency, usually estimated at around
a few hundreds of microseconds, can be neglected, i.e.,
when the application can afford those waiting times. This
does not apply for example if these latencies exceed a
few milliseconds regarding typical 40ms frame process-
ing constraints of video applications. Latencies of DPS
state transitions are often higher, due to complex shut-
down, wakeup and context saving schemes. This might
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further restrict the use of DPS compared to DVFS, espe-
cially in video applications. Therefore, llatencies of state
transitions should be analyzed thoroughly against the
time granularity of tasks before developing DVFS or DPS
strategies.

5.2 General purpose vs. domain specific strategies

General purpose workload based approaches (e.g. Linux
OnDemand) would typically set the CPU frequency level
to its maximum for H.264 coding/decoding, driving an
increased power demand. Advanced DVFS and DPS strate-
gies exploit closer application awareness and can there-
fore perform better. In results of sections 3.1, 4.1 and 4.2,
they show an ability to actually reduce the energy use
up to 50%. The effectiveness of these application driven
power strategies relies on their capacity to exploit a form
of execution variability. They are based on a driving pa-
rameter (e.g. frame rate, dynamic slack) which variations
at runtime determine the actual amount of energy gains.
A reasonable quantity of energy reduction that can be ex-
pected is situated between zero and a maximum of 50%,
based on data-dependent execution. This effectiveness is
also subject to the afore-mentioned conditions on time
definition of tasks that must be large enough to be able
to neglect the cost of processor power state transitions.

5.3 DVFS versus DPS

A question that often arises is which of DVFS or DPS is
more energy efficient. We can provide here a reliable com-
parison of two related strategies from the results of DSF
and AsDPM experimentations on the common H.264 en-
coder example.

Energy gains have been reported previously in fig-
ures 5 and 8 respectively for DSF and AsDPM on both
ARM1176 and Cortex A9. They show that AsDPM out-
performs DSF energy gains in all cases. However they
also indicate that the difference in efficiency might vary
greatly from a platform to another. As stated previously,
the influencing factors are the power level gaps of oper-
ating points for DVFS, and the idle versus load power
levels for DPS strategies. Though it is likely that pow-
ering down unused processors (DPS) has potential for
higher gains than reducing their speed (DVFS), gener-
alization has to be considered with caution. Indeed the
actual characteristics of the platform (operating points,
power levels and state transition latencies) can reverse
the situation in some cases, or prevent proper applica-
tion of a strategy. DPS should be more efficient, but more
limited in terms of applicability, especially to cope with
frame rate processing constraints of video applications.

6 Conclusion and perspectives

This paper described an analysis of power strategies for
video applications based on actual implementations and
fine measurements. Three types of power strategies have
been investigated with H.264 applications on representa-
tive ARM based platforms, in a way to deal reastically
with power strategies and study the conditions influenc-
ing high energy gains. The outcome of this experimental
study are a better understanding of practical constraints
affecting power management efficiency and opportunities
for improvement. Actual energy savings have been shown
to be strongly dependent on platform conditions, that
are the levels and transition delays associated with power
states for both DVFS and DPS based strategies. This un-
derlines the importance of a first and foremost analysis
of hardware characteristics to define strategies that are
successful in practice. If these conditions are met, the
efficiency of strategies ultimately depend on their scope
and relevance too. The ability of more dedicated policies
to exploit fine application knowledge gives room for fur-
ther energy gains, up to 50% according to our measures
for video applications where general purpose strategies
would be unsuited and inefficient.

These results suggest that higher levels of energy
gains can be reached using a joint contribution of strate-
gies. As an important concern in the improvement of en-
ergy cost is to make an optimal use of power management
features, power management can build on finer workload
awareness using for example general purpose policies for
most applications and dedicated (DVFS and/or DPS
based) strategies for power sensitive workloads. We have
already started to investigate a cooperation of DSF and
AsDPM strategies in this context (Bhatti et al. 2011).

While very promising, these perpectives let us expect
greater complexity. The near-term propects of integra-
tion technology (below 22nm FinFET, 3D stacking) and
the power constraints associated (power density, thermal
management, heterogeneity) will also add significantly
to this complexity. In the face of these perspectives, it is
quite likeky that existing power management solutions,
already very complex, reach their limit. More advanced
dynamic energy-aware supervision will probably have to
be redefined, we have started to investigate this address-
ing runtime analysis for multiobjective optimization.
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