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ABSTRACT

Mechanisms leading a synoptic surface cyclone to cross an upper-level zonal jet and its subsequent deepening

are investigated using a two-layer model on a b plane. The baroclinic interaction of a low-level circular cyclonic

perturbation with an upper-level one is first studied in vertical and horizontal cyclonic or anticyclonic uniform

shears. A first nonlinear effect acting on the shape and energetics of the perturbations is analyzed. If the back-

ground shear is anticyclonic, the perturbations are stretched horizontally; they lose energy barotropically but gain

it baroclinically by a well-maintained westward tilt with height. Conversely, if the shear is cyclonic, perturbations

remain quite isotropic, but they do not keep a favorable vertical tilt with time and the baroclinic interaction is thus

only transient. The latitudinal motion of the perturbations also results from a nonlinear effect. It is found to

depend strongly on the background potential vorticity (PV) gradient. This effect is a baroclinic equivalent of the

so-called nonlinear barotropic ‘‘b drift’’ and combines the nonlinear advection and vertical stretching terms.

These results are confirmed when the anomalies are initially located south of a confined westerly jet. The

poleward shift of the lower cyclonic anomaly occurs faster when the vertically averaged PV gradient is strongly

positive, which happens when the jet has a large barotropic component. The lower anomaly crosses the jet

from the warm to the cold side and deepens afterward. After a detailed description of this regeneration process

with the help of an energy budget, it is shown that linear dynamics are not able to reproduce such behavior.

1. Introduction

Intense storms in the northeastern Atlantic Basin

evolve following a variety of complex life cycles. An

often observed cycle consists of an appearance in the

southern part of an upper-level large-scale jet, eastward

translation without significant amplification on this an-

ticyclonic side, and then sudden and intense growth

while the depression crosses the jet axis. The Christmas

1999 Lothar storm over Europe is one example (Rivière

and Joly 2006b). Similar but less spectacular cyclone

growth during jet crossing from the warm to the cold

side was found fairly systematically during the Fronts

and Atlantic Storm Track Experiment (FASTEX) cam-

paign (Baehr et al. 1999). A detailed energy budget was

drawn up for the case of intensive observing period

(IOP) 17 by Rivière and Joly (2006a), from which it

was found that both the barotropic and baroclinic in-

teractions were decisive in the cyclone deepening. More

precisely, during the crossing, the barotropic sink was

temporarily stopped by a transient contraction of the

cyclone horizontal structure and a new phase of baro-

clinic interaction occurred. The purpose of the present

paper is to reproduce and analyze such a jet-crossing

transition by a surface cyclone in very idealized numerical

simulations.

As far as these evolutions are concerned, there is a

clear lack of systematic idealized studies. Davies et al.

(1991) made a detailed examination of the influence of a
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horizontal shear on the structure of cyclones embedded

in a zonal jet in a semigeostrophic model but did not

explore the energy interactions or the dynamic mecha-

nisms leading to the jet crossing. Sudden growth during

the jet crossing is usually put down to the mechanism

proposed by Uccelini (1990), which highlights the cen-

tral role of the diffluent cold side exit region for cyclo-

genesis revival. As the present study tackles the crossing

of purely zonal flows, the latter effect is discarded. More

precisely, this paper aims to provide some insight into

the shape variation, deepening, and trajectory of mid-

latitude cyclones embedded in jets that have both baro-

clinic and barotropic components on an f and a b plane.

It also concentrates on finite-amplitude perturbations,

so the genesis of depressions is beyond the scope of the

present paper. In particular, we investigate which mech-

anisms lead to the jet crossing, how the observed sud-

den perturbation growth during the crossing can be

explained, and what the respective roles of linear and

nonlinear mechanisms are.

The stretching and change of orientation of idealized

(circular or elliptical) structures by background shears is

quite a standard result in the barotropic framework.

Kida (1981) provided the rate of change of the isotropy

and orientation of constant vorticity elliptical cyclones

that evolve nonlinearly in basic flows having both strain

and vorticity parts. Legras and Dritschel (1993) and

Marcus et al. (2000) showed the differences induced by a

change of sign of the ratio between environmental and

vortex vorticity: whereas same-signed vortices hold up,

opposite-signed ones fragment. Dritschel (1998) dem-

onstrated that the initial profile of the cyclone is of prime

importance both for the self-advection of a cyclone and

especially for its orientation. In the present work, results

on the shape evolution will be revisited and extended to

a baroclinic two-layer atmosphere.

In the field of geophysical dynamics, the trajectories of

tropical cyclones and oceanic lenses have been studied

extensively, through idealized and more realistic nu-

merical simulations and through observations. How-

ever, few investigations have given prominence to the

factors influencing the trajectories of midlatitude cy-

clones in a baroclinic atmosphere.

As far as tropical cyclones are concerned, since the

pioneering theoretical works of Rossby (1948) and Adem

(1956), numerical experiments (Madala and Piacsek 1975;

Holland 1983; Willoughby 1988; Smith and Ulrich 1990;

Shapiro 1992, among many others) have shown that one

of the basic motion components is the so-called b drift.

Because of the existence of the planetary vorticity gra-

dient due to the earth’s roundness, a west–east vorticity

dipole centered on the vortex is created, causing a west-

ward propagation (this argument is linear and is therefore

also true for anticyclones) and gives rise to poleward

nonlinear advection of the parent cyclone. Moreover,

when the cyclone’s environment is not at rest, it has been

noted that a tropical cyclone tends to move to the left and

faster than the flow in which it evolves (Anthes 1982).

Holland (1983) pointed out that this phenomenon

was strongly influenced by the basic flow asymmetries.

Shapiro (1992) refined these results by finding that in a

three-layer baroclinic model with physical parameteriza-

tion, the cyclone trajectory, the vorticity of which is

mostly located in the lowest levels, is mainly controlled by

the meridional isentropic gradient of background poten-

tial vorticity (PV) in the midlayer, through the same

nonlinear mechanism as the classical b-drift scheme.

In the field of oceanic vortices, McWilliams and Flierl

(1979) found evidence that the background PV gradient

associated with both b and the basic flow is a key pa-

rameter in the analysis of the zonal and meridional

components of the trajectory of finite-amplitude isolated

vortices. Morel and McWilliams (1997) and Sutyrin and

Morel (1997) showed that a change in the vortex vertical

structure could lead to a large diversity of evolutions and

thus different trajectories, through nonlinear interaction

between upper and lower parts of the vortex and through

the nonlinear action of the basic flow PV gradient. In

summary, both tropical cyclones and oceanic vortices’

trajectories have been proven to be controlled, if only

partially, by background PV gradient, the effect of which

is modulated by the structural details of the vortices.

In the field of synoptic midlatitude dynamical mete-

orology, it has long been observed that the trajectories of

strong cyclones have a cross-jet component, pointing to

the left of the jet in the Northern Hemisphere [see

Wallace et al. (1988) and the subsequent comment by

Alpert (1989)]. The nonlinear integrations of idealized

quasigeostrophic (QG), semigeostrophic (SG), and prim-

itive equation (PE) simulations on f planes, initialized

with favorably vertically tilted vortices (Simmons and

Hoskins 1978; Hoskins and West 1979; Schär and Wernli

1993; Takayabu 1991; Plu and Arbogast 2005) exhibit a

quasi-systematic poleward (equatorward) shift of surface

cyclones (anticyclones). Takayabu (1991) stressed the fact

that the interaction with an upper disturbance is pre-

dominant in the mechanisms leading to the poleward

displacement. It should be noted that Rivière (2008)

studied the effects of jet crossing by synoptic-scale

eddies in a barotropic framework and underlined the

key role played by nonlinear dynamics.

There is therefore a clear need to revisit and explore

more or less well-known results on geophysical fluids in

the context of midlatitude depressions. Through highly

idealized experiments, this paper aims to shed some

light on the mechanisms leading to the evolution of the
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energetics and trajectories of midlatitude synoptic dis-

turbances. Section 2 reviews the models used and the

methodology employed to isolate the mechanisms in-

volved. In section 3, the evolution of the shape and in-

tensity of vortices in uniform barotropic and mixed

barotropic–baroclinic cyclonic and anticyclonic shears is

studied. Section 4 emphasizes the effect of the basic-

state PV gradient on the trajectories of cyclonic vortices.

Section 5 synthesizes the mechanisms highlighted in the

two preceding sections, with the help of a simulation of

the evolution on an f plane of a vortex initially situated

on the anticyclonic side of a confined jet.

2. Experimental framework

a. Model

The quasigeostrophic baroclinic two-layer model

(Phillips 1951) was used. The horizontal domain is a two-

dimensional biperiodic plane (x, y), oriented by the basis

(i, j) such that i points to the east and j to the north. The

domain is taken to be in the Northern Hemisphere, but

the transposition of the results to the Southern Hemi-

sphere is straightforward. The total flow is divided into a

zonal and thus stationary basic state (denoted with an

overbar) and a perturbation (denoted with primes) with-

out any assumption about their amplitudes and the lin-

earity of their evolutions. The model is spectral, the

nonlinear terms are computed on a regular grid, and the

temporal scheme is a leapfrog one.

The Phillips (1951) two-layer model is one of the

simplest baroclinic models. It consists of the advection

of potential vorticity q:

q
u

5 Dc
u

1 ( f
0

1 by)� l�2(c
u
� c

l
), (1)

q
l
5 Dc

l
1 ( f

0
1 by) 1 l�2(c

u
� c

l
), and (2)

›q
k

›t
1 u

k
� $q

k
5 0, (3)

where k 2 {u, l} denotes the upper or the lower layer;

uk 5 (uk, yk) is the geostrophic wind; ck is the stream-

function in the k layer; f 5 f0 1 by is the Coriolis pa-

rameter, with b being its latitudinal variation; and l is

the Rossby deformation radius. The values of the input

parameters are given in Table 1. It is straightforward

that when l22 is equal to 0, this model is reduced to a

pair of nondivergent barotropic models.

b. Diagnoses

1) VORTICITY TENDENCIES

Following Eq. (3), the evolution of the perturbation

relative vorticity can be expressed as
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where wm is the vertical velocity at the interface between

the two layers and H is the vertical distance between the

midlevels of the layers.

The right-hand sides of Eqs. (4) and (5) can be split into

linear and nonlinear contributions (see appendix for more

details). This leads to the following decomposition:

for k 2 fu, lg,
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where d
*

is the Kronecker delta. The first three terms on

the right-hand side are linear (the advection of relative

and planetary vorticity and the linear vertical stretching)

and the two last are nonlinear (self-advection of relative

vorticity and nonlinear vertical stretching).

2) ENERGETICS

Following Cai and Mak [1990, see their Eq. (11)], the

evolution of the eddy kinetic energy deduced from the

baroclinic quasigeostrophic equations is

TABLE 1. Input model parameters.

U Horizontal velocity scale 48 m s21

H Vertical length scale 4.5 3 103 m

a Standard velocity shear 2.4 3 1025 s21

f0 Uniform Coriolis parameter 1024 s21

b0 b of reference 1.6 3 10211 m21 s21

l Rossby deformation radius 4.5 3 105 m
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where K9 5 ½ u9u9 is the eddy kinetic energy, the scalar

product of E9 5 [½(y92 2 u92), 2u9y9] and D 5

(›u/›x� ›y/›y, ›y/›x 1 ›u/›y) quantifies the barotropic

transfer of energy from the basic state to the perturba-

tion, and P9a and x9 are two scalar fields representing the

nondivergent and the irrotational part of the perturbation

ageostrophic wind, respectively.

The integration of Eq. (7) on a horizontal layer gives

d
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The last term of Eq. (8) is classically decomposed into

two parts, which, in the framework of the two-layer

model, can be written
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where CI and CF are the surface integrals of the internal

conversion (i.e., the baroclinic energy transfer from

eddy potential energy to eddy kinetic energy and the

ageostrophic geopotential flux, respectively). The eddy

kinetic energy evolution in each layer is thus the addi-

tion of three terms: CK 5
Ð Ð

z E9D dx dy, which is purely

barotropic, and CI and CF, which depend on the per-

turbations in the two layers; CF is the vertical redistri-

bution of energy between the two layers and it is

straightforward that the sum of the right-hand sides of

Eqs. (9) and (10) is equal to CI.

3) BAROCLINICITY AND CONFIGURATION

The baroclinic conversion rate, denoted CB, in-

cluded in the perturbation total energy [T9 5 ½ l22(c9u 2

c9l)
2 1 K9] equation can be written in the two-layer

model as

C
B

5� 1

2l2
(c9

u
� c9

l
)[(y

u
� y

l
)(u9

l
1 u9

u
)

� (u
u
� u

l
)(y9

l
1 y9

u
)] 5kBkT9 � conf. (11)

The ratio of CB to T9 can be written as the product of the

modulus of the baroclinicity vector B 5 1/l(uu � ul)

and a configuration term conf, the absolute value of

which is always less than or equal to 1. Also, kBk is the

Eady parameter divided by 0.31; it quantifies the maxi-

mum amount of energy a perturbation can extract from

its environment and is called the vertical shear strain

rate or the baroclinicity.

Note that conf can be written as follows: conf 5 jjFjj/
T9 cos(F, B), where F 5 ½ l21(c9u 2 c9l) (2y9l 2 y9u, u9l 1

u9u). It is thus the product of two terms: the first one, jjFjj/
T9, quantifies the vertical phase tilt of the perturbation

and is equal to 1 when this phase is equal to 908; the other

is the angle between the vertical axis connecting the up-

per and lower anomalies and the baroclinicity vector B.

Thus, conf quantifies the efficiency of this baroclinic en-

ergy extraction; when conf 5 1, the perturbations are

optimally configured to extract energy (see Rivière and

Joly 2006b for more details).

3. The shape and energetics of a vortex evolving in
uniform horizontal and vertical shears

a. Initial conditions

In sections 3 and 4, the basic states are composed of

uniform vertical and horizontal shears and are defined as

follows:

uu 5 (�aycx
u 1 alcz) i, (12)

u
l
5 (�aycx

l ) i. (13)

The above scaling was chosen to quantify the relative

values of the horizontal deformation rate jjDjj and the

vertical shear strain rate jjBjj easily. It is straightforward

that for k 2 fu, lg, ›uk/›y 5 �acx
k and if cx

u 5 cx
l ,

H/l›u/›z 5 acz. It results that if cu
x 5 cl

x 5 cz,

jjDjj5 jjBjj. These basic states will enable the behavior

of cyclones to be mimicked on both the anticyclonic and

cyclonic sides of zonal jets, even though a meridionally

confined jet generally has a more complex profile than

the linear ones employed here (see section 5). It should

additionally be noted that only the baroclinic shear

would lead to a growth rate of 0.64 day21 for the most

unstable normal mode in the Eady model.

The perturbations are defined with the help of the

relative vorticity:
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where A9k is the vorticity maximum, (x90 1 dk5u � d9, y90) is

the coordinate of the perturbation center, and r9 is its

characteristic radius (common to both upper and lower

anomalies). The upper anomaly is thus shifted to the

west with respect to the lower one by the distance d9.

b. Pure barotropic case (cu
x 5 cl

x, cz 5 0, z9u 5 z9l , d9 5 0)

To illustrate the behavior of a monopolar cyclonic

vortex in uniform horizontal shear, a first nonlinear

simulation was performed with the following parameters:

l22 5 0 and for k 2 {u, l}, jck
xj 5 1, A9k 5 8.1025 s21 and

r9k 5 7.105 m. The experiment with the cyclonic (anticy-

clonic) shear cu
x 5 cl

x 5 1(21) is denoted C(A). The

simulation is a nondivergent barotropic one, so only one

of the two layers will be shown.

If the shear is anticyclonic (experiment A), the anomaly

is strongly stretched by the basic state (Fig. 1). The ori-

entation of the main axis of the perturbation varies slowly

with time and its aspect ratio never ceases to increase: its

value is over 15 after 36 h. In contrast, in C, the anomaly

rotates quickly and its aspect ratio never exceeds 3.

In A, the total local tendency of vorticity (Fig. 2) is the

result of the moderation of the background advection by

the self-advection and is such that the vorticity mostly

decreases up and downstream of the vortex and in-

creases near its ends. The nonlinear advection has an

effect opposite to that of the linear term: the former

tends to make the perturbation axis rotate cyclonically.

Therefore, two rotational effects mostly compensate

each other so that the perturbation is stretched hori-

zontally and spins only very slightly.

It can be seen in C (Fig. 2) that the advection by the

basic state is rather small compared to the self-advection

of the vortex and is decorrelated from it. It results that

the total tendency is near zero at the ends of the struc-

ture (it does not extend horizontally) and the shape of

the quadrupole is such that the main axis orientation

changes strongly with time. Finally, the two rotational

effects mostly act in the same sense.

To sum up, the combined effects of the linear and

nonlinear terms in A make the perturbation tilt strongly

along an axis that varies slowly throughout the simula-

tion, whereas in C they act in such a way that the per-

turbation main axis changes quickly with time. Thus, the

perturbation becomes more isotropic in C than in A. It

should be noted that very similar results were obtained in

a large range of jck
xj and are qualitatively coherent with

the analytical results of Kida (1981) concerning constant

vorticity structures in uniform shears. The rate of change

of the orientation of the elliptic vortex depends on the

sum of the background vorticity and the perturbation

vorticity. These two terms being of opposite signs in A,

they tend to compensate each other, whereas in C their

effects are additive.

c. Mixed barotropic–baroclinic case (jcu
xj 5 1, jcl

xj 5
0.5, cz 5 1)

To assess the role of the different baroclinic and baro-

tropic tendency terms, a more realistic simulation of cir-

cular vortices in both horizontal and vertical shears was

carried out. The parameters of the simulation were the

following: l 5 4.5 105 m, A9u 5 A9l 5 8 3 1025 s21, d9 5

106 m ’ 2.2l, and r9 5 7 3 105 m ’ 1.5l. As before, the

experiment with the cyclonic (anticyclonic) shear is de-

noted with the letter C (A).

In the presence of both horizontal and vertical shears

(Fig. 3), the shape evolution of initially circular vortices

is qualitatively similar to that obtained in the purely

barotropic case: the cores of the upper and lower struc-

tures, after a first stage of moderate stretching, become

durably circular in C whereas they are strongly hori-

zontally stretched in A, with an almost constant orien-

tation. Moreover, the patterns of the linear and nonlinear

tendencies in the vorticity equation (Fig. 4) are close to

the pure barotropic case (Fig. 2). In A, the tendency is

negative both upstream and downstream of the vortex

and positive near its northern end, which leads to a

horizontal stretching of the structure. The tendencies

in C are very close to those obtained in the barotropic

experiment; the main differences arise because the

tendencies are not symmetric quadrupoles since both

linear and nonlinear stretching terms are roughly dipo-

lar (not shown). In addition, these observations, which

are clearly illustrated with the values chosen above,

were also found for a large range of parameters.

There is also a marked difference in the relative po-

sition of the upper and lower anomalies. In A, the hor-

izontal distance between the two structures is almost

constant with time, the lower one lying downstream of

the upper. In C, the two anomalies turn quickly around

one another: after 36 h, the center of the lower anomaly

is even upstream of the upper one.

During the first 30 h of the simulation, the amplitude

of the perturbation streamfunction and that of the vor-

ticity grow more rapidly in C than in A (Figs. 5a,b).

Nevertheless, during the following day, even though the
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FIG. 1. Evolution of the perturbation relative vorticity for an initially circular cyclonic vortex embedded in (left) an

anticyclonic and (right) a cyclonic shear after (a),(b) 12, (c),(d) 24, and (e),(f) 36 h barotropic simulations (jck
xj5 1).

To highlight the axis of the vorticity anomaly, the black line is a section of the 0-isoline of the field that contains the

scalar product of the vorticity gradient and the first eigenvector of the Jacobian matrix of vorticity.
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FIG. 2. Vorticity tendency terms for the same barotropic simulation and the same time as (left) Fig. 1a and (right)

Fig. 1b. (a),(b) Advection by the basic state, (c),(d) nonlinear advection, and (e),(f) total tendency, with solid and

dashed lines representing positive and negative values, respectively (contour interval of 2 3 10210 s22). Gray

shadings indicate the perturbation vorticity (interval of 2 3 1025 s21). The advection of the background vorticity by

the perturbation, which is included in the total tendency, is always considerably smaller than the other tendency

terms and is therefore not shown individually.
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values of jz9jmax in A and C are very similar, jc9jmax does

not grow and even decreases in A, whereas it still

deepens in the cyclonic case. Because vorticity is equal

to the Laplacian of the streamfunction, this discrepancy

is mostly due to the larger horizontal stretching in A.

The energy budget in the lower layer (Figs. 5c,d)

shows that the vertical geopotential flux plays a sec-

ondary role in the kinetic energy variation, which is thus

primarily controlled by the internal CI and barotropic

CK conversions. As expected, the barotropic conversion,

which is initially zero because of the structure isotropy, is

largely negative during the whole simulation in A. This

can be explained by the strong elongation of the per-

turbation along the direction of the background shear.

In contrast, because of the moderate change of shape of

the perturbation core in C, CK is less negative than in A

and is even near zero during most of the second day of

the simulation. In conclusion, the barotropic conversion

tends to notably lessen the perturbation energy in A

whereas it has a small negative contribution in C.

Another marked difference between C and A is visible:

after 12 h, CI falls strongly in C whereas it remains at high

levels in A. Even if jcu
xj 5 cz, the variation of CI prevails

over that of CK so that the perturbation kinetic energy

growth is higher in A than in C. The variable CI quantifies

the energy exchange between the perturbation potential

FIG. 3. Evolution of the upper-layer (solid) and lower-layer (dashed) vorticity anomalies (interval of 2 3 1025 s21)

at t 5 0, 12, 24, and 36 h from top to bottom in the two-layer baroclinic simulation (jcx
uj5 1, jcx

l j5 0.5, cz 5 1): (left)

anticyclonic shear; (right) cyclonic shear.
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FIG. 4. Vorticity tendency terms for the same two-layer baroclinic simulation and the

same time (12 h) as (left) Fig. 3b and (right) Fig. 3c. (a),(b) Lower-layer vorticity, (c),(d)

linear terms, (e),(f) nonlinear terms, and (g),(h) total tendency terms, with solid and

dashed lines representing positive and negative values, respectively (interval of 10210 s22).

The thick black line stands for the anomaly main axis. The panels are centered at the

position of the lower-layer perturbation vorticity maximum.
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and kinetic energy and is the integrated correlation of the

perturbation vertical velocity and the perturbation po-

tential temperature. Figure 6 shows these two fields at the

middle of the domain at t 5 30 h. In A, the upper anomaly

induces positive vertical velocity downstream of it, where

the lower cyclonic (and thus warm) anomaly is situated. In

other words, the two anomalies are sustainably favorably

tilted for a strong baroclinic interaction. In contrast, in C

the areas of significant vertical velocity are far from the

potential temperature anomaly and are less intense than

in A. The result is that the product of vertical velocity and

potential temperature is small everywhere. In that case,

the fact that the upper perturbation is east of the lower

one induces a poor configuration for baroclinic growth.

This can also be diagnosed from the configuration term:

the product kBk conf is quite close to kBk in A (Fig. 5e)

whereas it is much weaker than kBk in C (Fig. 5f). To sum

up, the relative position of the upper and lower anomalies

is responsible for the strong energy difference between

the two simulations. This position is the result of both the

FIG. 5. Same simulation as in Fig. 3, showing the time evolution of (a) the lower-layer streamfunction minimum and

(b) the perturbation vorticity maximum (solid line for the anticyclonic case, dashed line for the cyclonic case). (c),(d)

Kinetic energy budget at the lower layer for the (c) anticyclonic and (d) cyclonic cases (dashed: internal conversion;

dotted: barotropic conversion; dashed–dotted: vertical geopotential fluxes; solid: rate of kinetic energy evolution,

which equals the sum of all the conversions). (e),(f) Baroclinicity jjBjj (solid) and conf jjBjj (dashed) scaled by their

respective maximum values.
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FIG. 6. (from top to bottom) Vertical stretching ( fw)/(2H) (interval of 6 3 10211 s22), potential temperature

(interval of 1 K), and their local product (interval of 5 3 10210 K s22); the solid and dashed lines represent positive

and negative values, respectively. (all panels) Perturbation vorticity (gray shadings; contour interval of 2 3 1025 s21).

Same simulation as Fig. 3 at t 5 30 h. (left) Anticyclonic and (right) cyclonic shear. The maximum of vorticity is

located at the center of the panels.
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self-rotation of the anomalies around one another (which

exists already without horizontal shear) and the rotation

effect of the basic state. The latter counteracts the self-

rotation if the background shear is anticyclonic and

contributes to it if it is cyclonic.

Other experiments with the same vertical shear but

with modifications of the value of the horizontal shears

have been conducted; they do not qualitatively change

the results. For instance, in a simulation with the same

horizontal shear in both layers (cu
x 5 cl

x 5 1), the baro-

tropic conversion has a stronger amplitude than in the

case shown in Fig. 5, but the qualitative differences be-

tween the cyclonic and anticyclonic shear cases are still

the same. To conclude, the sign of the basic-state shear is

of prime importance as far as the perturbation deepening

and shape are concerned. As long as a finite-amplitude

vortex lies in an anticyclonic shear, although it tends to

be strongly stretched and loses energy barotropically, it

does not become weaker as a whole because its favor-

able configuration leads to efficient baroclinic processes.

In contrast, in cyclonic shear (notably on the north side

of a westerly wind) the vortex does not lose so much

energy via barotropic interaction because of its more

isotropic structure, but at the same time its vertical

structure is less efficient in extracting energy baroclini-

cally. In the latter case, because of the rotation of the

lower anomaly relative to the upper one, the initially

well-configured baroclinic configuration is rapidly lost

whereas in the former case, it is well maintained over

time. Because of these structural differences, the growth

is more transient and more pronounced in the beginning

of the cyclonic simulation whereas it is more sustained in

the anticyclonic case.

4. Nonlinear dynamics pushing cyclones northward

The last section shed some light on the shape and en-

ergetics of structures embedded in horizontal shears that

typically mimic both sides of a zonal jet. This section is

dedicated to the examination of the mechanisms con-

trolling the trajectory of a surface cyclone and especially

its meridional shift.

a. Preliminaries

In all the experiments of the preceding section, no

clear meridional shift of the anomalies can be noted

(Fig. 3), except for a slight displacement in the cyclonic

shear due to the rotation of one anomaly around the

other. In the field of tropical cyclones (Shapiro 1992)

and oceanic vortices (McWilliams and Flierl 1979), it has

long been recognized that a background PV meridional

gradient may be at the origin of the meridional shift of

vortices. To assess the impact of such a latitudinal var-

iation on the trajectories of midlatitude synoptic-scale

vortices, simulations were run with b 5 b0 and b 5 3b0,

cu
x 5 2, cl

x 5 d, and cz 5 1. Here d was set to 0 for a pure

baroclinic simulation and to 61 for simulations with

horizontal shear. Even though the result in the tropical

cyclone motion is well known in a barotropic context, it

is less obvious for midlatitude depressions where baro-

clinic interaction plays a central role.

Following Eqs. (1), (2), (12), and (13), the meridional

variation of the background PV can be written as follows:

›q
u

›y
5 b 1 al�1cz � al�2(cx

u � cx
l )y and (15)

›q
l

›y
5 b� al�1cz 1 al�2(cx

u � cx
l )y. (16)

If b 5 0, ›q
u
/›y and ›q

l
/›y have the same amplitude but

opposite signs. As noted in the previous section, no me-

ridional displacement is detected in this case. In accor-

dance with classic observations, cu
x is always of greater

absolute value than cl
x. By increasing b, ›qu/›y thus in-

creases and reaches stronger positive values and ›ql/›y

becomes closer to zero (it is positive when b . 3.4b0).

For the values considered (b0 and 3b0), ›q
u
/›y and ›q

l
/›y

are of opposite signs. Note finally that the vertical aver-

age of the PV meridional gradient is here reduced to b.

b. Results

As mentioned previously, in the two-layer experiment

the path of the surface vorticity anomaly in an f plane

stays at almost the same latitude (see the dashed black

lines in Figs. 7a,b). When b is included (see the solid

black and gray lines in Figs. 7a,b), there is a systematic

northwestward shift. The westward displacement is co-

herent with the well-known linear b effect whereas the

northward shift is similar to the result of the nonlinear

barotropic b drift. The addition of an initial upper

anomaly makes this northwestward motion faster.

To highlight the role of the interaction between the

upper and the lower layers, we integrate Eq. (3) in the

lower layer by keeping the perturbation streamfunction in

the upper layer equal to zero (c9u 5 0). This is tantamount

to integrating a barotropic equivalent model, as follows:

›

›t
q9

l
1 u9l$q9

l
1 u9l$q

l
1 ul$q9

l
5 0, where

q9
l

5 Dc9
l
� l�2c9

l
. (17)

The results of the barotropic equivalent simulation

(Fig. 7c), in which the role of the upper layer is neutral-

ized, are at stark variance with those obtained in the full

two-layer model. All trajectories are southeastward and
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become shorter as b increases. This is consistent with the

fact that in this experiment the structure only feels the

lower part of its environment, the PV gradient of which is

oriented southward (›q
l
/›y , 0) when b 5 0 and becomes

less and less intense with increasing b. The sum of the

vorticity tendencies, which is the combination of the lin-

ear terms and the nonlinear advection, is a southeast–

northwest dipole.

A comparison with the full two-layer baroclinic simu-

lation for b 5 0 and no initial upper anomaly (second

column of Fig. 8) shows that the difference in the trajec-

tory originates in the nonlinear vertical stretching term,

which has a large positive northward component and is of

greater amplitude than the southward nonlinear advec-

tive tendency. Overall, the vorticity tendency induces a

small poleward displacement. The interaction between

the lower and upper anomalies (the latter created through

baroclinic interaction of the lower anomaly and the jet)

is responsible for a transient northward displacement in

the b 5 0 purely baroclinic experiment, linked with the

winding up of the upper and lower anomalies.

Increasing b and adding an initial upper anomaly

makes the poleward tendency more pronounced. Note

that when b . 0, both nonlinear terms participate in the

poleward shift. The last two experiments (b 5 3b0, with

or without an initial upper anomaly) confirm the strong

poleward tendency observed in Fig. 7. The nonlinear

advective term is positively oriented toward the north. It

should be noted that this term has a nonnegligible zonal

component, which can be explained by the effect of the

parent cyclone on the dipole created through linear

advection of PV gradient.

Adding a linear horizontal shear (cu
x 5 61, cl

x 5 60.5)

does not qualitatively change the meridional shift: a clear

poleward displacement in both the cyclonic (Figs. 9a,c)

and the anticyclonic cases (Figs. 9b,d) was obtained for

b . 0 with, incidentally, a faster movement in the latter

case. Moreover, Table 2 shows that the differences in the

zonal displacement in the mixed barotropic–baroclinic

basic winds can be explained simply by advective mech-

anisms. For instance, in the cyclonic experiment with an

initial upper anomaly, the zonal displacement speed is in

excess of 216.4 m s21 when compared to the no-shear

experiment. This value is mostly the average between

the upper- and lower-layer wind associated with the

cyclonic component of the environmental wind. The

addition of a barotropic component to the basic state

wind only adds an advective zonal component, linked

with a steering level near midtroposphere when an up-

per anomaly exists or near the lower layer when the

anomaly is mostly restricted to that layer.

It should be noted that the relative vorticity was the

most robust variable examined (more so than stream-

function or PV) when the parameters (size of pertur-

bations, basic flow intensity, etc.) were modified. In

some experiments, it was also observed that even when

the perturbation relative vorticity maximum stayed at

the same latitude, the streamfunction or the PV maxi-

mum could shift northward because of scale relations.

To sum up, no significant latitudinal motion of surface

cyclones is detected if b 5 0, whereas a clear systematic

poleward shift appears for b . 0 (i.e., for a positive

vertically integrated meridional PV gradient). This dis-

placement is faster with the presence of an initial upper

cyclonic anomaly and slightly more pronounced in an

anticyclonic shear. The different experiments suggest

that the interaction with the upper layer makes the sur-

face cyclone feel the orientation of the PV gradient in-

tegrated over the whole troposphere, which is poleward,

rather than the local lower-layer southward PV gradient.

5. Jet crossing in a meridionally confined zonal jet

This section examines a more realistic simulation in

which a cyclonic vortex is initially situated south of a

meridionally confined zonal jet.

a. Initial conditions

The basic state is defined as follows:

uu 5 cc
u exp �

y� y
0

d

� �2
� �

i and (18)

ul 5 cc
l exp �

y� y
0

d

� �2
� �

i, (19)

FIG. 7. Trajectories of the lower vorticity anomaly from 0 to

48 h in (a) a two-layer baroclinic simulation without an initial upper

anomaly, (b) a two-layer baroclinic simulation with an initial upper

anomaly, and (c) a barotropic-equivalent simulation. All simula-

tions are run without basic-state horizontal shears. Simulations

with b 5 0, b 5 b0, and b 5 3b0 are represented by dashed black,

solid black, and solid gray lines, respectively.
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where y0 is the mean latitude of the domain, d 5

1400 km ’ 3.1l is the jet characteristic width, and cu
c(cl

c)

is the maximum value of the jet wind speed in the upper

(lower) layer. Two sets of values are used to define

two basic states: J50(cu
c 5 50 m s21, cl

c 5 25 m s21) and

J30(cu
c 5 30 m s21, cl

c 5 5 m s21). These two jets have

different barotropic components, the maximum of which

is equal to 1.25a in J50 (0.75a in J30), but share the same

baroclinicity field. Figure 10 reproduces the wind and the

PV gradient for J50. The latter is poleward in the upper

FIG. 8. Vorticity tendency terms at t 5 24 h (cx
u 5 0, cx

l 5 cz 5 1). (from top to bottom) Sum of all linear terms, nonlinear advection,

nonlinear vertical stretching, sum of all nonlinear terms, and total tendency (contour interval of 10210 s22). (all panels) Perturbation

vorticity (contour interval of 2 3 1025 s21). (far left column) Here b 5 0; equivalent barotropic simulation. (from left to right) Two-layer

baroclinic model: (second column) b 5 0 without upper-layer anomaly, (third column) b 5 3b0 without an upper-layer anomaly, and

(far right column) b 5 3b0 with an upper-layer anomaly.
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layer and equatorward in the lower layer with weaker

amplitude. This bias toward a poleward component re-

sults from the poleward relative vorticity gradient in both

layers (2›2uu/›y2 . 0 and 2›2ul/›y2 . 0). Note that the

vertically averaged PV gradient [2½(›2uu/›y2 1 ›2ul/›y2)]

is much stronger in J50 than in J30.

The anomalies have the same characteristics as those

used in section 3 and are initially situated 1000 km south

of the jet axis.

b. Nonlinear results

Figure 11 (the experiment with J50) shows that the

lower anomaly clearly shifts to the north, whereas the

upper anomaly mostly moves toward the center of the jet.

This can be interpreted as the effect of the poleward

orientation of the vertically averaged background PV

gradient according to the previous section.

The shape of the lower anomaly has also an evolution

similar to what could be expected from section 4: as long

as it is on the south (anticyclonic) side of the jet, the

background shear stretches the anomaly horizontally

along a southwest–northeast orientation. After the jet

crossing (about t 5 36 h), the main core of the cyclone

becomes much more isotropic (Fig. 11f). The evolution

in J30, which has a smaller barotropic component, is

quite different: the shape of the lower anomaly is less

variable with time, it crosses the jet later (at around t 5

55 h) and less clearly than in J50 (Fig. 12). The discrep-

ancy in the aspect ratio and orientation can be explained

by the fact that although the barotropic and baroclinic

components of the jet have almost the same value as that

prescribed in section 3c at the initial position of the

anomalies, the ratio between barotropic and baroclinic

shear is obviously weaker near the jet axis and the

horizontal anticyclonic shear is therefore not strong

enough to counteract the rotation of upper and lower

anomalies around one another. Because the barotropic

component of J30 is smaller than that of J50, the anomaly

is more isotropic than in the latter jet.

These different shape variations between the two sim-

ulations have a strong impact on the relative evolution of

TABLE 2. Zonal velocity values (m s21) of the difference be-

tween mixed barotropic–baroclinic experiments and pure baroclinic

experiment. The speed value is calculated as the difference be-

tween the zonal speed obtained in the mixed barotropic–baroclinic

experiment and the zonal speed observed in the pure baroclinic one

after 48 h of simulation. The wind speeds are the values of the

barotropic component of the wind specified at the latitude reached

by the center of the lower-layer perturbation.

Upper

anomaly? Exp. Speed

Upper-level

wind

Lower-level

wind

With C 216.4 221 210.5

A 8.7 12 6

Without C 25.5 212 26

A 5.5 9 4.5

FIG. 9. Same simulation as in Figs. 7a,b but with (a),(c) anticyclonic

and (b),(d) cyclonic shear added to the basic state.

FIG. 10. Meridional profiles of the J50 (a) wind and (b) PV gradient meridional component. The solid and dashed lines

correspond to the upper and lower layers, respectively.
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vorticity and streamfunction absolute maxima because of

the scale relation between these two fields (Figs. 13a,b).

The vorticity maximum increases (Fig. 13b) first faster in

J30 than in J50 but is almost constant for two days after t 5

36 h whereas the rate of vorticity change abruptly in-

creases for about one day at t 5 40 h in J50. In J30, the rate of

change of the streamfunction minimum (Fig. 13a) is ap-

proximately constant with time, whereas a marked change

of slope can be observed in J50 during the jet crossing.

The differences of behavior between J50 and J30 are

now interpreted with the help of an energy budget.

Before starting the analysis, let us look at the effect of a

nonzero vertically averaged PV gradient. Figure 14 il-

lustrates the energy budget of the same simulation as

Fig. 5 but with b 5 3b0. The inclusion of the b term does

not qualitatively change the differences between cy-

clonic and anticyclonic shears. In the former, the kinetic

energy growth rate is strong only in the beginning of

the simulation (for about 12 h) and quickly decreases

thereafter, whereas in the anticyclonic case the growth

lasts longer. However, a marked difference is visible in

the vertical geopotential fluxes: they are strongly nega-

tive in both cases while they play a negligible role in the

energy budget for b 5 0.

Figures 13c–f illustrate the energy budget of a portion

of the lower layer, which is defined as the restriction of

the anomaly to a square around the maximum of the

lower-layer vorticity. This restriction necessitates the

existence of an additional term in the energy budget,

namely the horizontal energy redistribution fluxes. Tests

were performed on the size of this square and revealed

that the deductions made below are qualitatively robust

FIG. 11. Nonlinear evolution of the (top) upper- and (bottom) lower-layer cyclonic vortices, which are initially vertically tilted and

situated on the southern side of J50, at (a),(d) 12, (b),(e) 36, and (c),(f) 60 h. Perturbation relative vorticity is in solid (positive values) and

dashed lines (negative values); interval of 2.5 3 1025 s21. The solid thin black line stands for the jet axis and the dashed line for the initial

latitude of the anomalies. The trajectories of the vorticity maxima are marked in thick solid black.

FIG. 12. As in Fig. 11, but with the J30 jet.
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FIG. 13. Time variation up to 78 h of (a) the streamfunction minimum, (b) the vorticity maximum. In (a)

and (b), evolution in (solid) J50 and (dashed) J30. (c),(d) Variation of the kinetic energy conversion rates

at the lower layer (long-dashed line, CI; dotted line, CK; dashed–double-dotted line, CF; dashed–single-

dotted line, sum of CI and CF; solid line, sum of CI, CK, and CF), (e),(f) (dashed–dotted line, sum of CI and

CF; dotted line, CK; solid line, sum of CI, CK, and CF; dashed line, kinetic-energy rate of change), (g),(h)

baroclinicity and baroclinic conversion divided by total energy. (c)–(h) (left) Jet J50; (right) J30. Two-layer

baroclinic simulation. The vertical lines denote the time when the jet crossing occurs.
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when the size varies, provided that no other structure is

included in the domain. It should first be noted that in

both simulations the barotropic conversion CK is small

in comparison to the other terms. The horizontal flux

is almost constant and negative throughout, which can

be related to downstream and upstream development

(Orlanski and Sheldon 1995). The variation of the ki-

netic energy growth rate is thus mainly controlled by the

vertical geopotential flux CF and the internal conversion

CI. In J50, these two contributions mainly evolve in the

same way but in opposite directions. Note in particular

that according to Fig. 14, CF is strongly negative during

the jet crossing when the anomaly is embedded in a large

PV gradient. The kinetic energy growth rate decreases

during the 18 h before the jet crossing and then increases

for about 18 h after it, starting from 5 3 1026 s21 (after

42 h) and reaching 1025 s21 (after 60 h). This is equiv-

alent to the growth rate almost doubling at the jet

crossing. In J30, the balance between CI and CK is dif-

ferent: CI is maximum one day before the crossing of the

jet and then decreases strongly whereas CF reaches its

minimum a few hours before this crossing. The sum of

these two terms has a maximum growth rate during the

first 36 h and decreases strongly before the anomaly

crosses the jet axis because of both a decrease in CI and

an absolute increase in CF.

To gain further insight into the variation of the internal

conversion, the baroclinic conversion, which evolves

roughly similarly to CI (not shown), is studied and for this

purpose is decomposed into the configuration term and

the baroclinicity (section 3). In J50, there is a good tem-

poral correlation between the baroclinic conversion and

the baroclinicity, which suggests an almost constant con-

figuration term. In particular, when the perturbation

crosses the jet, its configuration is as favorable to an ef-

ficient extraction of energy from the environment as ini-

tially. In J30, things are very different. The baroclinic

conversion is maximum 36 h before the jet crossing and

then decreases strongly, which means that the perturba-

tion configuration becomes less favorable to efficient

baroclinic interaction when baroclinicity is maximum.

This is tightly linked with the fact, pointed out in section 4,

that a strong anticyclonic horizontal shear enables a good

configuration between the upper and lower anomalies.

To sum up, the energy evolutions in the two simula-

tions differ markedly, essentially because of two factors.

First, the higher background gradient of PV in J50 in-

duces an unequivocal crossing of the jet, whereas this

crossing is less clear in J30. Second, the stronger hori-

zontal shear of J50 maintains a better configuration of

the upper and lower anomalies than in J30, where they

tend to turn around one another. These factors lead to

an energy budget such that in J30, the rate of change of

kinetic energy reaches a single maximum before the

crossing of the jet, whereas in J50 a clear regeneration

and a speeding up of the growth can be observed sub-

sequently to the jet crossing.

Three other simulations in J50 starting with different

initial conditions are now studied. Figure 15 shows that

in the four simulations (control plus these three modi-

fied runs), the same kind of evolution is found. A sys-

tematic change of slope can be seen: a sudden stronger

deepening of the streamfunction and a temporary in-

tensification of the vorticity growth (not shown) occur

following the jet crossing. In the three modified runs, the

anomalies are more strongly stretched horizontally than

in the control run and are always within the jet dilatation

axis (not shown). Before the jet crossing, CK is all the

stronger when the structure is stretched horizontally and

is thus stronger in the modified experiments. Never-

theless, this term is always of secondary importance with

respect to the other conversion terms. This fact is at

sharp variance with the diagnosis made on real cases

such as IOP 17 (Rivière and Joly 2006a). In the latter

case, CK as well as CF and CI have been shown to be the

major contributors to the energy regeneration subse-

quent to the jet crossing. It has been checked that in J30,

a change of slope in the streamfunction variation does

FIG. 14. (a),(b) As in Figs. 5c,d, respectively, but for b 5 3b0.
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not generally occur except with very specific initial con-

ditions. Globally, these results suggest that a complex life

cycle with, in particular, a strong change in the growth of

the perturbation is favored in jets that have strong baro-

tropic components, all other things being equal. These

different evolutions sometimes lead to a stronger growth

in J50 than in J30 (experiments with unmodified initial

conditions and enlarged initial anomalies), and this fact

cannot be linked directly with barotropic conversion but

rather with a better vertical configuration of the upper

and lower anomalies.

c. Comparison with linear dynamics

Finally, linear simulations with the same basic states

J30 and J50 and unmodified anomalies were carried out

to highlight the impact of nonlinearities on the pertur-

bation evolution.

In the linear simulation with the jet J50 (Fig. 16), the

vortices stay at roughly the same latitude or come closer

to the jet axis but do not cross it. They are so strongly

stretched horizontally that even if the growth of the

vorticity maximum is close to that obtained in the full

nonlinear simulation, the streamfunction deepening

stops after 40 h (Fig. 17a). At the end of the simulation,

the perturbation streamfunction minimum is only 1.4

times lower than initially, whereas it deepens by a factor

of approximately 2.6 in the nonlinear simulation. This

difference arises mainly from the fact that the jet crossing

only occurs in the nonlinear simulation and thus the sub-

sequent acceleration of the deepening only happens in

this case.

In J30, contrary to the case just mentioned, the linear

evolution induces a much stronger deepening of stream-

function than the nonlinear one (Fig. 17b). This arises

because in the nonlinear simulation the two anoma-

lies turn around each other and are less favorably ver-

tically tilted for baroclinic interaction than in the linear

simulation.

Note that J30 is much more linearly unstable than J50.

The addition of a barotropic component tends to cancel

the linear instability, as shown by James (1987). It is

interesting to note that for the specific nonlinear simu-

lations shown here, such a difference does not exist and,

in some cases, J50 is even more favorable to rapid cy-

clone growth during jet-crossing transitions.

6. Conclusions

The evolution of two initially circular cyclonic vortices,

located one in the upper and one in the lower layer of a

two-layer model and favorably configured for baroclinic

FIG. 15. Time variation up to t 5 78 h of the streamfunction

minimum for different initial conditions. Same initial conditions as

previously (dotted line), without an initial upper layer anomaly

(mixed dashed–dotted line); both anomalies are stretched within

the jet dilatation axis (i.e., stretched at an angle of 1458 with re-

spect to the x axis) (solid line) and the anomaly size increased by 1.5

(dashed line).

FIG. 16. As in Fig. 11, but for the linear simulation.
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interaction, has been first studied in the presence of zon-

ally uniform vertical and horizontal shears.

Two nonlinear effects have been underlined, one acting

on the shape and deepening of the lower anomaly and the

other on its latitudinal shift. It has been shown that its

horizontal shape depends strongly on the sign of the

horizontal background shear: if the cyclonic vortex is

embedded in an anticyclonic shear, it is stretched strongly,

which leads to a loss of kinetic energy through barotropic

effects, whereas in a cyclonic shear it remains more or less

isotropic and the barotropic conversion rates are quite

weak. However, an anticyclonic shear favors the mainte-

nance of a favorable vertical tilt that induces a long-lasting

positive baroclinic interaction between the anomalies,

whereas the upper and lower structures in a cyclonic shear

turn around each other and the initially favorable west-

ward tilt with height is rapidly lost. As for the second

nonlinear effect, the trajectory of the surface cyclone has

been shown to depend strongly on the value of b, which is

precisely the vertically averaged meridional PV gradient

in uniform background shear flows. The latitudinal shift is

all the faster when the meridional component of the PV

gradient reaches large positive values.

In a confined westerly jet, it has been shown that

surface cyclones initially located south of the jet move

poleward because of the poleward orientation of the

vertically averaged PV gradient. A crossing of the jet

axis is possible if the jet has a strong enough barotropic

component since it increases the vertically averaged PV

gradient, which plays the role of an effective b. More

precisely, if the environment has realistic characteris-

tics, the poleward variation of PV is positive in the

upper layer and negative in the lower layer. If the tro-

popause and surface anomalies are linked with each

other, there is a necessary compensation of the local

action of the PV gradient. This is done through the

nonlinear stretching term, which results in a shift that is

consistent with the vertically averaged PV gradient.

When a crossing is obtained, the anomaly becomes al-

most isotropic and an energy regeneration is observed.

A kinetic energy budget shows that this regeneration is

essentially due to a favored combination of the internal

conversion rate and the vertical geopotential fluxes and

may in some cases be slightly reinforced by barotropic

interaction. The experiments shown here and all the

complementary ones performed by the authors (not

shown) tend to show that this crossing and the subse-

quent shape and energy disparities cannot be accounted

for by linear diagnosis and in particular that the pre-

dictability of these even very simple jets cannot be

studied through the analysis of singular vectors (Plu and

Arbogast 2005).

The present results provide indications on the mech-

anisms leading to the well-known observational finding

that mature midlatitude synoptic cyclonic perturbations

shift to the left of the jet (e.g., Wallace et al. 1988). The

mechanisms highlighted here may be helpful for the

analysis of complex life cycles during which an energy

regeneration occurs subsequent to a jet crossing. It

suggests that a deep cyclone situated on the southern

side of a zonal baroclinic jet that is sufficiently meridi-

onally confined will shift to the north, can cross the jet,

and may have a complex life cycle with regeneration on

the northern side of the jet. Nevertheless, a number of

characteristics of some observed intense storms have not

been reproduced. In particular, the barotropic conver-

sion in the energy budget is much stronger in real cases

such as the depression observed during IOP 17 of the

FASTEX campaign (Rivière and Joly 2006a). Other

studies in more complex flows, notably in the presence

of zonally nonuniform jets, should help to fill this gap.
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FIG. 17. 84-h evolution of the streamfunction minimum in (left) J50 and (right) J30 in the two-layer baroclinic

simulation. Solid and dashed lines correspond to nonlinear and linear simulations, respectively.
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APPENDIX

Vertical Velocity

The vertical velocity wm is obtained by solving the

following linear equation:

(D� 2l�2) �
f

0
w

m

H

� �
5 l�2$ �Q. (A1)

A distinction between the linear and the nonlinear

vertical velocity can be achieved by separating the Q

vector into the sum Q1 1 Q2, where

Q
1

5

›u9m
›x

$(cu � cl) 1
›um

›x
$(c9u � c9l)

›u9
m

›y
$(cu � cl) 1

›u
m

›y
$(c9u � c9l)

2
6664

3
7775 and

Q
2

5

›u9m
›x

$(c9
u
� c9

l
)

›u9
m

›y
$(c9u � c9l)

2
6664

3
7775,

(A2)

with um 5 ½(uu 1 ul). The term ( f0wm/H) resulting from

Eq. (A1) with only Q1 on the right-hand side is the linear

vertical stretching term, and the one with Q2 is the

nonlinear stretching term.
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