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# RADIAL REPRESENTATION OF LOWER SEMICONTINUOUS ENVELOPE 

OMAR ANZA HAFSA AND JEAN-PHILIPPE MANDALLENA


#### Abstract

We give an extension to a nonconvex setting of the classical radial representation result for lower semicontinuous envelope of a convex function on the boundary of its effective domain. We introduce the concept of radial uniform upper semicontinuity which plays the role of convexity, and allows to prove a radial representation result for nonconvex functions. An application to the relaxation of multiple integrals with constraints on the gradient is given.


## 1. Introduction

In convex analysis, a convex and lower semicontinuous function is represented on the boundary of its effective domain by a radial limit along segment from an interior point. Our goal is to give an extension to a nonconvex setting of this result. More precisely, if $X$ is a topological vector space, the problem consists to find general conditions on $f: X \rightarrow]-\infty, \infty]$ and $D \subset \operatorname{dom} f$ such that for some $u_{0} \in D$ the following implication holds

$$
\forall u \in D \quad \lim _{D \ni v \rightarrow u} f(v)=f(u) \Longrightarrow \forall u \in \partial D \quad \varliminf_{D \ni v \rightarrow u} f(v)=\lim _{t \uparrow 1} f\left(t u+(1-t) u_{0}\right) .
$$

Our motivation comes from the theory of relaxation in the calculus of variations with constraints which consists to the study of the integral representation of the lower semicontinuous envelope of integral functionals subjected to constraints on the gradient. For convex constraints and when the lower semicontinuous envelope is convex, the radial representation on the boundary holds and allows, under some additional requirements, to extend the integral representation to the whole effective domain of the functional (see for instance [DA02]). However, even for convex constraints, the lower semicontinuous envelope is not necessarily convex when the gradient is a matrix. Indeed, in this case it is well known that if an integral representation holds then, usually, the "relaxed" integrand is quasiconvex or rankone convex (in the sense of Morrey, see for instance Dac08). Therefore, the need of a generalization of the radial representation to a nonconvex setting comes naturally.

The analysis of how the convexity concept plays to obtain the radial limit representation highlights some kind of uniform upper semicontinuity property, more precisely, when $f: X \rightarrow]-\infty, \infty]$ is convex we may write

$$
\begin{equation*}
\sup _{u \in \operatorname{dom} f} \frac{f\left(t u+(1-t) u_{0}\right)-f(u)}{1+\left|f\left(u_{0}\right)\right|+|f(u)|} \leq 1-t \tag{1.1}
\end{equation*}
$$

for any $u_{0} \in \operatorname{dom} f$. The left hand side of (1.1) is a kind of uniform semicontinuity modulus which is lower than 0 when $t \uparrow 1$. This is exactly the property we need to overcome the convex case. For a non necessary convex $f$ satisfying (1.1), we will say that $f$ is radially uniformly upper semicontinuity (see Definition 2.1).

The concept of radial uniform upper semicontinuity, to our best of knowledge, finds its origin in CDA02, Condition (10.1.13), p. 213] in connection with relaxation

[^0]problems with constraints. Later, this concept was proved very useful for relaxation problems in the vectorial case with bounded and convex constraints see [AH10]. Then, it was used to study several homogenization and relaxation problems with constraints (see for instance AHM11, AHM12a, Man13, AHM12b]).

The plan of the paper is as follows. In Section 2, we first give the definitions of radially uniformly upper semicontinuous functions and star-shaped sets (stated here in an infinite dimensional framework) which play the role of convexity concepts in a nonconvex setting.

In Section 3 we state and prove the main result Theorem3.1 which gives a radial representation of a lower semicontinuous envelope on the boundary of a star-shaped set. A sequential version of Theorem [3.1 is stated and proved also.

In Section 4, we deduce some general consequences from Theorem 3.1. In particular, we deal with the case of convex functions and minimization problems with star-shaped constraints.

In Section 5e study the stability of radially uniformly upper semicontinuity concept with respect to calculus operations. We also give examples of some general class of radially uniformly upper semicontinuous functions.

Section 6 is devoted to an application of a relaxation problem of the calculus of variations with constraints on the gradient.

## 2. Definitions and preliminaries

Let $X$ be an Hausdorff topological vector space. For a function $f: X \rightarrow]-\infty, \infty]$ we denote its effective domain by

$$
\operatorname{dom} f:=\{u \in X: f(u)<\infty\}
$$

For each $a>0, D \subset \operatorname{dom} f$ and $u_{0} \in D$, we define $\left.\left.\Delta_{f, D, u_{0}}^{a}:[0,1] \rightarrow\right]-\infty, \infty\right]$ by

$$
\Delta_{f, D, u_{0}}^{a}(t):=\sup _{u \in D} \frac{f\left(t u+(1-t) u_{0}\right)-f(u)}{a+|f(u)|}
$$

If $D=\operatorname{dom} f$ then we write $\Delta_{f, u_{0}}^{a}:=\Delta_{f, D, u_{0}}^{a}$.
Remark 2.1. By analogy with the case of uniform continuity, the function $\Delta_{f, D, u_{0}}^{a}(\cdot)$ can be seen as a (semi) radial uniform modulus of $f$ on $D$ relatively to $u_{0}$.

## Definition 2.1.

(1) Let $D \subset \operatorname{dom} f$ and $u_{0} \in D$. We say that $f$ is radially uniformly upper semicontinuous in $D$ relative to $u_{0}$, if there exists $a>0$ such that

$$
\varlimsup_{t \rightarrow 1} \Delta_{f, D, u_{0}}^{a}(t) \leq 0
$$

Radially uniformly upper semicontinuous will be abbreviated to ru-usc in what follows.

If $D=\operatorname{dom} f$ then we simply say that $f$ is ru-usc relative to $u_{0} \in \operatorname{dom} f$.
(2) We say that $D \subset X$ is a strongly star-shaped set relative to $u_{0} \in D$, if

$$
t \bar{D}+(1-t) u_{0} \subset D \text { for all } t \in[0,1[
$$

where $\bar{D}$ is the closure of $D$ in $X$.
When $D \subset \operatorname{dom} f$ is strongly star-shaped relative to $u_{0} \in D$ and $f$ is ru-usc in $D$ relative to $u_{0} \in D$, we say that $f$ is ru-usc in the strongly star-shaped set $D$ relative to $u_{0} \in D$.

Remark 2.2.
(i) Our definition of strongly star-shaped sets is more restrictive than the usual one (see Val64) which requires

$$
t D+(1-t) u_{0} \subset D \text { for all } t \in[0,1]
$$

(ii) When $X$ is a normed vector space, a convex set $D \subset X$ with nonempty interior is strongly star-shaped relative to any $u_{0} \in \operatorname{int}(D)$, this fact is also known as the line segment principle (see [RW98, Theorem 2.33, p. 58]). Moreover if $D \subset X$ is strongly star-shaped relative to all $u_{0} \in D$ then $D$ is convex. An example of strongly star-shaped set which is not necessarily convex is given by the union of two different convex sets $D_{1} \cup D_{2}$ with $\operatorname{int}\left(D_{1} \cap D_{2}\right) \neq \emptyset$, indeed if $u_{0} \in \operatorname{int}\left(D_{1} \cap D_{2}\right)$ then for each $u \in \overline{D_{1} \cup D_{2}}$ either $u \in \overline{D_{1}}$ or $u \in \overline{D_{2}}$, so $t u+(1-t) u_{0} \in D_{1}$ or $t u+(1-t) u_{0} \in D_{2}$ for all $t \in\left[0,1\left[\right.\right.$ since $D_{1}$ and $D_{2}$ are convex with nonempty interior and then strongly star-shaped relative to $u_{0}$.

Proposition 2.1. Let $f: X \rightarrow]-\infty, \infty]$ be a convex function. Let $D \subset \operatorname{dom} f$ and $u_{0} \in D$. Then $f$ is ru-usc in $D \subset \operatorname{dom} f$ relative to $u_{0} \in D$.
Proof. By convexity of $f$ it is easy to see that for all $t \in[0,1[$

$$
\Delta_{f, D, u_{0}}^{1+\left|f\left(u_{0}\right)\right|}(t)=\sup _{u \in D} \frac{f\left(t u+(1-t) u_{0}\right)-f(u)}{1+\left|f\left(u_{0}\right)\right|+|f(u)|} \leq 1-t
$$

which shows, by letting $t \rightarrow 1$, that $f$ is ru-usc in $D$ relative to $u_{0}$.
For each set $D \subset X$ we denote by $\chi_{D}$ the indicator function of $D$ given by

$$
\chi_{D}(u):=\left\{\begin{array}{cl}
0 & \text { if } u \in D \\
\infty & \text { if } u \in X \backslash D
\end{array}\right.
$$

Remark 2.3. If a set $D \subset X$ is strongly star-shaped relative to $u_{0} \in D$ then $\chi_{D}$ is ru-usc relative to $u_{0}$.

We denote by $\bar{f}$ the lower semicontinuous envelope of $f$ given by

$$
\bar{f}(u)=\varliminf_{v \rightarrow u} f(v):=\sup _{U \in \mathcal{V}(u)} \inf _{v \in U} f(v)
$$

where $\mathcal{V}(u)$ denotes the set of neighborhoods of $u \in X$.
The convergence of a sequence $\left\{u_{n}\right\}_{n} \subset X$ to $u$ with respect to the topology of $X$ is denoted by $u_{n} \rightarrow u$. We denote by $\bar{f}^{s}$ the sequential relaxation of $f$ given by

$$
\bar{f}^{s}(u)=\inf \left\{\underline{\lim _{n \rightarrow \infty}} f\left(u_{n}\right): X \ni u_{n} \rightarrow u\right\}
$$

Remark 2.4. It is easy to see that $\bar{f} \leq f$ and $\overline{\bar{f}}=\bar{f}$. It is worth to note that $\bar{f}$ is sequentially lower semicontinuous, i.e., for every $\left\{u_{n}\right\}_{n} \subset X$ and $u \in X$ if $u_{n} \rightarrow u$
 from $\overline{\bar{f}^{s}}$.

For each $u_{0} \in \operatorname{dom} f$ the radial extension $\widehat{f}_{u_{0}}: X \rightarrow[-\infty, \infty]$ relative to $u_{0}$ is defined by

$$
\widehat{f}_{u_{0}}(u):=\underline{\lim }_{t \uparrow 1} f\left(t u+(1-t) u_{0}\right)
$$

where

$$
\frac{\lim _{t \uparrow 1}}{} f\left(t u+(1-t) u_{0}\right)=\inf \left\{\underset{n \rightarrow \infty}{\lim _{n}} f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right):\left[0,1\left[\ni t_{n} \rightarrow 1\right\}\right.\right.
$$

Remark 2.5. The effective domain of $\widehat{f}_{u_{0}}$ satisfies $\operatorname{dom} \widehat{f}_{u_{0}} \subset \operatorname{dom} \bar{f}^{s} \subset \operatorname{dom} \bar{f}$, indeed, if we consider $u \in \operatorname{dom} \widehat{f}_{u_{0}}$ then for some $\left\{t_{n}\right\}_{n} \in\left[0,1\left[\right.\right.$ such that $\lim _{n \rightarrow \infty} t_{n}=$ 1, we have by Remark 2.4

$$
\infty>\widehat{f}_{u_{0}}(u)=\lim _{t \uparrow 1} f\left(t u+(1-t) u_{0}\right)=\lim _{n \rightarrow \infty} f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) \geq \bar{f}^{s}(u) \geq \bar{f}(u)
$$

since $t_{n} u+\left(1-t_{n}\right) u_{0} \rightarrow u$ as $n \rightarrow \infty$.

## 3. Main Results

3.1. Radial representation on the boundary of a strongly star-shaped set. Here is the main result of the paper which establishes a radial representation of the lower semicontinuous envelope of a ru-usc function penalized by a strongly star-shaped subset.
Theorem 3.1. Let $f: X \rightarrow]-\infty, \infty]$ be a ru-usc function in a strongly star-shaped set $D \subset \operatorname{dom} f$ relative to $u_{0} \in D$. Assume that $\inf _{D} f>-\infty$, we have
(i) if $\overline{f+\chi_{D}}=f$ on $D$ then $\overline{f+\chi_{D}}=\widehat{f}_{u_{0}}+\chi_{\bar{D}}$;
(ii) $\widehat{f}_{u_{0}}(u)=\lim _{t \uparrow 1} f\left(t u+(1-t) u_{0}\right)$ for all $u \in \bar{D}$, and $\widehat{f}_{u_{0}}$ is ru-usc in $\bar{D} \cap \operatorname{dom} \widehat{f}_{u_{0}}$.

Remark 3.1. The condition in Theorem 3.1 (i) i.e. $\overline{f+\chi_{D}}=f$ on $D$, means that $f$ is lower semicontinuous in $D$ in the sense that $\underline{\lim }_{D \ni v \rightarrow u} f(v)=f(u)$ for all $u \in D$. Thus Theorem 3.1 (i) can be rewritten as

Proof of Theorem 3.1 Proof of (i). Fix $u \in \bar{D}$. We have $(1-t) u_{0}+t u \in D$ for all $t \in\left[0,1\left[\right.\right.$ since $D$ is strongly star-shaped relative to $u_{0}$. Hence

$$
\begin{aligned}
\widehat{f}_{u_{0}}(u) & =\varliminf_{t \uparrow 1} f\left(t u+(1-t) u_{0}\right) \\
& =\underline{\lim _{\uparrow \uparrow 1}} f\left(t u+(1-t) u_{0}\right)+\chi_{D}\left(t u+(1-t) u_{0}\right) \\
& \geq \overline{f+\chi_{D}}(u)
\end{aligned}
$$

It remains to prove that $\widehat{f}_{u_{0}}+\chi_{\bar{D}} \leq \overline{f+\chi_{D}}$. It is equivalent to show that for every $\delta>0$ and every $u \in \bar{D}$ we have $\widehat{f}_{u_{0}}(u)<\delta$ whenever $\overline{f+\chi_{D}}(u)<\delta$.

Fix $\delta>0$ and $u \in \bar{D}$ such that $\overline{f+\chi_{D}}(u)<\delta$. Then there exists $\eta>0$ such that for every $U \in \mathcal{V}(u)$ it holds

$$
\begin{equation*}
\inf _{v \in U}\left(f+\chi_{D}\right)(v)=\inf _{v \in U \cap D} f(v) \leq \delta-2 \eta \tag{3.1}
\end{equation*}
$$

For each $U \in \mathcal{V}(u)$ there exists $v_{U} \in U \cap D$ (Note that $U \cap D \neq \emptyset$ for any $U \in \mathcal{V}(u)$ since $u \in \bar{D}$.) such that

$$
\begin{equation*}
f\left(v_{U}\right)<\inf _{v \in U \cap D} f(v)+\eta \leq \delta-\eta \tag{3.2}
\end{equation*}
$$

since (3.1).
Let $\left\{t_{n}\right\}_{n} \in\left[0,1\left[\right.\right.$ be such that $\lim _{n \rightarrow \infty} t_{n}=1$, and for every $n \in \mathbb{N}$

$$
\begin{equation*}
\Delta_{f, D, u_{0}}^{a}\left(t_{n}\right) \leq \frac{1}{n+1} \tag{3.3}
\end{equation*}
$$

since $f$ is ru-usc in $D$ relative to $u_{0}$.

Fix $U \in \mathcal{V}(u)$. By (3.2) and (3.3) we have

$$
\begin{align*}
f\left(t_{n} v_{U}+\left(1-t_{n}\right) u_{0}\right) & \leq \Delta_{f, D, u_{0}}^{a}\left(t_{n}\right)\left(a+\left|f\left(v_{U}\right)\right|\right)+f\left(v_{U}\right)  \tag{3.4}\\
& \leq \frac{1}{n+1}\left(a+\max \left\{-\inf _{D} f, \delta-\eta\right\}\right)+\delta-\eta
\end{align*}
$$

On the other hand, for every $n \in \mathbb{N}$ it holds

$$
f\left(t_{n} v_{U}+\left(1-t_{n}\right) u_{0}\right) \geq \inf _{v \in U \cap D} f\left(t_{n} v+\left(1-t_{n}\right) u_{0}\right)
$$

We have $t_{n} u+\left(1-t_{n}\right) u_{0} \in D$ for all $n \in \mathbb{N}$ since $D$ is strongly star-shaped relative to $u_{0}$. So, by using (3.4), the assumption $\overline{f+\chi_{D}}=f$ on $D$ we obtain for every $n \in \mathbb{N}$

$$
\begin{aligned}
\delta-\eta & \geq \sup _{U \in \mathcal{V}(u)} \inf _{v \in U \cap D} f\left(t_{n} v+\left(1-t_{n}\right) u_{0}\right) \\
& =\overline{f+\chi_{D}}\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) \\
& =f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) .
\end{aligned}
$$

Letting $n \rightarrow \infty$ we find that $\widehat{f}_{u_{0}}(u) \leq \delta-\eta$, which completes the Proof of (i). Proof of (ii). We first have to prove that for every $u \in \bar{D}$

$$
\varliminf_{t \rightarrow 1^{-}} f\left(t u+(1-t) u_{0}\right)=\varlimsup_{t \rightarrow 1^{-}} f\left(t u+(1-t) u_{0}\right) .
$$

Fix $u \in \bar{D}$. It suffices to prove that

$$
\begin{equation*}
\varlimsup_{t \rightarrow 1} \Psi(t) \leq \varliminf_{t \rightarrow 1} \Psi(t) . \tag{3.5}
\end{equation*}
$$

where $\Psi(t):=f\left(t u+(1-t) u_{0}\right)$ for all $t \in[0,1]$. Without loss of generality we can assume that $\underline{\lim }_{t \rightarrow 1} \Psi(t)<\infty$. Choose two sequences $\left.\left\{t_{n}\right\}_{n},\left\{s_{n}\right\}_{n} \subset\right] 0,1[$ such that $t_{n} \rightarrow 1, s_{n} \rightarrow 1, \frac{t_{n}}{s_{n}}<1$ for all $n \in \mathbb{N}$, and

$$
\begin{aligned}
& \varlimsup_{t \rightarrow 1} \Psi(t)=\lim _{n \rightarrow \infty} \Psi\left(t_{n}\right) ; \\
& \varlimsup_{t \rightarrow 1} \Psi(t)=\lim _{n \rightarrow \infty} \Psi\left(s_{n}\right) .
\end{aligned}
$$

Since $D$ is strongly star-shaped relative to $u_{0}$ we have $t_{n} u+\left(1-t_{n}\right) u_{0} \in D$ for all $n \in \mathbb{N}$, so we can assert that for every $n \in \mathbb{N}$

$$
\begin{align*}
\Psi\left(t_{n}\right) & =\Psi\left(\frac{t_{n}}{s_{n}} s_{n}\right)  \tag{3.6}\\
& =f\left(\frac{t_{n}}{s_{n}}\left(s_{n} u+\left(1-s_{n}\right) u_{0}\right)+\left(1-\frac{t_{n}}{s_{n}}\right) u_{0}\right) \\
& \leq \Delta_{f, D, u_{0}}^{a}\left(\frac{t_{n}}{s_{n}}\right)\left(a+\left|\Psi\left(s_{n}\right)\right|\right)+\Psi\left(s_{n}\right) .
\end{align*}
$$

We have that (3.5) follows from (3.6) by letting $n \rightarrow \infty$ since $f$ is ru-usc in $D$ relative to $u_{0}$.

It remains to prove that $\widehat{f}_{u_{0}}$ is ru-usc in $\bar{D} \cap \operatorname{dom} \widehat{f}_{u_{0}}$. Fix $t \in[0,1[$ and $u \in$ $\bar{D} \cap \operatorname{dom} \widehat{f}_{u_{0}}$. By the first part of the Proof of (ii) we can assert that

$$
\begin{aligned}
\widehat{f}_{u_{0}}(u) & =\lim _{s \rightarrow 1} f\left(s u+(1-s) u_{0}\right) \\
\widehat{f}_{u_{0}}\left(t u+(1-t) u_{0}\right) & =\lim _{s \rightarrow 1} f\left(s\left(t u+(1-t) u_{0}\right)+(1-s) u_{0}\right) .
\end{aligned}
$$

[^1]So, we have

$$
\begin{aligned}
& \frac{\widehat{f}_{u_{0}}\left(t u+(1-t) u_{0}\right)-\widehat{f}_{u_{0}}(u)}{a+\left|\widehat{f}_{u_{0}}(u)\right|} \\
& \quad=\lim _{s \rightarrow 1} \frac{f\left(t\left(s u+(1-s) u_{0}\right)+(1-t) u_{0}\right)-f\left(s u+(1-s) u_{0}\right)}{a+\left|f\left(s u+(1-s) u_{0}\right)\right|} \\
& \quad \leq \Delta_{f, D, u_{0}}^{a}(t) .
\end{aligned}
$$

It follows that $\Delta_{f, \bar{D} \cap \operatorname{dom} \widehat{f}_{u_{0}}, u_{0}}^{a}(t) \leq \Delta_{f, D, u_{0}}^{a}(t)$ and the proof is complete by letting $t \rightarrow 1$.
3.2. Sequential version of Theorem 3.1. It is well known that if $X$ has a countable base of neighborhoods of 0 then $\bar{f}^{s}=\bar{f}$. For a subset $D \subset X$, we denote by $\bar{D}^{s}$ the sequential closure of $D$, i.e., $u \in \bar{D}^{s}$ if and only if there exists a sequence $\left\{v_{n}\right\}_{n} \subset D$ such that $v_{n} \rightarrow u$ as $n \rightarrow \infty$. We say that $D \subset X$ is a sequentially strongly star-shaped set relative to $u_{0} \in D$, if

$$
t \bar{D}^{s}+(1-t) u_{0} \subset D \text { for all } t \in[0,1[.
$$

Here is a sequential version of Theorem 3.1,
Theorem 3.2. Let $f: X \rightarrow]-\infty, \infty$ ] be a ru-usc function in a strongly star-shaped set $D \subset \operatorname{dom} f$ relative to $u_{0} \in D$. Assume that $\inf _{D} f>-\infty$, we have
(i) if ${\overline{f+\chi_{D}}}^{s}=f$ on $D$ then ${\overline{f+\chi_{D}}}^{s}=\widehat{f}_{u_{0}}+\chi_{\bar{D}^{s}}$;
(ii) $\widehat{f}_{u_{0}}(u)=\lim _{t \uparrow 1} f\left(t u+(1-t) u_{0}\right)$ for all $u \in \bar{D}^{s}$, and $\widehat{f}_{u_{0}}$ is ru-usc in $\bar{D}^{s} \cap$ $\operatorname{dom} \widehat{f}_{u_{0}}$.
Proof. For the sake of completeness we give the proof of (i) although very similar to the one of Theorem 3.1 (i).

Fix $u \in \bar{D}^{s}$. Let $\left\{t_{n}\right\}_{n} \subset\left[0,1\left[\right.\right.$ such that $\lim _{n \rightarrow \infty} t_{n}=1$ and

$$
\widehat{f}_{u_{0}}(u)=\lim _{n \rightarrow \infty} f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) .
$$

We have $\left(1-t_{n}\right) u_{0}+t_{n} u \in D$ for all $n \in \mathbb{N}$ since $D$ is strongly star-shaped relative to $u_{0}$. Hence

$$
\begin{aligned}
\widehat{f}_{u_{0}}(u) & =\lim _{n \rightarrow \infty} f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) \\
& =\lim _{n \rightarrow \infty} f\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right)+\chi_{D}\left(t_{n} u+\left(1-t_{n}\right) u_{0}\right) \\
& \geq{\overline{f+\chi_{D}}}^{s}(u)
\end{aligned}
$$

since $t_{n} u+\left(1-t_{n}\right) u_{0} \rightarrow u$ as $n \rightarrow \infty$.
It remains to prove that $\widehat{f}_{u_{0}}+\chi_{\bar{D}^{s}} \leq{\overline{f+\chi_{D}}}^{s}$. Fix $\delta>0$ and $u \in \bar{D}^{s}$ such that ${\overline{f+\chi_{D}}}^{s}(u)<\delta$. So we can find $\left.\eta \in\right] 0, \delta\left[\right.$ and a sequence $\left\{v_{n}\right\}_{n} \subset D$ such that

$$
v_{n} \rightarrow u \quad \text { and } \quad \lim _{n \rightarrow \infty} f\left(v_{n}\right) \leq \delta-\eta
$$

Choose a subsequence $\left\{v_{n}\right\}_{n} \subset D$ (not relabelled) such that

$$
\begin{equation*}
v_{n} \rightarrow u \quad \text { and } \quad\left|f\left(v_{n}\right)\right| \leq \max \left\{-\inf _{D} f, \delta-\eta\right\} \text { for all } n \in \mathbb{N} \tag{3.7}
\end{equation*}
$$

Let $\left\{t_{k}\right\}_{k} \subset\left[0,1\left[\right.\right.$ such that $\lim _{k \rightarrow \infty} t_{k}=1$, and for every $k \in \mathbb{N}$

$$
\begin{equation*}
\Delta_{f, D, u_{0}}^{a}\left(t_{k}\right) \leq \frac{1}{k+1} \tag{3.8}
\end{equation*}
$$

since $f$ is ru-usc in $D$ relative to $u_{0}$. So, by (3.7) and (3.8), for every $k, n \in \mathbb{N}$ we have

$$
\begin{align*}
f\left(t_{k} v_{n}+\left(1-t_{k}\right) u_{0}\right) & \leq \Delta_{f, D, u_{0}}^{a}\left(t_{k}\right)\left(a+\left|f\left(v_{n}\right)\right|\right)+f\left(v_{n}\right)  \tag{3.9}\\
& \leq \frac{1}{k+1}\left(a+\max \left\{-\inf _{D} f, \delta-\eta\right\}\right)+\delta-\eta
\end{align*}
$$

We have $t_{k} u+\left(1-t_{k}\right) u_{0} \in D$ for all $k \in \mathbb{N}$ since $D$ is strongly star-shaped relative to $u_{0}$. Letting $n \rightarrow \infty$ in (3.9) and using the assumption $\overline{f+\chi_{D}}=f$ on $D$ we obtain for every $k \in \mathbb{N}$

$$
\begin{aligned}
f\left(t_{k} u+\left(1-t_{k}\right) u_{0}\right) & =\overline{f+\chi_{D}}\left(t_{k} u+\left(1-t_{k}\right) u_{0}\right) \\
& \leq \frac{1}{k+1}\left(a+\max \left\{-\inf _{D} f, \delta-\eta\right\}\right)+\delta-\eta
\end{aligned}
$$

Letting $k \rightarrow \infty$ we find that $\widehat{f}_{u_{0}}(u) \leq \delta-\eta$, which completes the Proof of (i).
The proof of (ii) is the same as the proof of Theorem 3.1 (ii).

## 4. General consequences

4.1. Radial representation with the effective domain as constraint. When $D=\operatorname{dom} f$ we have the following result.

Corollary 4.1. Let $f: X \rightarrow]-\infty, \infty]$ be a function such that $\bar{f}$ is ru-usc in the strongly star-shaped set $\operatorname{dom} f$ relative to $u_{0} \in \operatorname{dom} f$. If $\left.\left.g: X \rightarrow\right]-\infty, \infty\right]$ is such that $\bar{f}=g$ on $\operatorname{dom} f$ and $\inf _{\text {dom } f} g>-\infty$ then

$$
\bar{f}=\widehat{g}_{u_{0}}+\chi_{\operatorname{dom} \bar{f}}
$$

where $\widehat{g}_{u_{0}}(u)=\lim _{t \uparrow 1} g\left(t u+(1-t) u_{0}\right)$ for all $u \in \overline{\operatorname{dom} f}$.
Proof. Since $\bar{f}=g$ on $\operatorname{dom} f$ and $\operatorname{dom} f$ is strongly star-shaped relative to $u_{0} \in$ $\operatorname{dom} f$ the function $g$ is ru-usc in $\operatorname{dom} f$ relative to $u_{0}$. Thus applying Theorem 3.1 (ii) we obtain for every $u \in \overline{\operatorname{dom} f}$

$$
\widehat{g}_{u_{0}}(u)=\lim _{t \rightarrow 1^{-}} g\left(t u+(1-t) u_{0}\right)
$$

Now, we have to prove that $\bar{f}=\widehat{g}_{u_{0}}+\chi_{\operatorname{dom} \bar{f}}$. It is easy to see that

$$
\bar{f} \leq \bar{f}+\chi_{\operatorname{dom} f} \leq f+\chi_{\operatorname{dom} f}
$$

hence $\overline{\bar{f}+\chi_{\operatorname{dom} f}}=\bar{f}$ since $\overline{f+\chi_{\operatorname{dom} f}}=\bar{f}$ and $\overline{\bar{f}}=\bar{f}$. Apply Theorem 3.1 (i) with $\bar{f}$ in place of $f$ and $D=\operatorname{dom} f$, we obtain $\overline{\bar{f}+\chi_{\operatorname{dom} f}}=\bar{f}=\widehat{\bar{f}}_{u_{0}}+\chi \frac{}{\operatorname{dom} f}$. Taking account of Remark 2.5 we deduce that

$$
\bar{f}=\widehat{\bar{f}}_{u_{0}}+\chi_{\operatorname{dom} \bar{f}}
$$

It remains to prove that $\widehat{\bar{f}}_{u_{0}}=\widehat{g}_{u_{0}}$ on $\operatorname{dom} \bar{f}$. Fix $u \in \operatorname{dom} \bar{f}$, then $t u+(1-t) u_{0} \in$ $\operatorname{dom} f$ for all $t \in\left[0,1\left[\right.\right.$ since $\operatorname{dom} f$ is strongly star-shaped relative to $u_{0}$. It follows that

$$
\widehat{\bar{f}}_{u_{0}}(u)=\frac{\lim _{t \uparrow 1}}{\bar{f}}\left(t u+(1-t) u_{0}\right)=\underline{\lim _{t \uparrow 1}} g\left(t u+(1-t) u_{0}\right)=\widehat{g}_{u_{0}}(u)
$$

since $\bar{f}=g$ on $\operatorname{dom} f$, which completes the proof.
Remark 4.1. The previous result can be useful in relaxation problems, indeed, in practice we are able to prove an integral representation of $\bar{f}$, say $g$, on $\operatorname{dom} f$ only. Then we can use Corollary 4.1 to have a representation on $\operatorname{dom} \bar{f}$. To obtain a full integral representation on $\operatorname{dom} \bar{f}$, we have then to commute " $\lim _{t \uparrow 1}$ " with the integration in the radial limit $\widehat{g}_{u_{0}}$ (see for instance Theorem6.1).

Analysis similar to that in the proof of Corollary 4.1 gives the following sequential version.
Corollary 4.2. Let $f: X \rightarrow]-\infty, \infty]$ be a function such that $\bar{f}^{s}$ is ru-usc in the strongly star-shaped set $\operatorname{dom} f$ relative to $u_{0} \in \operatorname{dom} f$. If $\left.\left.g: X \rightarrow\right]-\infty, \infty\right]$ is such that $\bar{f}^{s}=\bar{g}^{s}=g$ on $\operatorname{dom} f$ and $\inf _{\operatorname{dom} f} g>-\infty$ then

$$
\bar{f}^{s}=\widehat{g}_{u_{0}}+\chi_{\operatorname{dom} \bar{f}^{s}}
$$

where $\widehat{g}_{u_{0}}(u)=\lim _{t \uparrow 1} g\left(t u+(1-t) u_{0}\right)$ for all $u \in \overline{\operatorname{domf}}^{s}$.
In the following, we state a consequence of Corollary 4.1 and Corollary 4.2 in the particular case where $g$ is replaced by $f$.
Corollary 4.3. Let $f: X \rightarrow]-\infty, \infty$ ] be a function such that $\bar{f}$ (resp. $\bar{f}^{s}$ ) is ru-usc in the strongly star-shaped set $\operatorname{dom} f$ relative to $u_{0} \in \operatorname{dom} f$. If $\bar{f}=f$ (resp. $\bar{f}^{s}=f$ ) on $\operatorname{dom} f$ and $\inf _{\operatorname{dom} f} f>-\infty$ then

$$
\bar{f}=\widehat{f}_{u_{0}}\left(\text { resp } . \bar{f}^{s}=\widehat{f}_{u_{0}}\right)
$$

Proof. Apply Corollary 4.1 (resp. Corollary 4.2) with $f$ in place of $g$, we obtain $\bar{f}=\widehat{f}_{u_{0}}+\chi_{\operatorname{dom} \bar{f}}\left(\right.$ resp. $\left.\bar{f}^{s}=\widehat{f}_{u_{0}}+\chi_{\operatorname{dom}} \bar{f}^{s}\right)$. To finish the proof it suffices to see that $\operatorname{dom} \widehat{f}_{u_{0}} \subset \operatorname{dom} \bar{f}^{s} \subset \operatorname{dom} \bar{f}$ since Remark 2.5,

We examine the case $f$ convex and bounded below.
Corollary 4.4. Let $f: X \rightarrow]-\infty, \infty]$ be a convex function. If there exists $u_{0} \in X$ such that $f$ is bounded above in a neighborhood of $u_{0}$ and $\inf _{\operatorname{int}(\operatorname{dom} f)} f>-\infty$ then

$$
\begin{equation*}
\bar{f}=\widehat{f}_{u_{0}} . \tag{4.1}
\end{equation*}
$$

Moreover $\widehat{f}_{u_{0}}=\widehat{f}_{v}$ for all $v \in \operatorname{int}(\operatorname{dom} f)$ (where $\operatorname{int}(\operatorname{dom} f)$ is the interior of $\left.\operatorname{dom} f\right)$.
Proof. The assumption implies that $f$ is continuous on $\operatorname{int}(\operatorname{dom} f)$ the interior of $\operatorname{dom} f$. So, $\overline{f+\chi_{\operatorname{int}(\operatorname{dom} f)}}=f$ on $\operatorname{int}(\operatorname{dom} f)$. By Proposition 2.1 a convex function is ru-usc in $\operatorname{int}(\operatorname{dom} f)$ relative to all $v \in \operatorname{int}(\operatorname{dom} f)$. It is well known that $\operatorname{int}(\operatorname{dom} f)$ is convex, then by Remark 2.2 (ii) the set $\operatorname{int}(\operatorname{dom} f)$ is strongly star-shaped relative to all $v \in \operatorname{int}(\operatorname{dom} f)$. By applying Theorem 3.1 we find $\bar{f}=\widehat{f}_{v}+\chi_{\operatorname{int}(\operatorname{domf})}$. On the other hand it holds that $\operatorname{dom} \bar{f} \subset \overline{\operatorname{domf}}=\overline{\operatorname{int}(\operatorname{dom} f)}$ since $\operatorname{dom} f$ is convex. Therefore (4.1) holds since Remark 2.5.

Remark 4.2. In fact equality (4.1) still holds for convex functions which are not bounded below. When $X$ has finite dimension, more general results involving convexity exist, see for instance Roc70, Theorem 7.5 p. 57, Theorem 10.3 p. 85]. Indeed, in finite dimension, the relative interior of $\operatorname{dom} f$ is not empty whenever $\operatorname{dom} f \neq \emptyset$ and $f$ is continuous on it, so (4.1) holds without any assumption on $f$ unless to be convex.
4.2. Minimization with strongly star-shaped constraints. The following result deals with minimization problems with strongly star-shaped constraints, it can be seen as a nonconvex version of [FL07, Corollary 4.41, p. 272].
Corollary 4.5. Let $f: X \rightarrow]-\infty, \infty]$ be a function. Let $D \subset \operatorname{dom} f$ be a strongly star-shaped set relative to $u_{0} \in D$ such that $\bar{D} \subset \operatorname{dom} f$. Assume that $f: X \rightarrow$ $]-\infty, \infty$ ] is ru-usc in $\bar{D}$ relative to $u_{0}$. If $\overline{f+\chi_{D}}=f$ on $D$ then

$$
\inf _{D} f=\inf _{\bar{D}} f
$$

Proof. Without loss of generality we can assume that $\inf _{D} f>-\infty$. It is sufficient to show that $\inf _{D} f \leq \inf _{\bar{D}} f$. By applying Theorem 3.1 we have

$$
\begin{equation*}
\inf _{D} f=\inf _{X} \overline{f+\chi_{D}}=\inf _{\bar{D}} \widehat{f}_{u_{0}} \tag{4.2}
\end{equation*}
$$

Now we claim that for every $u \in \bar{D}$ we have $\widehat{f}_{u_{0}}(u) \leq f(u)$, indeed,

$$
\widehat{f}_{u_{0}}(u)=\lim _{t \uparrow 1} f\left(t u+(1-t) u_{0}\right) \leq \varlimsup_{t \uparrow 1} \Delta_{f, \bar{D}, u_{0}}^{a}(t)(a+|f(u)|)+f(u) \leq f(u)
$$

since $f$ is ru-usc in $\bar{D}$ relative to $u_{0}$. We deduce from (4.2) that $\inf _{D} f \leq \inf _{\bar{D}} f$, and the proof is complete.

The following result can be useful in scalar problems of the calculus of variations when the lower semicontinuous envelope $\bar{f}$ of a nonconvex $f$ is convex.
Corollary 4.6. Let $f: X \rightarrow]-\infty, \infty]$ be such that $\bar{f}$ is convex. Let $D \subset \operatorname{dom} f$ be $a$ strongly star-shaped set relative to $u_{0} \in D$ such that $\bar{D} \subset \operatorname{dom} f$. Then

$$
\inf _{D} \bar{f}=\inf _{\bar{D}} \bar{f} .
$$

Proof. We have

$$
\bar{f} \leq \overline{\bar{f}+\chi_{D}} \leq \bar{f}+\chi_{D}
$$

Thus $\overline{\bar{f}+\chi_{D}}=\bar{f}$ on $D$. By Proposition $2.1 \bar{f}$ is ru-usc in $\bar{D} \subset \operatorname{dom} f$ relative to any $u_{0} \in \bar{D}$, so we can apply Corollary 4.5 with $\bar{f}$ in place of $f$. The proof is complete.

## 5. Operations on ru-usc functions

In this section we study the stability of ru-usc functions with respect to some operations. We also give some examples of class of ru-usc functions.
5.1. Stability of ru-usc functions with respect to pointwise sum and product. We need the following result in the proof of Proposition 5.1.
Lemma 5.1. Let $f: X \rightarrow]-\infty, \infty]$ be a ru-usc function in $D \subset \operatorname{dom} f$ relative to $u_{0} \in D$. Then
(i) $f+c$ is ru-usc in $D$ relative to $u_{0}$ for all $c \in \mathbb{R}$;
(ii) $\lambda f$ is ru-usc in $D$ relative to $u_{0}$ for all $\lambda \in \mathbb{R}^{+}$.

Proof. Proof of (i). Fix $u \in D$ and $c \in \mathbb{R}$. Fix $\varepsilon>0$. There exists $\left.t_{\varepsilon} \in\right] 0,1[$ such that $\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{f, D, u_{0}}^{a}(t)<\varepsilon$ since $f$ is ru-usc in $D$ relative to $u_{0}$.

We set $f_{c}:=f+c$. Then for every $\left.t \in\right] t_{\varepsilon}, t[$ we have

$$
\begin{align*}
f_{c}\left(t u+(1-t) u_{0}\right)-f_{c}(u) & =f\left(t u+(1-t) u_{0}\right)-f(u)  \tag{5.1}\\
& \leq \Delta_{f, D, u_{0}}^{a}(t)(a+|f(u)|) \\
& \leq \varepsilon\left(a+\left|f_{c}(u)\right|+|c|\right)
\end{align*}
$$

It follows that $\varlimsup_{t \rightarrow 1} \Delta_{f_{c}, D, u_{0}}^{a+|c|}(t) \leq \varepsilon$. The proof of (i) is complete by letting $\varepsilon \rightarrow 0$. Proof of (ii). Fix $u \in D$ and $\lambda \in \mathbb{R}^{+}$. Fix $\varepsilon>0$. There exists $\left.t_{\varepsilon} \in\right] 0,1[$ such that $\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{f, D, u_{0}}^{a}(t)<\varepsilon$ since $f$ is ru-usc in $D$ relative to $u_{0}$.

We set $f_{\lambda}:=\lambda f$. Then for every $\left.t \in\right] t_{\varepsilon}, t[$ we have

$$
\begin{aligned}
f_{\lambda}\left(t u+(1-t) u_{0}\right)-f_{\lambda}(u) & =\lambda\left(f\left(t u+(1-t) u_{0}\right)-f(u)\right) \\
& \leq \Delta_{f, D, u_{0}}^{a}(t)\left(\lambda a+\left|f_{\lambda}(u)\right|\right) \\
& \leq \varepsilon \max \{\lambda a, 1\}\left(1+\left|f_{\lambda}(u)\right|\right) .
\end{aligned}
$$

It follows that $\overline{\lim }_{t \rightarrow 1} \Delta_{f_{\lambda}, D, u_{0}}^{1}(t) \leq \varepsilon \max \{\lambda a, 1\}$. The proof of (ii) is complete by letting $\varepsilon \rightarrow 0$.

The stability for the operations sum and product (pointwise) of ru-usc functions is specified below.

Proposition 5.1. Let $f, g: X \rightarrow]-\infty, \infty]$ be two ru-usc functions in $D \subset \operatorname{dom} f \cap$ domg relative to $u_{0} \in D$.
(i) If $\inf _{D} f>-\infty$ and $\inf _{D} g>-\infty$ then $f+g$ is ru-usc in $D$ relative to $u_{0}$;
(ii) If $\inf _{D} f>0$ and $\inf _{D} g>0$ then $f g$ is ru-usc in $D$ relative to $u_{0}$.

Proof. Proof of (i). Assume first that $f \geq 0$ and $g \geq 0$ on $D$. Fix $\varepsilon>0$. There exists $\left.t_{\varepsilon} \in\right] 0,1\left[\right.$ such that $\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{f, D, u_{0}}^{a}(t)<\varepsilon\left(\right.$ resp. $\left.\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{g, D, u_{0}}^{b}(t)<\varepsilon\right)$ since $f$ (resp. $g$ ) is ru-usc in $D$ relative to $u_{0}$. Fix $\left.t \in\right] t_{\varepsilon}, 1[$ and $u \in D$. We have

$$
\begin{align*}
& f\left(t u+(1-t) u_{0}\right) \leq \varepsilon(a+f(u))+f(u)  \tag{5.2}\\
& g\left(t u+(1-t) u_{0}\right) \leq \varepsilon(b+g(u))+g(u), \tag{5.3}
\end{align*}
$$

so by adding (5.2) with (5.3) we obtain

$$
f\left(t u+(1-t) u_{0}\right)+g\left(t u+(1-t) u_{0}\right) \leq \delta(\varepsilon)(1+f(u)+g(u))+f(u)+g(u)
$$

where $\delta(\varepsilon):=\varepsilon \max \{a+b, 1\}$ and satisfies $\lim _{\varepsilon \rightarrow 0} \delta(\varepsilon)=0$. Therefore

$$
\varlimsup_{t \rightarrow 1} \Delta_{f+g, D, u_{0}}^{1}(t) \leq \delta(\varepsilon)
$$

which gives the result by letting $\varepsilon \rightarrow 0$.
We now remove the restrictions made on $f$ and $g$ and we set $m:=\inf _{D} f+\inf _{D} g$. We denote by $f^{+}:=f-\inf _{D} f$ and $g^{+}:=g-\inf _{D} g$. By Lemma 5.1 (i) the functions $f^{+}$and $g^{+}$are ru-usc in $D$ relative to $u_{0}$, so by applying the first part of the Proof of (i) the function $f^{+}+g^{+}$is ru-usc in $D$ relative to $u_{0}$. But $f^{+}+g^{+}+m=f+g$, so again by applying Lemma 5.1 we find that $f+g$ is ru-usc in $D$ relative to $u_{0}$. Proof of (ii). By taking the product of (5.2) with (5.3) we obtain

$$
\begin{equation*}
f\left(t u+(1-t) u_{0}\right) g\left(t u+(1-t) u_{0}\right) \leq \delta(\varepsilon)(1+f(u)+g(u)+f(u) g(u))+f(u) g(u) \tag{5.4}
\end{equation*}
$$

where $\delta(\varepsilon):=\max \left\{\varepsilon, \varepsilon^{2}\right\} \max \{a b, 2 a, 2 b, 3\}$ and satisfies $\lim _{\varepsilon \rightarrow 0} \delta(\varepsilon)=0$. But

$$
\begin{equation*}
f(u)+g(u) \leq f(u) g(u)\left(\frac{1}{\inf _{D} f}+\frac{1}{\inf _{D} g}\right) \tag{5.5}
\end{equation*}
$$

From (5.4) and (5.5) we deduce that

$$
\begin{aligned}
f\left(t u+(1-t) u_{0}\right) g\left(t u+(1-t) u_{0}\right) \leq & \delta(\varepsilon)\left(1+\frac{1}{\inf _{D} f}+\frac{1}{\inf _{D} g}\right)(1+f(u) g(u)) \\
& +f(u) g(u)
\end{aligned}
$$

so $\varlimsup_{t \rightarrow 1} \Delta_{f g, D, u_{0}}^{1}(t) \leq \delta(\varepsilon)\left(1+\frac{1}{\inf _{D} f}+\frac{1}{\inf _{D} g}\right)$ which gives the result by letting $\varepsilon \rightarrow 0$.

Remark 5.1. The Proposition 5.1 (ii) answers to the question whether class of ruusc functions contains more than convex functions, indeed it is sufficient to consider two finite positive convex functions such that their pointwise product is not convex.

Example 5.1. Assume that $X$ is a normed space. Let $g: X \rightarrow \mathbb{R}$ be a function satisfying:
$\left(\mathrm{A}_{1}\right)$ there exist $\alpha \geq 0$ and a function $\delta:[0,1] \rightarrow \mathbb{R}$ satisfying $\varlimsup_{t \rightarrow 1} \delta(t) \leq 0$ such that for every $t \in] 0,1[$ and every $u \in X$

$$
\left|g\left(t u+(1-t) u_{0}\right)-g(u)\right| \leq \delta(t)\left(1+\|u\|^{\alpha}+\left\|u_{0}\right\|^{\alpha}\right)
$$

$\left(\mathrm{A}_{2}\right)$ there exist $c>0, c^{\prime} \geq 0$, and $\beta \geq \alpha$ such that for every $u \in X$

$$
c\|u\|^{\beta}-c^{\prime} \leq g(u)
$$

then $g$ is ru-usc in $D$ relative to $u_{0}$. Indeed, by $\left(\mathrm{A}_{2}\right)$ we have $\|u\|^{\alpha} \leq\|u\|^{\beta}+1 \leq$ $\frac{1}{c}\left(g(u)+c^{\prime}\right)+1$. Set $a:=c^{\prime}+c\left(2+\left\|u_{0}\right\|^{\alpha}\right)$ then it is easy to deduce from $\left(\mathrm{A}_{1}\right)$ that for every $u \in D$ and every $t \in[0,1[$

$$
g\left(t u+(1-t) u_{0}\right)-g(u) \leq \frac{\delta(t)}{c}(a+g(u))
$$

Therefore $\Delta_{g, D, u_{0}}^{a}(t) \leq \frac{\delta(t)}{c}$ which shows, by letting $t \rightarrow 1$, that $g$ is ru-usc in $D$ relative to $u_{0}$. Note also that $\inf _{X} g>-\infty$.

Corollary 5.1. Assume that $X$ is a normed vector space. Let $f: X \rightarrow]-\infty, \infty]$ be a ru-usc function in $D \subset \operatorname{domf}$ relative to $u_{0} \in D$. If $\inf _{D} f>-\infty$ and if $g: X \rightarrow]-\infty, \infty]$ satisfies $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$ then $f+g$ is ru-usc in $D$ relative to $u_{0}$.
Remark 5.2. Corollary 5.1 can be seen as stability of ru-usc functions with respect to a type of "radial Hölder" perturbation.

The following result is an alternative to the Proposition 5.1 (i)
Proposition 5.2. Let $f, g: X \rightarrow]-\infty, \infty]$ be two ru-usc functions in $D \subset \operatorname{dom} f \cap$ $\operatorname{dom} g$ relative to $u_{0} \in D$. If $g$ is bounded on $D$, i.e., $\sup _{u \in D}|g(u)|<\infty$ then $f+g$ is ru-usc in $D$ relative to $u_{0}$.

Proof. Fix $\varepsilon>0$. There exists $\left.t_{\varepsilon} \in\right] 0,1\left[\right.$ such that $\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{f, D, u_{0}}^{a}(t)<\varepsilon$ (resp. $\left.\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{g, D, u_{0}}^{b}(t)<\varepsilon\right)$ since $f$ (resp. $g$ ) is ru-usc in $D$ relative to $u_{0}$. Fix $\left.t \in\right] t_{\varepsilon}, 1[$ and $u \in D$. We have

$$
\begin{align*}
f\left(t u+(1-t) u_{0}\right) & \leq \varepsilon(a+|f(u)|)+f(u)  \tag{5.6}\\
g\left(t u+(1-t) u_{0}\right) & \leq \varepsilon(b+|g(u)|)+g(u), \tag{5.7}
\end{align*}
$$

so by adding (5.6) with (5.7) we obtain

$$
\begin{aligned}
& f\left(t u+(1-t) u_{0}\right)+g\left(t u+(1-t) u_{0}\right) \\
& \leq \delta(\varepsilon)(1+|f(u)|+|g(u)|)+f(u)+g(u) \\
& \leq \delta(\varepsilon)\left(1+|f(u)+g(u)|+2 \sup _{u \in D}|g(u)|\right)+f(u)+g(u) \\
& \leq \delta(\varepsilon) \max \left\{1,2 \sup _{u \in D}|g(u)|\right\}(1+|f(u)+g(u)|)+f(u)+g(u)
\end{aligned}
$$

where $\delta(\varepsilon):=\varepsilon \max \{a+b, 1\}$, and satisfies $\lim _{\varepsilon \rightarrow 0} \delta(\varepsilon)=0$. Then

$$
\varlimsup_{t \rightarrow 1} \Delta_{f+g, D, u_{0}}^{1}(t) \leq \delta(\varepsilon) \max \left\{1,2 \sup _{u \in D}|g(u)|\right\}
$$

which gives the result by letting $\varepsilon \rightarrow 0$.
Example 5.2. Assume that $X$ is a normed vector space. Let $D \subset X$ be a compact and strongly star-shaped set relative to $u_{0} \in D$. Let $\left.\left.g: X \rightarrow\right]-\infty, \infty\right]$ be a function which is continuous and finite on $D$. Then $g$ is ru-usc in $D$ relative to $u_{0}$. Indeed, let $\omega:[0, \infty[\rightarrow \mathbb{R}$ be defined by

$$
\omega(\delta)=\sup \{|g(u)-g(v)|: u, v \in D \text { and }\|u-v\|<\delta\} .
$$

We have $\lim _{\delta \rightarrow 0} \omega(\delta)=0$ since $g$ is continuous and $D$ is compact. We have for every $u \in D$ and every $t \in[0,1[$

$$
g\left(t u+(1-t) u_{0}\right)-g(u) \leq \omega\left((1-t) \sup _{u \in D}\left\|u-u_{0}\right\|\right) .
$$

Therefore we have $\Delta_{g, D, u_{0}}^{1}(t) \leq \omega\left((1-t) \sup _{u \in D}\left\|u-u_{0}\right\|\right)$ for all $t \in[0,1[$. Passing to the limit $t \rightarrow 1$ we obtain that $g$ is ru-usc in $D$ relative to $u_{0}$.

By using Example 5.2 and Proposition 5.2 we establish, in the following result, that the class of ru-usc functions are stable with respect to a continuous perturbation when $D$ is strongly star-shaped and compact.

Corollary 5.2. Assume that $X$ is a normed vector space and $D \subset X$ is a compact and strongly star-shaped set relative to $u_{0} \in D$. Let $\left.\left.f: X \rightarrow\right]-\infty, \infty\right]$ be a ru-usc function in $D \subset \operatorname{dom} f$ relative to $u_{0}$. If $g: X \rightarrow \mathbb{R}$ is a continuous function then $f+g$ is ru-usc in $D$ relative to $u_{0}$.
5.2. Inf-convolution of ru-usc functions. For two functions $f, g: X \rightarrow]-\infty, \infty]$ their inf-convolution is the function $f \nabla g: X \rightarrow[-\infty, \infty]$ defined by

$$
(f \nabla g)(u):=\inf _{v \in X}\{f(u-v)+g(v)\}
$$

The following result establishes the conditions to keep the ru-usc property by the inf-convolution operation.

Proposition 5.3. Let $f: X \rightarrow]-\infty, \infty]$ be a ru-usc function relative to $u_{0} \in \operatorname{dom} f$. Let $g: X \rightarrow]-\infty, \infty]$ be a ru-usc function relative to $0 \in \operatorname{domg}$. Then $f \nabla g$ is ru-usc relative to $u_{0}$ if one of the following conditions holds:
(i) $\inf _{X} f>-\infty$ and $\inf _{X} g>-\infty$;
(ii) $\sup _{v \in \operatorname{dom} g}|g(v)|<\infty$.

Proof. Proof of (i). Assume first that $f \geq 0$ and $g \geq 0$. Fix $u \in \operatorname{dom} f \nabla g$. Choose $\left\{v_{n}\right\}_{n} \subset \operatorname{dom} g$ such that $f\left(u-v_{n}\right)+g\left(v_{n}\right) \rightarrow(f \nabla g)(u)$ as $n \rightarrow \infty$. Fix $\varepsilon>0$. There exists $\left.t_{\varepsilon} \in\right] 0,1\left[\right.$ such that $\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{f, D, u_{0}}^{a}(t)<\varepsilon\left(\right.$ resp. $\left.\sup _{t \in] t_{\varepsilon}, 1[ } \Delta_{g, D, u_{0}}^{b}(t)<\varepsilon\right)$ since $f$ (resp. $g$ ) is ru-usc in $D$ relative to $u_{0}$. Fix $\left.t \in\right] t_{\varepsilon}, 1[$. We have for every $n \in \mathbb{N}$

$$
\begin{align*}
(f \nabla g)\left(t u+(1-t) u_{0}\right) & \leq f\left(t\left(u-v_{n}\right)+(1-t) u_{0}\right)+g\left(t v_{n}\right)  \tag{5.8}\\
& \leq \varepsilon\left(a+f\left(u+v_{n}\right)\right)+\varepsilon\left(b+g\left(v_{n}\right)\right) \\
& +f\left(u-v_{n}\right)+g\left(v_{n}\right) \\
& \leq \delta(\varepsilon)\left(1+f\left(u-v_{n}\right)+g\left(v_{n}\right)\right) \\
& +f\left(u-v_{n}\right)+g\left(v_{n}\right) .
\end{align*}
$$

where $\delta(\varepsilon):=\varepsilon \max \{1, a+b\}$ and satisfies $\varlimsup_{\varepsilon \rightarrow 0} \delta(\varepsilon) \leq 0$. Letting $n \rightarrow \infty$ in (5.8) we obtain $\varlimsup_{t \rightarrow 1} \Delta_{f \nabla g, u_{0}}^{1}(t) \leq \delta(\varepsilon)$ which gives, by letting $\varepsilon \rightarrow 0$, that $f \nabla g$ is ru-usc relative to $u_{0}$.

We remove the restrictions on $f$ and $g$. Set $f^{+}:=f-\inf _{X} f$ and $g^{+}:=g-\inf _{X} f$. By Lemma 5.1 the function $f^{+}$(resp. $g^{+}$) is ru-usc relative to $u_{0}$ (resp. relative to 0 ), so we apply the first part of the proof to have $f^{+} \nabla g^{+}$is ru-usc relative to $u_{0}$. But $f^{+} \nabla g^{+}+\left(\inf _{X} f+\inf _{X} g\right)=f \nabla g$, so again by Lemma 5.1 we deduce that $f \nabla g$ is ru-usc relative to $u_{0}$.

Proof of (ii). Choose $\left\{v_{n}\right\}_{n} \subset \operatorname{dom} g$ such that $f\left(u-v_{n}\right)+g\left(v_{n}\right) \rightarrow(f \nabla g)(u)$ as $n \rightarrow \infty$. Fix $t \in] t_{\varepsilon}, 1[$. Then for every $n \in \mathbb{N}$

$$
\begin{align*}
(f \nabla g)\left(t u+(1-t) u_{0}\right) & \leq f\left(t\left(u-v_{n}\right)+(1-t) u_{0}\right)+g\left(t v_{n}\right)  \tag{5.9}\\
& \leq \varepsilon\left(a+\left|f\left(u-v_{n}\right)\right|\right)+\varepsilon\left(b+\left|g\left(v_{n}\right)\right|\right) \\
& +f\left(u-v_{n}\right)+g\left(v_{n}\right) \\
& \leq \delta(\varepsilon)\left(1+\left|f\left(u-v_{n}\right)\right|+\left|g\left(v_{n}\right)\right|\right) \\
& +f\left(u-v_{n}\right)+g\left(v_{n}\right) \\
& \leq \delta(\varepsilon)\left(1+\left|f\left(u-v_{n}\right)+g\left(v_{n}\right)\right|+2 \sup _{v \in \operatorname{dom} g}|g(v)|\right) \\
& +f\left(u-v_{n}\right)+g\left(v_{n}\right)
\end{align*}
$$

where $\delta(\varepsilon):=\varepsilon \max \{1, a+b\}$ and satisfies $\lim _{\varepsilon \rightarrow 0} \delta(\varepsilon)=0$. Letting $n \rightarrow \infty$ in (5.9) we obtain $\varlimsup_{t \rightarrow 1} \Delta_{f \nabla g, u_{0}}^{1}(t) \leq \delta(\varepsilon)\left(1+2 \sup _{v \in \operatorname{dom} g}|g(v)|\right)$ which gives, by letting $\varepsilon \rightarrow 0$, that $f \nabla g$ is ru-usc relative to $u_{0}$.

If $g=\chi_{C}$ with $C \subset X$ a strongly star-shaped set relative to $0 \in C$, then $g$ is ruusc relative to 0 since Remark [2.3] By noticing that $\sup _{v \in \operatorname{domg}}|g(v)|=0<\infty$, we may apply Proposition 5.3 (ii) to obtain that the function $X \ni u \mapsto\left(f \nabla \chi_{C}\right)(u)=$ $\inf _{v \in C} f(u-v)$ is ru-usc when $f$ is ru-usc relative to $u_{0} \in \operatorname{dom} f$.

Corollary 5.3. Let $f: X \rightarrow]-\infty, \infty]$ be a ru-usc function relative to $u_{0} \in \operatorname{dom} f$. Let $C \subset X$ be a strongly star-shaped set relative to $0 \in C$. Then $f \nabla \chi_{C}$ is ru-usc relative to $u_{0}$.

## 6. Application to the Relaxation with Constraints

Let $d, m \geq 1$ be two integers and $p \in] 1, \infty\left[\right.$. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded open set with Lipschitz boundary. We denote by $\mathbb{M}^{m \times d}$ the space of $m$ rows and $d$ columns matrices.
6.1. Star-shaped subsets in $\boldsymbol{W}^{\mathbf{1}, \boldsymbol{p}}\left(\boldsymbol{\Omega} ; \mathbb{R}^{\boldsymbol{m}}\right)$. We consider the class of subsets $S \subset \mathbb{M}^{m \times d}$ satisfying
$\left(\mathrm{H}_{1}\right) 0 \in S$;
$\left(\mathrm{H}_{2}\right)$ for every sequence $\left\{u_{n}\right\}_{n} \subset W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ such that $u_{n} \rightharpoonup u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, if for every $n \in \mathbb{N}$ we have $\nabla u_{n}(\cdot) \in S$ a.e. in $\Omega$ then for every $t \in[0,1[$ it holds $t \nabla u(\cdot) \in S$ a.e. in $\Omega$.
Define $D \subset W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ by

$$
\begin{equation*}
D:=\left\{u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right): \nabla u(x) \in S \text { a.e. in } \Omega\right\} \tag{6.1}
\end{equation*}
$$

We say that $D$ is weakly sequentially strongly star-shaped relative to 0 in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ when $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ is endowed with the weak topology and $D$ is sequentially strongly star-shaped relative to 0 . We denote by $\bar{D}^{s w}$ the sequential weak closure of $D$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$.

The following result shows that the conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ on $S$ give rise to sequentially strongly star-shaped sets of the form $D$.

Lemma 6.1. If $S$ satisfies $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ then $D$ is weakly sequentially strongly star-shaped relative to 0 .

Proof. For every $t \in\left[0,1\left[\right.\right.$ and every $u \in \bar{D}^{s w}$ we have $t u \in D$ since $\left(\mathrm{H}_{2}\right)$.

Example 6.1. It is not difficult to see that if $S$ is convex with $0 \in \operatorname{int}(S)$ then $S$ satisfies $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$. Indeed, using Mazur lemma we have $\nabla u(\cdot) \in \bar{S}$ a.e. in $\Omega$. Then for every $t \in[0,1[$ it holds $t \nabla u(\cdot) \in S$ a.e. in $\Omega$ since $\bar{S}$ is convex and $0 \in \operatorname{int}(S)$.

We give an example of a family of nonconvex sets satisfying ( $\mathrm{H}_{1}$ ) and ( $\mathrm{H}_{2}$ ).
Example 6.2. Assume that $m=d=2$. For each $\varepsilon>0$ consider the set

$$
S_{\varepsilon}:=\left\{\xi \in \mathbb{M}^{2 \times 2}: \varepsilon+\operatorname{det}(\xi)>\operatorname{tr}(\xi)^{2}\right\}
$$

We have for every $\varepsilon>0$
(i) $0 \in S_{\varepsilon}$ (i.e. $\left(\mathrm{H}_{1}\right)$ is satisfied);
(ii) for every $\xi \in \overline{S_{\varepsilon}}$ we have $t \xi \in S_{\varepsilon}$ for all $t \in[0,1[$;
(iii) $S_{\varepsilon}$ is not convex;
(iv) $S_{\varepsilon}$ is not bounded;
(v) $S_{\varepsilon}$ is rank-one convex.

Fix $\varepsilon>0$. The set $S_{\varepsilon}$ satisfies $\left(\mathrm{H}_{2}\right)$ for all $p>2$. Indeed, let $\left\{u_{n}\right\}_{n} \subset W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ be such that $u_{n} \rightharpoonup u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ and for every $n \in \mathbb{N}$ it holds $\nabla u_{n}(\cdot) \in S_{\varepsilon}$ a.e. in $\Omega$. By a classical result (see Dac08, Theorem 8.20, p. 395]) we have

$$
\begin{equation*}
\operatorname{det}\left(\nabla u_{n}(\cdot)\right) \rightharpoonup \operatorname{det}(\nabla u(\cdot)) \text { in } L^{\frac{p}{2}}\left(\Omega ; \mathbb{R}^{m}\right) \tag{6.2}
\end{equation*}
$$

The function $\operatorname{tr}(\cdot)^{2}$ is convex and continuous, so for every Borel set $A \subset \Omega$ we have

$$
\begin{equation*}
\underline{\lim _{n \rightarrow \infty}} \int_{A} \operatorname{tr}\left(\nabla u_{n}(x)\right)^{2} d x \geq \int_{A} \operatorname{tr}(\nabla u(x))^{2} d x \tag{6.3}
\end{equation*}
$$

Using (6.2) and (6.3) we find for almost all $x \in \Omega$ and $\rho>0$

$$
\varepsilon+\frac{1}{\left|B_{\rho}(x)\right|} \int_{B_{\rho}(x)} \operatorname{det}(\nabla u(y)) d y \geq \frac{1}{\left|B_{\rho}(x)\right|} \int_{B_{\rho}(x)} \operatorname{tr}(\nabla u(y))^{2} d y
$$

then by passing to the limit $\rho \rightarrow 0$ we obtain $\nabla u(\cdot) \in \overline{S_{\varepsilon}}$ a.e. in $\Omega$. By (ii) we have $t \nabla u(\cdot) \in S_{\varepsilon}$ a.e. in $\Omega$ for all $t \in[0,1[$.
The properties (i) and (iv) are immediate.
Proof of (ii), Let $t \in\left[0,1\left[\right.\right.$ and $\xi \in \overline{S_{\varepsilon}}$. We have

$$
\operatorname{det}(t \xi)=t^{2} \operatorname{det}(\xi) \geq t^{2}\left(\operatorname{tr}(\xi)^{2}\right)-t^{2} \varepsilon>\operatorname{tr}(t \xi)^{2}-\varepsilon
$$

Proof of (iii). Consider

$$
\xi:=\left(\begin{array}{cc}
\sqrt{\frac{3}{2} \varepsilon} & -\sqrt{\varepsilon} \\
\sqrt{\varepsilon} & 0
\end{array}\right) \quad \text { and } \quad \zeta:=\left(\begin{array}{cc}
0 & \sqrt{\varepsilon} \\
-\sqrt{\varepsilon} & \sqrt{\frac{3}{2} \varepsilon}
\end{array}\right)
$$

It is easy to see that $\xi, \zeta \in S_{\varepsilon}$ and $\frac{1}{2} \xi+\frac{1}{2} \zeta \notin S_{\varepsilon}$.
Proof of (v). We have to show that $t \xi+(1-t) \zeta \in S_{\varepsilon}$ for all $\left.t \in\right] 0,1[$ whenever $\xi, \zeta \in S_{\varepsilon}$ satisfy $\operatorname{rk}(\xi-\zeta) \leq 1$. Property $(\mathrm{v})$ follows by using the fact that $\operatorname{det}(\cdot)$ is quasiaffine (see [Dac08, Example 5.21(i), p. 179]) and $\operatorname{tr}(\cdot)^{2}$ is convex.
6.2. Relaxation of multiple integrals with star-shaped constraints. Let $L: \mathbb{M}^{m \times d} \rightarrow[0, \infty[$ be a quasiconvex (in the sense of Morrey) integrand with $p$-polynomial growth, i.e., $L$ satisfies

$$
\begin{aligned}
& \left(\mathrm{H}_{1}^{\prime}\right) L(\xi)=\inf \left\{\int_{] 0,1\left[^{d}\right.} L(\xi+\nabla u(x)) d x: u \in W_{0}^{1, \infty}(] 0,1\left[d ; \mathbb{R}^{m}\right)\right\} \quad \text { for all } \xi \in \\
& \\
& \quad \mathbb{M}^{m \times d} ;
\end{aligned}
$$

$\left(\mathrm{H}_{2}^{\prime}\right)$ There exist $c, C>0$ such that $c|\xi|^{p} \leq L(\xi) \leq C\left(1+|\xi|^{p}\right)$ for all $\xi \in \mathbb{M}^{m \times d}$.

Define the integral functional $F: W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ by

$$
F(u):=\left\{\begin{array}{cl}
\int_{\Omega} L(\nabla u(x)) d x & \text { if } \nabla u(x) \in S \text { a.e. in } \Omega \\
\infty & \text { otherwise. }
\end{array}\right.
$$

Our goal here is to give a representation of the lower semicontinuous envelope $F$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ endowed with the strong topology of $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$ :

$$
\bar{F}(u):=\inf \left\{\underline{\lim _{n \rightarrow \infty}} F\left(u_{n}\right): W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \ni u_{n} \xrightarrow{L^{p}} u\right\} .
$$

If $J: W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ is defined by

$$
J(u):=\int_{\Omega} L(\nabla u(x)) d x .
$$

then for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$

$$
F(u)=J(u)+\chi_{D}(u),
$$

where $D$ is given by (6.1).
Lemma 6.2. If $L$ satisfies $\left(\mathrm{H}_{1}^{\prime}\right)$ and $\left(\mathrm{H}_{2}^{\prime}\right)$ then $J$ is ru-usc in $D$ relative to 0 .
Proof. Since $L$ satisfies $\left(\mathrm{H}_{1}^{\prime}\right)$ and $\left(\mathrm{H}_{2}^{\prime}\right)$ we have for some $C^{\prime}>0$

$$
\begin{equation*}
|L(\xi)-L(\zeta)| \leq C^{\prime}|\xi-\zeta|\left(1+|\xi|^{p-1}+|\zeta|^{p-1}\right) \tag{6.4}
\end{equation*}
$$

for all $\xi, \zeta \in \mathbb{M}^{m \times d}$ (see for instance Dac08, Proposition 2.32, p. 51]). For every $u \in D$ and every $t \in[0,1[$

$$
\begin{aligned}
|J(t u)-J(u)| & \leq \int_{\Omega} 2 C^{\prime}(1-t)|\nabla u(x)|\left(1+|\nabla u(x)|^{p-1}\right) d x \\
& \leq 4 C^{\prime}(1-t) \int_{\Omega} 1+|\nabla u(x)|^{p} d x \\
& \leq 4 C^{\prime}(1-t) \int_{\Omega} 1+\frac{1}{c} L(\nabla u(x)) d x \\
& \leq 4 C^{\prime} \max \left\{1, \frac{1}{c}\right\}(1-t)(|\Omega|+J(u))
\end{aligned}
$$

Then $\Delta_{J, D, 0}^{|\Omega|}(t) \leq 4 C^{\prime} \max \left\{1, \frac{1}{c}\right\}(1-t)$, the proof is complete by letting $t \rightarrow 1$.
Theorem 6.1. If $S$ satisfies $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$, and if $L$ satisfies $\left(\mathrm{H}_{1}^{\prime}\right)$ and $\left(\mathrm{H}_{2}^{\prime}\right)$, then for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$

$$
\begin{equation*}
\bar{F}(u)=J(u)+\chi_{\bar{D}^{s w}}(u) . \tag{6.5}
\end{equation*}
$$

Proof. The sequential relaxation of a functional $\Phi: W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \rightarrow[0, \infty]$ with respect to the weak convergence in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ is given by

$$
\bar{\Phi}^{s w}(u):=\inf \left\{\underline{\lim _{n \rightarrow \infty}} \Phi\left(u_{n}\right): W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \ni u_{n} \rightharpoonup u\right\}
$$

Note that $\bar{F}=\bar{F}^{s w}$ since the coercivity condition $\left(\mathrm{H}_{2}^{\prime}\right)$. So, it suffices to show that

$$
\bar{F}^{s w}(u)=J(u)+\chi_{\bar{D}^{s w}}(u) .
$$

We have $\bar{J}^{s w}=J$ since $\left(\mathrm{H}_{1}^{\prime}\right)$ and $\left(\mathrm{H}_{2}^{\prime}\right)$ (see for instance AF84). Then it holds
$\overline{J+\chi}^{s w}=J$ on $D$, indeed we have

$$
J=\bar{J}^{s w} \leq{\overline{J+\chi_{D}}}{ }^{w} \leq J+\chi_{D}
$$

Using Lemma 6.2 and Lemma 6.1 we obtain by Theorem 3.1

$$
\bar{F}^{s w}=\widehat{J}_{0}+\chi_{\bar{D}^{s w}} \quad \text { with } \quad \widehat{J}_{0}(u)=\lim _{t \uparrow 1} J(t u)
$$

It remains to prove that $\widehat{J}_{0}=J$ on $\bar{D}^{s w} \backslash D$ since $\bar{F}^{s w}={\overline{J+\chi_{D}}}^{s w}=J$ on $D$. Fix $u \in \bar{D}^{s w} \backslash D$. Using the polynomial growth ( $\left.\mathrm{H}_{2}^{\prime}\right)$ we have for almost all $x \in \Omega$

$$
\sup _{t \in[0,1[ } L(t \nabla u(x)) \leq C\left(1+\|\nabla u(x)\|^{p}\right)
$$

The integrand $L$ is continuous since (6.4). We may apply the dominated convergence theorem to obtain

$$
\widehat{J}_{0}(u)=\lim _{t \uparrow 1} J(t u)=\int_{\Omega} \lim _{t \uparrow 1} L(t \nabla u(x)) d x=J(u)
$$

The proof is complete.
Remark 6.1. The equality (6.5), which can be rewritten as

$$
\begin{equation*}
\overline{J+\chi_{D}}=J+\chi_{\bar{D}^{s w}} \tag{6.6}
\end{equation*}
$$

looks natural since $J$ is of " $p$-polynomial growth" (and lsc with respect to the strong topology in $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$ ) and since the star-shaped property (of the constraints) can be seen as a kind of "regularity" on the constraints. An interesting further extension is to study whether similar equality holds when we replace the lsc envelope by a $\Gamma$-limit procedure and $J$ by a sequence of funtionals $\left\{J_{n}\right\}_{n}$ (for an interesting discussion about constrained problems see [DG79, p. 499]).
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