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Abstract

We provide a framework which encompasses a large family of conforming and nonconforming
numerical schemes, for the approximation of the steady state incompressible Stokes equations with
homogeneous Dirichlet’s boundary conditions. Three examples (Taylor-Hood, extended MAC and
Crouzeix-Raviart schemes) are shown to enter into this framework. The convergence of the scheme is
proved by compactness arguments, thanks to estimates on the discrete solution that allow to prove
the weak convergence to the unique continuous solution of the problem. Then strong convergence
results are obtained thanks to the limit problem. An error estimate result is provided, applying on
solutions with low regularity.

1 Incompressible steady Stokes problem
We consider the incompressible steady Stokes problem:

nu—Au+Vp =f inQ
divi =0 inQ (1)
u =0 ond

where u represents the velocity field and p the pressure, under the following hypotheses (called
Hypotheses H in the following): € an open bounded Lipschitz domain of R? with d = 2 or 3,
f € L*(Q)%nd n € [0, +00).
Definition 1.1

Under Hypotheses (H), denoting, for (f(ihx(i))i:lwﬂd with €V x®D e R, by & : x = Z?Zl €.
@, (w, D) is called a weak solution to (1) if

e Hy()Y, e L3(Q) where Li(Q) = {q € LQ(Q),/ gdz = 0},
Q
n/ﬂ-@der/ Vﬂ:Vﬁdx—/ﬁdivﬁdx:/fﬁd:c, Vo € Hy(Q)7, (2)
Q Q Q Q
div(z) =0 a.e. in Q.

Theorem 1.1 (Existence and uniqueness [10]) Under Hypotheses (H), there ezists one and only
one weak solution (w,p) to Problem (1) in the sense of Definition 1.1.

The aim of this paper is to provide a theoretical framework which includes several useful schemes
for the Stokes (and the Navier-Stokes) problems. This framework is given in Section 2, as an extension
of the notion of gradient schemes provided for scalar elliptic problems [3, 4, 5, 7, 6]. Among the
schemes which are included in this framework, we briefly present in Section 3 the Taylor-Hood scheme,
an extended version [1] of the Marker-And-Cell (MAC) scheme [8, 9, 11] and the Crouzeix-Raviart
scheme [2] (these three schemes are useful in many industrial applications). In Section 4, we provide
the convergence result for this general framework, followed by an error estimate result, also providing
a proof for the convergence of the general scheme, but needing slightly more regularity than the
convergence result.
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2 Gradient scheme

Definition 2.1 (Gradient Discretisation for the Stokes problem) A gradient discretisation D
for the Stokes problem with homogeneous Dirichlet’s boundary conditions, is defined by D = (Xp,0,11p, Vb, YD, xD,divp),
with:

1. Xp,o is a vector space on R with finite dimension.

2. Yp is a vector space on R with finite dimension.

3. The linear mapping IlIp : Xpo — ? (Q)d is the reconstruction of the approximate velocity
field.
4. The linear mapping xp : Yp — L*(Q) is the reconstruction of the approzimate pressure,

and must be chosen such that ||xp - ||L2(q) is a norm on Yp. We then denote Ypo = {q €
Yp, [o xpgdz = 0}.

5. The linear mapping Vp : Xpo — LQ(Q)dXd s the discrete gradient operator. It must be
chosen such that || - ||p := Vb - || 12(q)axa is a norm on Xpo.

6. The linear mapping divp : Xp,o — L*(Q) is the discrete divergence operator.

Remark 2.1 (Boundary conditions) The definition of || - ||p depends on the considered boundary
conditions. Here for simplicity we only consider homogeneous Dirichlet’s boundary conditions (leading
to the notation Xp o) but other can easily be addressed.

Definition 2.2 (Coercivity) Let D be a discretisation in the sense of definition 2.1. Let Cp and
Bp be defined by

Cp = max Hpvllrz0) + .
v

di
vEXp o,llvlip=1 1H IVDU||L2(Q)7

Xp,o,llvlip=

Bp = min{ max / xpq divpv dz, q € Ypo such that || xpq|p2(q) = 1}
vEXp,o,llvlip=1Jq
A sequence (Dm)men of gradient discretisation is said to be coercive if there exist Cp € Ry such
that Cp,, < Cp (discrete Poincaré inequality and control of discrete divergence) and if there exists
B € (0,+00) such that Bp,, > B (discrete LBB condition), for all m € N.

Definition 2.3 (Consistency) Let D be a gradient discretisation in the sense of definition 2.1, and
let Ip + HY(Q)% — Xpo, Sp : Hi ()% — [0,400), Ip : L3(Q) — Ypo and Sp : LE(Q) — [0, +00)
be defined by

Yo € Hi(Q)?, Yo € Xpo,

Ep(v,¢) = IUpv — ¢l 120y + VDV — Vol 12(0yixd + [|divpy — divel| L2(q),

Vo € Hy (), In(p) = argmin Ep (v, ¢), Sn() = En(In(9), ),

vEXp,o

and 5 . .
vy e Lj(Q), Ip(¥) = afg;nin Ixpz = YllL2), Sp(¥) = lIxpIp(¥) — YllL2(q)-

2€YDp,o
A sequence (Dm)men of gradient discretisation is said to be consistent if, for all ¢ € HE(Q)?, Sp,,, (¢)
tends to 0 when m — oo and for all ¢ € LE(Q), Sp,, (1) tends to 0 as m — oo.

Definition 2.4 (Limit-conformity) Let D be a gradient discretisation in the sense of definition
2.1, and let Wp : Hain () — [0, +00) and Wp : H'(Q) — [0,400) be respectively defined by

Vi € Hai (), Wp(p) = ex,ax, (/Q (Vpv: o +1Ilpv - dive) dx) ;

o € HY(Q), W (w) = ( /Q (Mo - Vb + o diva)dx) .

max
vEXp o,llvlp=1

A sequence (Dm)men of gradient discretisation is said to be limit-conforming if, for all ¢ €

Haiv ()%, W, (¢) tends to 0 when m — oo and if, for all ¢ € H' (), Wb, () tends to O as
m — oo.



Under Hypotheses (H), let D be a gradient discretisation of € in the sense of definition 2.1. The
gradient scheme for the approximation of Problem (1) is given by

(u,p) c XD,() X YD,(), Yv € AXD,()7
n/ HDu~HDvd:r+/ Vou: VDvdx—/ XDP divadx:/f-HDvdzz,
Q Q Q Q (3)
divpuxpqg dez =0, VYq € Yp,o.
Q

3 Examples of gradient schemes for the Stokes problem

Conforming Taylor-Hood scheme

For this example, Xp o (resp. Yp) is the vector space of the degrees of freedom for the velocity
(resp. the pressure) in the Taylor-Hood element, IIp and xp are obtained through the finite element
basis functions, and we define the conforming operators Vp = V o IIp and divp = div o IIp (this
implies that Wp and WD are identically null).
The extended MAC scheme for non conforming meshes

This example is detailed in [1]. We consider 2D or 3D meshes of 2, which are such that all
internal faces have their normal vector parallel to one of the basis vector e of the space R?, for
some k =1,...,d (see an example at left part of Figure 1). Note that on the other hand, the external
faces need not be aligned with the axes: they are only assumed to be planar. Hence curved boundaries
may be meshed with such grids, by using local refinement close to the boundaries, such as in Figure
1. These meshes are used for the approximation of the pressure and of the divergence operator. Then
the gradient scheme is defined as follows.

1. Xp,o is the vector space on R of all families of normal velocities to all internal edges of the mesh
(see the left part of Figure 1).

2. Yp is the vector space on R of all families of values in the cells of the mesh.

3. The linear mapping Ilp : Xp,o — L?(Q)% is the reconstruction of the approximate velocity field,
defined as the piecewise constant value of each component of the velocity in the corresponding
Voronoi cells (the right part of Figure 1 presents the grid for the horizontal velocity).

4. The linear mapping xp : Yp — L? () is the piecewise constant reconstruction of the approx-
imate pressure in the pressure mesh.

5. The linear mapping Vp : Xpo — L? (Q)dXd is the discrete gradient operator, obtained as
the gradient of the P! reconstruction of each component of the velocity in the corresponding
triangular grid (the medium part of Figure 1 shows this triangular grid for the horizontal velocity,
joining the barycenters of the vertical edges of the pressure grid).

6. The linear mapping divp : Xp,o — L2(Q) is the discrete divergence operator, simply computed
as the piecewise constant value in the cells of the pressure grid obtained through the balance of
the normal velocities integrated over the faces of the mesh.

The Crouzeix-Raviart scheme
We consider 2D or 3D simplicial meshes of Q (triangles in 2D, tetrahedra in 3D). Then the
Crouzeix-Raviart scheme [2] can be defined as a gradient scheme by the following way:

1. Xp,o is the vector space on R of all families of vectors of R? at the center of all internal faces
of the mesh.

2. Yp is the vector space on R of all families of values in the simplices.

3. The linear mapping Ilp : Xpo — L?(Q)? is the nonconforming piecewise affine reconstruction
of each component of the velocity.

4. The linear mapping xp : Yp — L? () is the piecewise constant reconstruction in the simplices.

5. The linear mapping Vp : Xp,o — L?(2)?*? is the so-called “broken gradient” of the velocity,
defined as the piecewise constant field of the gradient of the affine components of the velocity
in all the simplices.
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Figure 1: Left: pressure grid. Middle: Zoom on the top right triangular velocity grid, used for the
gradient reconstruction of the horizontal velocity (pressure grid recalled by discontinuous lines). Right:
Voronoi cells used for the velocity reconstruction.

6. The linear mapping divp : Xp,o — L2(Q) is the discrete divergence operator, simply computed
as the piecewise constant value in the cells of the pressure grid obtained through the balance of
the normal velocities integrated over the faces of the mesh.

4 Convergence results

Lemma 4.1 (Estimates) Under Hypotheses (H), Let D a gradient discretisation of Q in the sense
of definition 2.1 such that fp > 0 (see Definition 2.2). Let (u,p) be a solution of (3). Then, there
ezists C1 > 0, only depending on 0, et d, n, and any C > Cp + % such that:

lullp < CillfllL2@)a and [[xppll2(0) < CillfllL2@)a- (4)
As an immediate consequence, there exists one and only one (u,p), solution to (3).

Proof. One first set v = w in (3). This immediately provides the left part of (4), thanks to the
Cauchy-Schwarz inequality and to Definition 2.2. Then one selects some v € Xp o such that ||v|]|p =1
and Bpllxpplr2) < [, xpp divpv dz. Choosing this v in (3) leads to the right part of (4). The
existence and uniqueness of (u, p) results from the fact that it is the solution of a square linear system,
with kernel reduced to (0,0). O

Theorem 4.1 (Convergence of the scheme) Under Hypotheses (H), Let (u,p) the unique weak
solution of the incompressible steady Stokes problem (1) in the sense of definition 1.1 and let (D(’"))meN
be a sequence of gradient discretisation on ) in the sense of definition 2.1, which is consistent, limit-
conforming and coercive in the sense of the above definitions. Let (um,pm) be the unique solution of
the scheme (3) for D = Dy,. Then, as m — oo,

® 11 (m)um converges to @ in L? (Q)d,

o YV p(m)Um converges to Va in L*(Q)%*4,

® X pmyPm converges to B in L*(Q).

Proof. In the following proof, we use simplified notations for the integrals for shortness reasons, and
we replace all indices D™ by m, hence denoting by DM — (Xomy iy Vi, Yoy, Xm, divin ), and the
values provided by Definition 2.2 are denoted by C,, and B, > 8 > 0. We first observe that, thanks
to Lemma 4.1 and to the limit-conformity property, up to a subsequence, there exists & € H¢ (Q)d
and p € L3(Q) such that weak convergence properties hold for the discrete reconstructions of the
approximate velocity, its approximate gradient, its approximate divergence, and the approximate
pressure. Then, for any test function 7 € Hj ()%, we set in (3) v = L,¥ and q = I,,,(diva) (we have
diva € L3(Q) since Jodivi = [, % -n = 0, see Definition 2.4). Then we pass to the limit m — oo



in the scheme. We get, by weak/strong convergence, that [,(divz)> = 0 and that (2) holds. This
proves that (u,D) is the unique weak solution of the incompressible steady Stokes problem (1). The
uniqueness of the limit shows that the whole sequence converges.

Passing to the limit in the scheme with v = wu,, shows the convergence of the norm of the discrete
velocity gradient Vo, u.,, to its continuous counterpart Vw. This shows the strong convergence of
the gradient. The coercivity property and interpolation of the limit shows that the reconstruction of
the velocity Il,,u.m, is strongly convergent. Let us now turn to the convergence of the approximate
pressure in L?(Q2). We select v, € X, such that ||[vm]| pem) = 1 and

Bl (T — pon) |2y < / X (F — P )i .
Q

Letting v = v, in the scheme, we get

n/ 1L tm - v, +/ Vmtm : ViUm — / XmPm divyUm = / [ pvm,.
Q Q Q Q

Combining the two above relations and using the triangle inequality, we deduce
1D~ Xonl 2@ < BllxnTond = Bl + [ £+ Thnvn+ [ T v,
Q Q

777/ tm - mvm — [ Vitm © ViU,

Q Q

Up to the extraction of a subsequence, we may assume that there exists 7 € H} (Q)d such that the
following weak convergences hold in L?: I, vm to U, Vimvm to Vo and div,vm to divo. Using the
(already proved) strong convergence properties for the velocity, we may now pass to the limit m — oo,
since all integrals involve weak/strong convergence properties. We get

Blimsup [P — xmpm|l 2(0) S/f~§+/]3div5—n/ﬁ~ﬁ—/VH:VE.
m— oo O Q Q Q

It now suffices to use the fact that we already proved that (u,p) is a weak solution to the Stokes
equation. We then get that the right hand side of the previous inequality vanishes, which shows the
convergence in L? for this subsequence. Using a standard uniqueness argument, we deduce that the
whole sequence converges. [

The following error estimate needs more regularity hypotheses than that which have been done
for the above convergence theorem.

Theorem 4.2 Under Hypotheses (H), Let (u,p) be the unique solution of the incompressible steady
Stokes problem (1) in the sense of definition 1.1 such that b € H'(Q) (which implies that Vu €
Hdiv(Q)d). Let D be a gradient discretisation on Q in the sense of definition 2.1 such that Sp > 0
(see Definition 2.2). Let (u,p) € Vp be the unique solution of the scheme (3). Then there exists Ce,

which increasingly depends on only n, Cp and %, such that there holds

@~ Tpullp + IIp = xopllz2) < Ce (Wo(Va) + Wo(B) + So(@) + So(p))

Proof. Under the hypotheses of the theorem, since —Aw = —div(Vu) = f — Vp — nu a.e., we get
that Vi € Haiv(Q)?. Using this expression in Wp (V) and using (3), we can write, for any v € Xp o,

/ (n(ﬂ —Ilpup) - Upv+ (Vu — Vpup) : Vpv + (xppp divpv+ Vp- HDU))dx
Q
< Wp(Va)l|v|p.
Then, introducing the expression of Wp (p), we get
/ (n(ﬂ— Ilpup) - Mpv + (Vu— Vpup) : Vpv + (Xxppp — D) diva)dx
Q

< (Wn(Va) + Wo(®))|v]p-



We now use the values Ipu and Tpﬁ introduced in Definition 2.3, and we denote by ep(u,p) =
Wp(Vu) + Wp(p) + Sp(u) + Sp(p). We can then write

/ (n(MpIpw —pup)-Mpv+ (Vplpu — Vpup) : Vpv)dz
Q

+/ (xopp — xpIpP) divov < (1+n)ep (@, P)||v]|p- (5)
Q

Thanks to Definition 2.2, let us now take v € Xp o such that ||v||p =1 and

(/XD@D—Em>mwwdeBMWD@D—Emmwmy
Q

We then get, from (5), and using Definition 2.2,

1+nCp
Bp

1+ L
D"eD@Mp>+

Ixo (o — IpD)ll 20y < l1p% — up|lp. (6)

Now setting v = Ip% — up in (5) and using fQ divpup xpq = 0 for all ¢ € Yp, we can write

[ Ipw — ’U,DHQD —|—/ xp(pp — Tpﬁ) divpIpu dz < (1 +n)ep(w,p)||IpT — uplp,
Q

which implies

11p% — up||p < (1 +0)epn (@ B)11p% — up|lp + Sp(@)|Ix0Pp — I0D) |l 12(0)-

Thanks to (6) and to the inequality ab < %aZ + %b27 the above inequality yields the existence of C1,
increasing function of 1/8p, Cp and 7, such that ||Ipu —up||p < Ciep(u,p). The conclusion follows,

thanks to the definitions of Ipu and INDﬁ, to Definition 2.2, to the triangle inequality and to the use

of (6). O
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