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Improving end-to-end QoE via close
cooperation between applications and ISPs

Bertrand Mathieu, Selim Ellouze, Nico Schwan, Dasidffin, Eleni Mykoniati, Toufik Ahmed, Oriol
Ribera Prats

Abstract—n recent years there has been a trend for more use
participation in Internet-based services leading taan explosion
of user-generated, tailored and reviewed content ah social
networking-based applications. The next generation of
applications will continue this trend and be more mteractive
and distributed, putting the users at the centre ofa massively
multi-participant communications environment. Furthermore,
future networked media environments will be high-quality,
multi-sensory, multi-viewpoint and multi-streamed, relying on
HD and 3D video. These applications will place ungcedented
demands on networks for high capacity, low-latency,and
low-loss communication paths between unpredictableand
arbitrarily large meshes of network endpoints. It would require
operators to upgrade the capacity of their infrastucture by
several orders of magnitude to ensure end-to-end glity of
service. Instead, we advocate the development oftefligent
cross-layer techniques that, on the one hand, wilinobilise
network and user resources to provide network capaty where
it is needed, and, on the other hand, will ensurehat the
applications adapt themselves and the content theyre
conveying to available network resources, consideny core
network capacity as well as the heterogeneity of eess network
and end-device capabilities. This paper presents architecture
that enables this level of cooperation between thapplication
providers, the users and the communications netwogk so that
the QOoE of the application should be improved andhe network
traffic optimised.

Index Terms— cooperation, ISP, overlay, media
applications, P2P, network services.
. INTRODUCTION

In recent years there has been a trend for more use
participation in Internet-based applications. Thieas been
an explosion of user-generated, tailored and rexiew
content, while social networking is beginning tmlexe
traditional communications technologies such asileamal
websites. Typical examples of popular applicatithra only
exist for and because of significant user partibjraare
Facebook, YouTube, Flickr, Digg, eBay, Second lafed
Wikipedia. However, even though content is beirgated,
modified and consumed by a large number of patitip,
almost all of these applications still rely on s/
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adequately dimensioned and carefully positioneddsyice
providers in large data centres at strategic looatiacross
the Internet to ensure an adequate Quality of Espee for
their users. These deployments require significesistment

to maintain; they cannot expand beyond the selected
locations and have limited flexibility to adapt ¢emand
variations over time.

The next generation of applications will continbe trend
of user-centricity where users are not just seezbasumers
of a product or service but are active participamnfgoviding
it. They will be more interactive and distributguitting the
users at the centre of a massively multi-partidipan
communications environment where they can intefact
real-time with other users and provider resourttepyovide
and access a seamless mixture of live, archived and
background material. Furthermore, future networkestlia
environments will be high-quality, multi-sensory,
multi-viewpoint and multi-streamed, relying on HBda3D
video. These applications will place unprecededitdands
on networks for high capacity, low-latency, and lloss
communication paths between unpredictable andraribjt
large meshes of network endpoints, distributed radtotine
entire globe, putting additional pressure for udlcapacity
in access networks.

If the entire burden of supporting high volumed$i&i/3D
multi-media streams is pushed to the ISPs with lhigh
concurrent unicast flows this would require operatto
upgrade the capacity of their infrastructure byesalorders
of magnitude to ensure end-to-end quality of serbietween
arbitrary end points.

Rather than simply throwing bandwidth at the prablere
advocate the development of intelligent cross-layer
techniques that, on the one hand, will mobilisewoét and
user resources to provide network capacity wherés it
needed, and, on the other hand, will ensure that th
applications adapt themselves and the content trey
conveying to available network resources, consigecore
network capacity as well as the heterogeneity afess
network and end-device capabilities. Meeting these
challenges requires a previously unseen amount of
cooperation between application providers, userd the
communications networks that will transport the leygpion
data. This paper presents an architecture thatleshahis
level of cooperation between the actors and eldabs@n the
related interactions.

Sectionll presents some example applications to illustrate
the benefits of collaboration between the applicatiand the
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network. Sectiomll presents the big picture of our approach.
SectionlV elaborates on the cross-layer interactions. The
functional architecture which captures the highelev
building blocks of our system is detailed in Settid.
Section VI of this paper describes research and
standardisation initiatives related to our approd&éhally, a
summary of the paper and a discussion of futurekvier
presented in Sectiowill.

Il.  EXAMPLE APPLICATIONS

We present the following examples to illustratettpe of
advanced services that can benefit from
cooperation with underlying ISPs. Their featureslude
low-latency and high capacity content dissemination
manipulation of distributed and streaming conteichsas the
interpolation of multiple audio-visual streams frafifferent
viewpoints; exchange of live, multi-sensory and teatual
information between participants; and the discovang
navigation of distributed content, information arsérs. The
common denominator being the collaborative producti
processing and consumption of a mixture of livehared
and background high quality media from multiple rees
with demands than can outstrip the capabilitiesthef
underlying networks unless the applications adapt
themselves and content is tailored to meet netwagacity
and performance constraints, and/or specific nétwor
services such as multicast or in-network cachiodifies are
provisioned to support their efficient distribution

One example of such an application is the multiwpieint
coverage of sporting events as a bicycle raceligelour de
France (figure 1). In this scenario numerous fiaad mobile
sources, such as professional media organisati@tkside
spectators as well as the cyclists themselves eaergte live
audio-visual streams. As each stream shows a gpeigfv
of a potentially different subject, a potentialarge number
of streams with overlapping content are generated.
Consumers of this content, who may be distributedird
the globe using various fixed and mobile end-desjia@an
tailor their viewing experience by selecting fromamg
streams according to their preference, or navigateveen
streams in real-time to zoom or pan around or tmo
particular cyclists. The popularity of individuareams is
difficult to predict and may change rapidly, themef the
creation and adaptation of efficient distributiorees or
meshes to transmit the content to interested $atseos at the
required quality levels presents problems thatreareasily
be solved by individual ISPs or the application rtaag in
isolation. ISPs are unaware of the popularity afatyically
changing content sources, the locations of thewuoass of
that content or the heterogeneous end-terminabdiites in
remote networks. From the ISPs’ perspective théicgijpns
are simply generating large quantities of traffietvbeen
unpredictable locations. On the other hand apjdindbgic
can track and match content sources and consuiets,
efficient distribution overlays can only be builtithv
knowledge of underlying network capabilities sa tteching
and adaptation functions, for example, can be pladeere
they are required and are most effective, or ad@nc

increased

network services such as regional multicast distidim can
be invoked where most needed to relieve congestiah
improve the Quality of Experience (QoE) for thensse

'Figu're 1: Bicycle use-case

A second example is a virtual meeting such as sigDal
conference, where a large number of participants,
represented by virtual avatars, can meet and colicaternvia
voice, avatar gestures as well as share additrondimedia
data such as live video, 3D models, text and ptatien
slides (figure 2). Participants can move arourel tintual
meeting space, attend presentations, establisiaspgerest
discussion groups, socialise in coffee breaks, Etacking
the participants and managing their interests and
participation in various activities is the respduilgy of the
application overlay only, however the distributimincontent
to various groups of users is something that benbfi the
cooperation with the underlying networks. Userthismsame
virtual meeting room with a similar point of viewed access
to similar data, such as static background matesatell as
dynamically changing objects that need to synclsexhi
between many consumers. The efficiency of the systan
therefore be greatly improved by organising therlayewith
regards to the position of content within the \attspace and
making use of ISP-provided network services such as
localised in-network content caching or multicastr f
distributing state changes of common objects touced
latency in live updates, reduce network load aretetore
costs.

Figure 2: 3D virtual conference
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It can be seen that both of the above examplesdcoul
generate huge amounts of data to be transmittesg:t® of
receivers that range from small groups to many reatslor
even millions of consumers, with some specific ta@ists of
qguality levels such as maximum latency. Our progdose
solution of increased cooperation between ISPs thed
overlays will assist in exchanging rich informatibetween
the application and the network so that the overlzan be
organised efficiently and can adapt to network trairgs (by
avoiding high cost or highly congested areas, aptidg the
quality of the streams to match available netwapgacity);
or by enabling specific network services such asticast
distribution or caching to be invoked in areas ehskly
populated receivers.

Ill.  OVERALL APPROACH

Because applications will be more participatory and
interactive, today’s model of centralised or regied servers
in large data centres is likely to be replaced blyighly
distributed model where processes run in user ewgrip and
interwork with one another in an overlay layer arah be
enhanced via the invocation of network services. olir
approach, we advocate a close and strong cooperatio
between ISPs and overlay applications for an opénhi
delivery of content to end-users.
This cooperation is achieved via the comprehensive,
media-aware and opeBNVISIONinterface which bridges
the gap between ISPs and application overlays sl at:
* increasing the degree of cooperation betweendhgork
layer and the applications through mutual exchaonfe
information;
» optimising application overlay networks with resp to
the capabilities of the underlying networks and the
participant end users;
» providing the means by which service providers ca
request the activation of specialised network sessior
resources to achieve efficient distribution of Ihygh
demanding content streams;

¢ enabling dynamic adaptation of the content totrties
abilities of the underlying networks and user reguients.

content producers & consumers, transcoding gateways, NAT gateways, caches,
storage & processing power servers, upload bandwidth multipliers,
application & overlay control coordinators, ete.
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Figure 3: Overview of the system and its relationship
with users, ISPs and overlays applications

The overall picture of the network system is ilfagd in
figure 3 which in particular highlights the ENVISND
interface in blue. Further we can see the ovenplieation
network on top of the Internet, consisting of nodesvided
by one or more Service Provider (SP), the usemnsbb/es
and, optionally, nodes of the ISPs. There will kpasate
overlay instances for each application. The differe
applications may be more or less dependent on 88snét
one extreme, there might be the SP acting simptha®2P
software that is run by the users.

From now on this section focuses on the overlaglle
while the network-level will be described in seatitV via
the cross-layer interactions.

Given that the applications are global in coverays]
require end-to-end traffic optimisation involvinguliple
hops in different networks, it is necessary to exdll
information from many underlying networks, via the
ENVISION interface. Since data from one network may
conflict with that provided by another or the qugnand
quality of the information may differ from ISP t&P, the
harmonisation of the information gleaned from tB$ is
required in the overlay. The overlay could alsoraggte the
information collected from different ISPs, with atitthal
data collected by measurements of the overlayf itsethe
global optimisation of the application. The use thfs
information will benefit algorithms that are needéat
optimising the distribution of the content. Thedgoathms
determine which application resources need to belved,
how to best interconnect the participants and itiste the
load and the content to achieve the best QoE gikien
available resources.

Also content adaption services will profit from the
cooperation. Until now digital coding and encodsygtems
have been designed following the client/server gigra but
now applications will have to deal with the facatttontent
may come from several sources and terminal dewicts
different capabilities, residing in networks th#feo different
service levels. Applications need to adapt andcsétpiality
layers" with a brand new set of constraints and
circumstances. Pre-adaptation of content usingineffl
pre-generation strategies on the subset of the puystlar
content is inefficient and cannot meet the contirslp
increasing number of users’ changing interest
heterogeneous terminals capabilities. For the sscad
future networked media the adaptation of contenth®
capabilities of the core and access networks,desdces and
user preferences is one of the targeted objectiVés.
cooperation between the ISPs and the content dttapta
services provided within ENVISION enables dynamic,
distributed and on-the-fly content adaptation.

Content adaptation, therefore, has two dimensions:
personalising and tailoring the content for the jsciive
viewpoint of the user(s); and encoding content ftegible
way to match the capabilities of the network
(application-layer overlay as well as the ISP’sela$
network). The latter could also allow the uploagamity of
participants, especially those that act as comstaumtces, to be

and
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boosted by making use of parallel connections acsesgeral
available access networks.

A set of comprehensive application metadata isiredu
for characterising: (1) end-users, including pegason
information such as name, location, content accigbds,
user preferences in terms of content type, quadty,; (2)
device capabilities such as class, network integfacodec
facility, power/CPU requirements, display capapilit
adaptation, caching facilities, etc.; (3) contesuch as the
type, characteristic, angle of view, encoding, cett.

Adaptation is achieved through mechanisms which
dynamically adjust the content via the use of dual@ideo
coding, video layer coding, or adaptive streamibging
performed at source, end-user side or by internediades
as appropriate to match the requirements of thefsesers
receiving the content while adhering to networkatafities
and restrictions such as congested access links.

In order to evaluate the benefit the cooperatiotédh the
overlay and the ISP, we are investigating modetgurang
the utility-maximising behaviour of overlay applicms and
the profit-maximising behaviour of ISPs, exploririge
resulting Nash equilibriums. This study aims atvomg our
approach of cooperation, removing tensions betwtben
preferences of the overlay and the ISP, such ttieenave
been analysed from a game-theoretical perspedtjve [

IV. CROSSLAYER INTERACTIONS

The cross-layer interactions we propose will helfuife
applications to provide an adequate QoE by beinarewf
the underlying networks’ capabilities and limitatsoand by
being able to invoke the facilities and servicesvjited by
the underlying ISP networks in a dynamic and flexivay.
These networks also get information from the oyeslathat
they can optimise the traffic in their networks, biise
resources and adapt to the overlay applicationsntaally
transparently.

Towards this aim, the exchange of rich information
between the ISP and the applications is requirde. [EP
could inform the application about the capabilit@sits
network: details of access networks (type, linkadlities,
coverage, etc.), current network services statuailébility
of multicast groups, availability of caches, etis)well as on
other possible metrics (load of routers, bandwidtélay,
etc.). The application, in turn, could inform tt&M about its
traffic demand: information related to users (euger
location and estimated traffic matrix) or infornuatirelated
to content (quantity of sources, their bitrate, @@ coding,
etc.). This information exchanged between the appbtn
and the ISP might be more or less dynamic, might be
expressed in absolute or relative terms, and gotsef than
information reflecting the preferences and policidsthe
involved business entities as it is currently dedinn the
IETF ALTO [6] working group by also including inforation
on objectively measured properties of the applicasind the
network.

In addition to information exchange our approacabées
future networked media applications to make use of
advanced network services in a dynamic and flexitg to

achieve a cost-efficient delivery of high QoE fbeir users.
Examples of such network services include: (1) ivasting:
possibly with hybrid application layer and natiVerhulticast
since the applications will usually be spread oseveral
ISPs, or the use of high fan-out nodes, locat¢ldemetwork;
(2) caching: via the use of specialised nodes,igeaveither
by ISPs or third party entities, to optimise thdiwdey and
save bandwidth in the network; (3) bandwidth on dedn to
enable the delivery towards end-users over mulégleess
networks simultaneously, and provide bandwidth emand
over aggregated access networks; (4) dynamic Q@pinmgt
invocation and mapping of application QoS requineisie
network capabilities, end-users devices and actsrks;
(5) ads/text insertion: in order to offer addedueakervices
that might be monetised by network operators, (G)tent
adaptation: the presence of heterogeneous enddméres
and network infrastructures will require multiplergions of
the same resource that can be efficiently generasiuy
content adaptation. In our solution, the networkises can
be dynamically requested by overlay applicationsl an
instantiated by ISPs.

Overlay nodes are mobile and can potentially jdffiecent
networks, meaning that a static configuration ef #udress
and access details of the ENVISION interface ofrgle
access network is insufficient. Instead we adwotz use of
a dynamic protocol that allows nodes or their syates to
discover the right ENVISION interface with respéztheir
current location.

V. OVERALL FUNCTIONAL ARCHITECTURE

In this section, we describe the overall functional
architecture of our system (figure 4). As it isumdtional
architecture, we do not specify whether the bugditocks
are centralised or distributed or located on speniftwork
or service provider equipment or end-user devioes,we
give recommendations regarding their implementatoich
as co-locating functional blocks in the same serger
distributing them over many nodes. Rather, theitacture is
defined to identify the functionality required tohéeve the
necessary interaction between application overlaps
underlying ISPs and to identify the interfaces emteractions
required between the functional blocks to faciditat
cross-layer optimisation.

The underlying network is composed of several
Autonomous Systems (AS). A managing functionalityhie
network level is required in each ISP which is il to
cooperate by providing an ENVISION interface. A® th
aimed cooperation will allow layers to provide infaation
and invoke services reciprocally, appropriate sgcur
mechanisms for authentication, authorisation amgaating
facilities are needed. At the overlay level, thissided
cooperation requires a functionality that allowimation
sharing. New interactive media applications offgrimigh
QoE for their users require functions such as cunte
adaptation that could be provided by various it
including third party service providers. The intexés were
defined after studying the interactions betweensdhe
functionalities delimited into blocks in the ar@gture.
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Figure 4: ENVISION Functional Architecture

In the following paragraphs the roles and the fatags of
the individual blocks are described. From the tamrblocks
that have been identified, the lower blocks, named 10,
are the network part of our system (e.g. netwovklle
managed by ISPs), while the others blocks arecapterlay
level.

At both levels two blocks are assigned for AAA
(Authentication, Authorisation, and Accounting) pases.
Block 2, "AAA & Profile Management for Overlgyenables
authentication of users joining the overlay, ISBsperating
with the overlay and potentially third party seesc
providers. Block 7,AAA & Security Management for ISP
enables the authentication of overlays cooperatiitly the
ISP. Both blocks offer standard AAA functions, sua$
accounting facilities, access authorisation, peofil
management, with security mechanisms and can lessed
respectively by the blocks EENVSION Overlay Network
Administratiof and 9 ‘ENVISION ISP Network
Administration”.

At the network level, the block 8lSP Network & Services
Capabilities processes, stores and provides information
about the network such as the network descripttbe,
offered network services, the recommended routhng]SP
policies and preferences, the level of cooperatiith the
overlay, etc. Via the metadata interface M1, pdrthat
information can be given to the block 40verlay and
Network information exchangje

Block 10, 1SP Network Access and Services
Provisionef, manages the available network services, e.g.,
multicast, caches, ads insertion, etc. These s=vare
invoked by block 9 via the command interface C8ptimise
the data distribution to answer an overlay request
independently. Results are reported back to bloskch as
the execution feedback or the status of the sesvidser data
(data flows) passes via this block (data interféy for
being processed and distributed.

Block 9 is responsible for the overlay managemérthe
ISP domain (intra-ISP). Therefore it receives: (1)
information about the data distribution from blatkia M7;
(2) specific requests for further actions or specikrvice
mobilisation from block 5 via CO; (3) network infoation

from block 8; and (4) feedback about services et@cwand
network status from block 10. This information @piled
and its the optimisation algorithm is executedriten to: (1)
determine the appropriate actions to undertake ths
distribution context; (2) mobilise network resowscand
services if needed; (3) provide feedback and
recommendations to block 5; and (4) update the ortw
information within block 8 via M6.

At the overlay level, block 4 manages the inforomati
provided by the ISPs and the overlay. It allows dkerlay
accessing the information provided by ISPs viarfate C5,
and additionally it allows ISPs via interface M7 docess
information provided by the overlay and eventualty other
information shared between them. It contains deleted to
the distribution context; being data relative te thverlay
application (e.g., video codec, bit rate, numbesaiirces,
number of users, necessary services, etc.), relativ
information provided by the ISPs, via the interfate.

Block 6, “ENVISION Servicesmanages the availability
and execution of the services provided at the aydgvel,
e.g. content adaptation, caching or multi-view aggtion
(i.e. when multiple streams are retrieved and cosbiinto
one single stream and distributed again). Theseicesr
could be provided by the end-users or by thirdyparttities
and that can be added to the overlay swarm. Trerseass
are acknowledgeable to block 9 via interface M4 and
commanded via interface C4. The data to be prodemsd
distributed is received via D1.

At the upper level, block 3,Terminal Application and
Media Managementtepresents the end-users side and the
application related features. It implements funudidor: (1)
content generation, consumption, search, etc; 4% tlow
handling e.g. transmission, reception, synchroigisat(3)
providing information about the user (e.g. intergsbfile,
etc.) and the terminal via interface C2; and (4)vjiing
feedback about QoE to block 5 via interface M2.

Being the major block of the architecture, block 5,
“ENVISION Overlay Network Administratibis in charge
of managing the cross-domain application overlaty. |
therefore implements the overlay optimisation athars.
This block is aware of the complete content disiitm
context, i.e.: (1) content characteristics and essing
possibilities, e.g. adaptations; (2) end-user cdnte.g.
access network, terminal capabilities; (3) undedyi
network’s capacities and available services, e.glticast
and (4) available overlay services, e.g. multi-yview
transcoding, caching etc. Executing the overlaynapétion
algorithms based upon the content distribution exint
collected from the different blocks, block 9 sets &
distribution strategy by: (1) defining a distritati topology,
e.g. selecting appropriate set of peers, requeatimglticast
tree from an ISP, etc.; (2) defining the set ofcars that will
enhance the QoE, e.g. performing content adaptatianset
of end-users, activating a set of cache servers; )
defining appropriate actions to answer eventualuestp
made by underlying networks, e.g. reducing the detafor a
specified region under congestion risks; and (4yislg the
valuable information about the content distribut&irategy
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with underlying networks. Obviously some of thestians
are subject to security checks performed by blockia2
interface C1.

Finally block 1, ‘Administration Policies Management”,
is a configuration function defining and updatihg policies
for the overlay-ISPs cooperation and its execution
parameters allowing more flexibility for these ogtens

VI. RELATED WORK

Overlay applications are currently totally agnogtimm
the underlying network infrastructure and thus qerf
end-to-end measurements to gain some knowledgeo(d],
this is not in cooperation with the ISP and cardl¢a
undermine routing policies of ISPs [2][3]. To addhis,
several initiatives or research projects have heigated in
the last few years related to promote a cooperdteween
overlay applications and underlying networks.

The P4P initiative [5] and later the IETF ALTO warg
group [6] investigate how overlay networks and 1%Rs
cooperate to optimise traffic being generated byP P2
applications and transported over the ISP’s infuastire. In
their approach, the ISP is able to indicate prefeze which
peers should exchange data. Our solution is somedlated
to ALTO, however ALTO is of limited functionalityof
future media services. Therefore our system prapassuch
richer interface that will allow true cross-layeroperation,
both in terms of information exchange and via thesibility
for overlays to dynamically request ISP's netwanivies.

Some research work such as those investigated anfy
[8] aims at building a P2P framework or a delivptstform
for Live TV. In contrast to our approach they da consider
multi-view point applications, highly interactivepalications
between participants in the network, and also [@¢sdnot
deal with content adaptation.

Research work studied P2P support in the context of
massively multi-participant virtual environmenthkuas [9]
for games, [10] for virtual environments and [1b} 3D
streaming. Those applications are close to the wed®cus
on but in these solutions, the volume of the canterather
small compared to HD video from potentially a largenber
of sources we addressed by our approach. Also dgnam
activation of network services via the cooperati@tween
overlay and ISPs for improving the QOE is not takeio
consideration.

For the definition of interfaces between the ungded
network and the application or control level thdlwaown
IMS (IP Multimedia System) [12] designs an intedac
between the control entity and the network entiti&svever,
this interface is still closed and only usable gy kSPs. Also
the possible network services that might be dynalfgic
activated are limited. In another initiative, tharRy/OSA

framework has been created some years ago for the

telecommunications networks and telecom servicedl (c
control, call redirection, etc.), and has more négebeen
adapted for the Internet (Web services) with thdapa<
specification [13]. The objectives of this grouprevaimilar
as ours, however the defined interfaces dependhen t
network service to be activated, do not permite¢kehange

of dynamic information between the network and the
application (in the two directions) and the suppdrservices
were limited to more traditional telecoms applioat rather
than media applications we aim to support. Furtloeem
those two initiatives do not really address isfoesnassive
multi-participant distributed applications as wevision.

Finally, open interfaces are promoted by the OpanFI
initiative [14], but here the interface is rathedated to
network configurations or functions, and not toatton of
network services by overlay applications.

VIl. CONCLUSIONS& FUTURE WORK

In this paper, we have presented a new architecture
fostering cooperation between overlay applicatmd ISPs
for an optimised delivery of services to end-us@gerlay
algorithms are optimised thanks to information jded by
ISPs and the delivery QoE is further improved W& t
activation of network services, provided by ISPdheT
functional architecture and associated interfaces lheen
defined to support this level of cooperation betwee
applications and ISPs.

While the approach presented in this article hasnbe
developed to support interactive, multi-party, higtpacity
media applications such as those presented irpgeldtthe
architecture, the interface and the principles rofss-layer
cooperation can also benefit existing applicatiddsntent
Distribution Networks (CDNSs) providing Video on Dand,
for example, could have greater awareness of nktwor
capabilities and could also make use of other nétwo
services provided by the ENVISION interface, such a
capacity reservation for background distributiocafitent to
CDN nodes.

The ongoing work is focused on the internal funciiof
each block, including the development of overlay
optimisation algorithms, source selection algorghm
according to context information, dynamic activatiogic
for network services, such as multicast (and niSlEs
multicast) and caching/adaptation functions. Finall
evaluation through both simulation and testbed expmts
is planned.
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