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Abstract

In the literature on MCDM, many methods have been proposed in order to
sort alternatives evaluated on several attributes into ordered categories. Most
of them were proposed on an ad hoc basis. The purpose of this paper is to
contribute to a recent trend of research aiming at giving these methods sound
theoretical foundations. Using tools from conjoint measurement, we provide
an axiomatic analysis of the partitions of alternatives into two categories
that can be obtained using what we call “noncompensatory sorting models”.
These models have strong links with the pessimistic version of ELECTRE
TRI. Our analysis allows to pinpoint what appears to be the main distinctive
features of ELECTRE TRI when compared to other sorting methods. It also
gives hints on the various methods that have been proposed to assess the
parameters of ELECTRE TRI on the basis of assignment examples.

Keywords: Decision with multiple attributes, Sorting, Conjoint mea-
surement, Noncompensatory sorting methods, ELECTRE TRI.
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1 Introduction and motivation

MCDM has traditionally been concerned with decision situations in which the
objective is either to select an alternative from a set of alternatives evaluated
on several attributes or to rank order this set (see, e.g., Belton and Stewart,
2001; Bouyssou et al., 2000). In such situations, the usual practice is to build
a recommendation on the basis of a binary relation comparing alternatives
in terms of preference. In such an approach, the recommendation is based
on a relative evaluation model of the alternatives as given by the preference
relation. Since these techniques manipulate binary relations on product sets,
it should be no surprise that conjoint measurement (see Krantz et al., 1971;
Wakker, 1989) has proved to be quite a powerful tool to analyze and compare
them. It has also been an inspiring guide to many assessment techniques (see
Keeney and Raiffa, 1976; von Winterfeldt and Edwards, 1986).

The use of relative evaluation models is not always appropriate to build
meaningful recommendations. Indeed the “best” alternatives, while being
superior to all others, may well not be desirable. When such elements ap-
pear important, one may turn to evaluation models having a more absolute
character. This leads to comparing alternatives not between them but to
pre-defined norms. The result of such an analysis is a partition of the set
of alternatives into several categories defined with respect to these norms.
This is what Roy (1996) called the sorting problem formulation. This is the
subject of this paper.

Sorting problems come in two rather different guises depending on whether
the categories used to sort the alternatives are ordered in terms of desirability
(for very good introductions to the subject, see Greco et al., 1999, 2002a,b;
Zopounidis and Doumpos, 2000b, 2002). The situation in which they are
not, usually called “classification”, is common in pattern recognition or med-
ical diagnosis. Such problems have been studied rather intensively in Statis-
tics, Operations Research and Artificial Intelligence (see Hand, 1981; Pawlak,
1991; Pawlak and S lowiński, 1994; Weiss and Kulikowski, 1991). The situa-
tion in which the categories are ordered is also quite common. It occurs, for
instance, when a credit analyst rates credit applications or when an academic
program is enrolling students. It has recently attracted much attention in
the literature on MCDM (see Greco et al., 1999, 2002a, 2005; Zopounidis and
Doumpos, 2000b, 2002, for reviews). Several methods have been designed to
tackle such problems such as UTADIS (see Jacquet-Lagrèze, 1995; Zopouni-
dis and Doumpos, 2000c), ELECTRE TRI (see Mousseau et al., 2000b; Roy
and Bouyssou, 1993; Wei, 1992), filtering methods (see Henriet, 2000; Perny,
1998), methods based on the Choquet integral (see Marichal et al., 2005;
Marichal and Roubens, 2001; Meyer and Roubens, 2005), methods inspired
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by PROMETHEE (Doumpos and Zopounidis, 2002, 2004; Figueira et al.,
2004) or the interactive approach introduced in Köksalan and Ulu (2003).
Most of these sorting techniques were proposed on a more or less ad hoc
basis.

The aim of this paper is to contribute to a recent trend of research (see
Greco et al., 2001b; S lowiński et al., 2002) aiming at providing sound theoret-
ical foundations to such methods. More precisely, we propose an axiomatic
analysis of what we shall call “noncompensatory sorting models”. The main
characteristic of these models is that they rely on rather poor information on
each attribute. These models have close connections with ELECTRE TRI
and our analysis may be considered as an attempt to provide a firm axiomatic
basis to this particular sorting technique. The choice of the ELECTRE TRI
method was motivated by the fact that it has attracted much attention in
the literature. It will turn out that some of our results have close connections
with the ones proposed in Greco et al. (2001b) and S lowiński et al. (2002).

This paper concentrates on sorting problems with two categories. Besides
being much simpler than the general case, this situation deserves special
attention since it tends to blur the distinction between the case of ordered
and unordered categories. A companion paper (Bouyssou and Marchant,
2005) generalizes our results to the case of an arbitrary (finite) number of
categories; in this case, the distinction between the situations with ordered
and unordered categories is crucial.

Technically, our strategy will be to use conjoint measurement techniques
to deal with partitions, instead of binary relations, defined on Cartesian
products. This strategy was first proposed by Goldstein (1991) in the context
of categorization tasks in Psychology. It was independently rediscovered and
much developed in Greco et al. (2001b) and S lowiński et al. (2002). Recently,
Nakamura (2004) has explored a related path for decision making under risk.

The rest of this paper is organized as follows. We introduce our setting in
Section 2. Section 3 introduces the general measurement framework within
which we shall work. Section 4 recalls the principles of the ELECTRE TRI
technique. Section 5 deals with the case of noncompensatory sorting models.
These models are roughly equivalent to the ELECTRE TRI method when
there is no discordance effect. Section 6 extends this analysis to include the
possibility of veto effects as in ELECTRE TRI. A final section discusses our
findings and presents directions for future research.

Throughout the paper, remarks contain comments that can be skipped
on first reading without loss of continuity.
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2 Definitions and notation

2.1 Binary relations and partitions

We use a standard vocabulary for binary relations. An equivalence (resp. a
weak order; a total order; a semiorder) is a reflexive, symmetric and transi-
tive (resp. complete and transitive; complete, antisymmetric and transitive;
complete, Ferrers and semi-transitive) relation.

When T is an equivalence relation on A, A/T will denote the set of
equivalence classes of T on A. A partition of A is a collection of nonempty
subsets of A that are pairwise disjoint and such that the union of the elements
in this collection is A. It is clear that, when T is an equivalence relation on
A, A/T is a partition of A. Indeed, defining a partition of A is tantamount
to defining an equivalence relation on A.

When T is reflexive and transitive, its symmetric part ι(T ) is an equiv-
alence. It will prove convenient to speak of the equivalence classes of T to
mean the equivalence classes of its symmetric part ι(T ). When T is a weak
order, it induces on a total order on A/ι(T ). When T is a weak order and
A/ι(T ) is finite, we shall often speak of the first or last equivalence class of
T .

Let T be a binary relation on A. It is well-known that there is a real-
valued function f on A such that, for all a, b ∈ A,

a T b ⇔ f(a) = f(b),

if and only if T is an equivalence and there is a one-to-one correspondence
between A/T and some subset of R.

Let T be a weak order on A. Following, e.g., Krantz et al. (1971, Chap-
ter 2), we say that B is dense in A for T if, for all a, b ∈ A, [a T b and
Not [b T a]] ⇒ [a T c and c T b, for some c ∈ B]. It is well-known (Fish-
burn, 1970; Krantz et al., 1971) that there is a real-valued function f on A
such that, for all a, b ∈ A,

a T b ⇔ f(a) ≥ f(b),

if and only if T is a weak order and there is a finite or countably infinite set
B ⊆ A that is dense in A for T .

Let T and T ′ be two weak orders on A. We say that T ′ refines T if, for
all a, b ∈ A, a T ′ b ⇒ a T b. If T ′ refines T and there is a set B that is dense
in A for T ′, B is also dense in A for T .
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2.2 The setting

Let n ≥ 2 be an integer and X = X1 × X2 × · · · × Xn be a set of objects.
Elements x, y, z, . . . of X will be interpreted as alternatives evaluated on a
set N = {1, 2, . . . , n} of attributes. For any nonempty subset J of the set of
attributes N , we denote by XJ (resp. X−J) the set

∏
i∈J Xi (resp.

∏
i/∈J Xi).

With customary abuse of notation, (xJ , y−J) will denote the element w ∈ X
such that wi = xi if i ∈ J and wi = yi otherwise. When J = {i} we shall
simply write X−i and (xi, y−i).

Our primitives consist in a twofold partition 〈A , U 〉 of the set X; this
means that the sets A and U are nonempty and disjoint and that their union
is the entire set X. Our central aim is to study various models allowing to
represent the information contained in 〈A , U 〉. We interpret the partition
〈A , U 〉 as the result of a sorting model applied to the alternatives in X.
Although the ordering of the categories is not part of our primitives, it is
useful to interpret the set A as containing sAtisfactory objects, while U

contains Unsatisfactory ones.
We say that an attribute i ∈ N is influent for 〈A , U 〉 if there are xi, yi ∈

Xi and a−i ∈ X−i such that (xi, a−i) ∈ A and (yi, a−i) ∈ U . We say
that an attribute is degenerate if it is not influent. Note that the fact that
〈A , U 〉 is a partition implies that there is at least one influent attribute in
N . A degenerate attribute has no influence whatsoever on the sorting of the
alternatives and may be suppressed from N . However, because our analysis
of twofold partitions is intended to be used to tackle the case of general
partitions, we do not suppose below that degenerate attributes have been
suppressed from N .

3 A general measurement framework

Goldstein (1991) suggested the use of conjoint measurement techniques for
the analysis of twofold and threefold partitions of a set of multi-attributed al-
ternatives. His analysis was independently rediscovered and much developed
in Greco et al. (2001b) and S lowiński et al. (2002). We briefly recall here
the main points of the analysis in the above papers for the case of twofold
partitions.

3.1 Model (D0)

Consider first a measurement model in which, for all x ∈ X,

x ∈ A ⇔ F (u1(x1), u2(x2), . . . , un(xn)) > 0, (D0)
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where ui is a real-valued function on Xi and F is a real-valued function
on

∏n
i=1 ui(Xi) that is one-to-one in each variable (i.e., F (α1, . . . , αi−1, βi,

αi+1, . . . , αn) = F (α1, . . . , αi−1, γi, αi+1, . . . , αn) ⇒ βi = γi).
Define on each Xi a binary relation ∼i letting, for all xi, yi ∈ Xi,

xi ∼i yi ⇔ [for all a−i ∈ X−i, (yi, a−i) ∈ A ⇔ (xi, a−i) ∈ A ].

It is clear that ∼i is an equivalence, being reflexive, symmetric and transitive.
Note that, when attribute i ∈ N is influent, ∼i will have at least two distinct
equivalence classes. We have:

Lemma 1
For all x, y ∈ X,

1. [y ∈ A and xi ∼i yi] ⇒ (xi, y−i) ∈ A ,

2. [xi ∼i yi, for all i ∈ N ] ⇒ [x ∈ A ⇔ y ∈ A ].

Proof

Part 1 follows from the definition of ∼i. Part 2 easily follows from Part 1. ✷

The following proposition is due to Goldstein (1991, Theorem 1, Part 1).

Proposition 2
Let 〈A , U 〉 be a twofold partition of a set X. Then 〈A , U 〉 has a repre-
sentation in model (D0) if and only if, for all i ∈ N , there is a one-to-one
correspondence between Xi/∼i and some subset of R.

Proof

Necessity. Suppose that 〈A , U 〉 has a representation in model (D0). If
Not [xi ∼i yi], we must have ui(xi) 6= ui(yi). Therefore Xi/∼i is a lower
bound on the cardinality of the image of Xi by ui. Since ui is real-valued,
this implies that there must exist a one-to-one correspondence between Xi/∼i

and some subset of R.
Sufficiency. By hypothesis, there is a one-to-one correspondence between

Xi/∼i and some subset of R. This implies that there is a real-valued function
ui on Xi such that, for all xi, yi ∈ Xi,

xi ∼i yi ⇔ ui(xi) = ui(yi). (1)

Consider, on each i ∈ N , any function ui satisfying (1). Define F on∏n
i=1 ui(Xi) letting:

F (u1(x1), u2(x2), . . . , un(xn)) =

{
exp(

∑n
i=1 ui(xi)) if x ∈ A ,

− exp(−
∑n

i=1 ui(xi)) otherwise.
(2)

The well-definedness of F follows from Part 2 of lemma 1. That F is one-to-
one in each variable follows from its definition. ✷
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As soon as the cardinality of each set Xi is not “too large” (e.g., when each
Xi has at most the cardinality of R), this shows that all twofold partitions
can be represented in model (D0). Notice that if F is not supposed to be one-
to-one in each variable, it is still true that Not [xi ∼i yi] ⇒ ui(xi) 6= ui(yi).
This shows that this model is equivalent to model (D0).

Remark 3
The uniqueness of the representation of 〈A , U 〉 in model (D0) is very weak.
As this point was not detailed in Goldstein (1991), we briefly analyze it below.
Independently on each i ∈ N , it is not difficult to see that any function ui

on Xi such that, for all xi, yi ∈ Xi,

Not [xi ∼i yi] ⇒ ui(xi) 6= ui(yi), (3)

may be used instead of a function ui satisfying (1). Take on each i ∈ N any
functions ui satisfying (3). Any function g from

∏n
i=1 ui(Xi) into (0, +∞)

that is one-to-one in each variable and any function h from
∏n

i=1 ui(Xi) into
(−∞, 0] that is one-to-one in each variable may be used in order to define F
letting:

F ([ui(xi)]) =

{
g([ui(xi)]) if x ∈ A ,

h([ui(xi)]) otherwise.
(4)

It is furthermore clear that only such functions may be used so that the
combination of equations (3) and (4) describe the set of all numerical repre-
sentations of 〈A , U 〉 in model (D0). •

Remark 4
Notice that the roles of A and U are entirely symmetric in model (D0).
Indeed, the proof of Proposition 2 shows that F may always be chosen to be
non-null. Therefore, we can re-write model (D0) as follows:

x ∈ A ⇔ F (u1(x1), u2(x2), . . . , un(xn)) > 0,

x ∈ U ⇔ F (u1(x1), u2(x2), . . . , un(xn)) < 0.

Taking G = −F shows the symmetry of the roles A and U . •

3.2 Model (D1)

Consider the variant of model (D0) in which F is supposed to be increasing
(resp. nondecreasing) in each variable. This defines model (D1) (resp. (D2)).
Model (D1) contains as a particular case the additive model for sorting in
which, for all x ∈ X,

x ∈ A ⇔

n∑

i=1

ui(xi) > 0, (Add)
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that is at the heart of the UTADIS technique (Jacquet-Lagrèze, 1995; Zo-
pounidis and Doumpos, 2000c) and its variants (Zopounidis and Doumpos,
2000a). We shall see below that models (D1) and (D2) are equivalent and
that they have close links with the ELECTRE TRI technique.

In order to analyze models (D1) and (D2), we define on each Xi the
binary relation %i letting, for all xi, yi ∈ Xi,

xi %i yi ⇔ [for all a−i ∈ X−i, (yi, a−i) ∈ A ⇒ (xi, a−i) ∈ A ].

It is not difficult to see that, by construction, %i is reflexive and transitive.
We denote by ≻i (resp. ∼i) the asymmetric (resp. symmetric) part of %i

(hence, the relation ∼i coincides with the one used above).
We say that the partition 〈A , U 〉 is linear on attribute i ∈ N (condition

linear i) if, for all xi, yi ∈ Xi and all a−i, b−i ∈ X−i,

(xi, a−i) ∈ A

and
(yi, b−i) ∈ A




 ⇒






(yi, a−i) ∈ A

or
(xi, b−i) ∈ A

(lineari)

The partition is said to be linear if it is linear on all i ∈ N . This condi-
tion was first proposed in Goldstein (1991) and independently rediscovered
(and generalized) in Greco et al. (2001b) and S lowiński et al. (2002). The
adaptation of this condition to the study of binary relations, adaptation first
suggested by Goldstein (1991), is central in the analysis of the nontransitive
decomposable models analyzed in Bouyssou and Pirlot (1999, 2002b, 2004a).

The following lemma takes note of the consequences of condition linear i

on the relation %i and shows that linearity is necessary for model (D1).

Lemma 5
1. Condition lineari holds iff %i is complete,

2. If 〈A , U 〉 has a representation in model (D2) then it is linear.

Proof

Part 1. We have Not [linear i] if and only if, for some xi, yi ∈ Xi and some
a−i, b−i ∈ X−i, (xi, a−i) ∈ A , (yi, b−i) ∈ A , (xi, b−i) /∈ A and (yi, a−i) /∈ A .
This is equivalent to saying that %i is not complete.

Part 2. Suppose that (xi, a−i) ∈ A and (yi, b−i) ∈ A . This implies, using
model (D2) and abusing notation in an obvious way, F (ui(xi), [uj(aj)]j 6=i) > 0
and F (ui(yi), [uj(bj)]j 6=i) > 0. If ui(xi) ≥ ui(yi) the latter equation im-
plies, using the nondecreasingness of F , F (ui(xi), [uj(bj)]j 6=i) > 0 so that
(xi, b−i) ∈ A . If ui(yi) > ui(xi), the former equation implies, using the non-
decreasingness of F , F (ui(yi), [uj(aj)]j 6=i) > 0 so that (yi, a−i) ∈ A . Hence,
linear i holds, for all i ∈ N . ✷
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The following proposition is due to Goldstein (1991, Theorem 2) and to Greco
et al. (2001b, Theorem 2.1, Part 2).

Proposition 6
Let 〈A , U 〉 be a twofold partition of a set X. There is a representation of
〈A , U 〉 in model (D1) if and only if it is linear and, for all i ∈ N , there is
a finite or countably infinite set X ′

i ⊆ Xi that is dense in Xi for %i.
Furthermore:

• if 〈A , U 〉 has a representation in model (D1), it has a representation
in which, for all i ∈ N , ui is a numerical representation of %i,

• models (D1) and model (D2) are equivalent,

Proof

Let us show that the conditions are necessary for model (D2). The necessity
of linearity results from Part 2 of lemma 5. Observe that if 〈A , U 〉 has a
representation in model (D2), we must have:

xi ≻i yi ⇒ ui(xi) > ui(yi). (5)

Hence, the weak order induced on Xi by ui refines %i. It follows that there
must be a finite or countably infinite set X ′

i ⊆ Xi that is dense in Xi for %i.
Let us now show that the conditions imply model (D1), which will also

show that models (D1) and (D2) are equivalent. Part 1 of lemma 5 implies
that %i is a weak order. Since there is a finite or countably infinite set
X ′

i ⊆ Xi that is dense in Xi for %i, there is a real-valued function ui on Xi

such that, for all xi, yi ∈ Xi:

xi %i yi ⇔ ui(xi) ≥ ui(yi). (6)

Consider, on each i ∈ N any function ui satisfying (6). Define F on
∏n

i=1 ui(Xi)
using (2). The well-definedness of F follows from Part 1 of lemma 1. The
increasingness of F follows from its definition, (6) and the definition of %i. ✷

In view of the equivalence between models (D1) and (D2), we concentrate
below on model (D1).

Remark 7
The uniqueness of the representation of 〈A , U 〉 in model (D1) is quite
weak. Independently on any attribute, the only constraint on ui is that
(5) holds. Using any such functions ui, any function g from

∏n
i=1 ui(Xi)

into (0, +∞) that is increasing in all its arguments and any function h from
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∏n
i=1 ui(Xi) into (−∞, 0] that is increasing in all its arguments (when re-

stricted to
∏n

i=1 ui(Xi)) may be used in order to define F letting:

F ([ui(xi)]) =

{
g([ui(xi)]) if x ∈ A ,

h([ui(xi)]) otherwise.
(7)

It is furthermore clear that only such functions may be used so that the
combination of equations (5) and (7) describe the set of all numerical repre-
sentations of 〈A , U 〉 in model (D1).

The uniqueness of the representation in model (D2) is even weaker. It
can easily be analyzed along similar lines. Let us simply note here that, if
〈A , U 〉 has a representation in model (D2), it also has a representation in
which F ([ui(xi)]) = α > 0, for all x ∈ A and F ([ui(xi)]) = β < 0, for
all x ∈ U . In this case F also represents the equivalence relation that is
naturally associated with 〈A , U 〉. •

Remark 8
The roles of A and U are entirely symmetric in model (D1). Indeed, instead
of using %i, we could have based the analysis on the relation %′

i defined by:

xi %′
i yi ⇔ [for all a−i ∈ X−i, (yi, a−i) ∈ U ⇒ (xi, a−i) ∈ U ].

In this case, we would have obtained a model in which:

x ∈ U ⇔ G(v1(x1), v2(x2), . . . , vn(xn)) > 0,

with G increasing in all its arguments.
Another way to notice this symmetry is to observe that the condition

obtained replacing A by U in the expression of linear i gives a condition that
is equivalent to lineari. This was already observed in Greco et al. (2001b,
Theorem 2.3, page 125) •

3.3 Interpretations of model (D1)

The framework offered by model (D1) is quite flexible. It contains many
other sorting models as particular cases and may be reformulated in several
interesting ways.

Consider first a conjunctive sorting model. In such a model an object
belongs to A if all its evaluations are judged satisfactory. Formally, this
leads to define, for all i ∈ N , a subset Ai ⊆ Xi containing the “satisfactory”
levels on attribute i and to declare that x ∈ A iff xi ∈ Ai, for all i ∈ N .
Goldstein (1991, p. 65) noted that the conjunctive model is a particular
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case of model (D1). To prove this assertion, it suffices to define ui letting
ui(xi) = 1 if xi ∈ Ai and ui(xi) = 0 otherwise, and to take F such that:

F (u1(x1), u2(x2), . . . , un(xn)) =
∑

i∈N

ui(xi) − (n − 0.5).

A similar remark applies to the disjunctive sorting model in which, x ∈ A

iff xi ∈ Ai, for some i ∈ N , defining the functions ui as above and taking:

F (u1(x1), u2(x2), . . . , un(xn)) =
∑

i∈N

ui(xi) − 0.5.

A common model in the psychological literature on categorization is the
independent clue model in which:

x ∈ A ⇔
∑

i∈N

φi(xi) > K,

where φi are real valued functions on Xi and K is a threshold. As observed
by Goldstein (1991, p. 66–67), such a model is a particular case of model
(Add) and, hence, of model (D1). Indeed, it suffices to take ui = φi − K/n
to obtain model (Add).

Independent clue models, in turn, include models in which the objects in
A are the objects in X that are “close” to a prototype object, where dis-
tance is computed using a real-valued function fi on each attribute. Indeed,
suppose that P A = (P A

1 , P A
2 , . . . , P A

n ) is the prototype object of category
A . Letting φi(xi) = −[fi(xi) − fi(P

A
i )]2, the independent clue model assign

to A the objects having a squared distance to P A less than K.
A related model postulates the existence of a prototype for each category

and assign objects to a category if they are closer to the prototype object of
this category than to the other prototype. Let P A and P U be the prototype
objects of categories A and U . Letting φi(xi) = [fi(xi)−fi(P

A
i )]2−[fi(xi)−

fi(P
U
i )]2, the independent clue model with K = 0 assigns to A the objects

that are closer to P A than to P U . Such an interpretation of model (D1)
might be useful to analyze sorting models explicitly using prototypes such as
the ones proposed in Henriet (2000) and Perny (1998).

Greco et al. (2001b, Theorem 2.1, parts 3 and 4) 1 have proposed two
equivalent reformulations of model (D1).

The first model suggested by Greco et al. (2001b, Theorem 2.1, Part 4)
uses “at least” decision rules 2. In this model, a complete and transitive
relation S i is supposed to be defined on each Xi. A decision rule d consists

1 Closely related results appear, without proof, in S lowiński et al. (2002, Theorem 2.1).
2 It is also be possible to use, equivalently, what Greco et al. (2001b) call “at most”

decision rules.
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in a subset Nd ⊆ N of attributes and, for each i ∈ Nd, in an element δd
i ∈ Xi.

The syntax of the “at least” decision rule d is the following:

[xi S i δd
i , ∀i ∈ Nd] ⇒ x ∈ A .

A set of decision rules D is said to represent 〈A , U 〉 if,

• for each x ∈ A , there is at least one decision rule in d ∈ D that matches
x, i.e., such that x satisfies the premises of d: [xi Si δd

i , ∀i ∈ Nd],

• for each y ∈ U , there is no decision rule in D that matches y.

Greco et al. (2001b) have argued that a model based on decision rules may be
preferable to a model based on a functional representation, in terms of sim-
plicity and transparency (this fact is at the heart of the “rough set approach”
to MCDM problems as presented in Greco et al. 1999, 2002b, 2005).

Greco et al. (2001b, Theorem 2.1, Part 4) show that the “at least” decision
rule model holds iff 〈A , U 〉 is linear.

Remark 9
Because the proof of the above fact is simple and instructive and it may not
be easily accessible, we recall its main steps below.

It is simple to show that this model implies linearity. Indeed, suppose
that (xi, a−i) ∈ A and (yi, b−i) ∈ A , so that (xi, a−i) is matched by rule
d1 ∈ D and (yi, b−i) is matched by rule d2 ∈ D (possibly, with d1 = d2). If
i /∈ Nd1

or if i /∈ Nd2

, linearity cannot be violated. Suppose therefore that
i ∈ Nd1

and i ∈ Nd2

. Since the relations S i are complete, we have either
xi Si yi or yi S i xi. Because (xi, a−i) is matched by rule d1 ∈ D and (yi, b−i)
is matched by rule d2 ∈ D, we know that xi S i δd1

i and yi S i δd2

i . Because
S i are transitive, we have either that yi S i δd1

i or xi S i δd2

i . Hence, either
(yi, a−i) is matched by rule d1 ∈ D or (xi, b−i) is matched by rule d2 ∈ D.
This implies either (yi, a−i) ∈ A or (xi, b−i) ∈ A , so that lineari holds.

Conversely, suppose that 〈A , U 〉 is linear. Using Lemma 5, we know
that %i is complete and we take, for all i ∈ N , S i = %i. For each x ∈ A

define an “at least” decision rule dx saying that:

[yi S i xi, ∀i ∈ N ] ⇒ y ∈ A .

It is clear that each x ∈ A is matched by decision rule dx. Suppose now
that y ∈ U is matched by a decision rule. This would imply that, for some
x ∈ A , yi %i xi, for all i ∈ N . This implies y ∈ A , a contradiction. •

We refer the reader to Greco et al. (2001b); S lowiński et al. (2002) for an in
depth study of the decision rule model for sorting and several of its extensions.
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Let us observe that it is not difficult to reformulate model (D0) in terms
of decision rules. This time, the decision rules may have a syntax that is
distinct from “at least” decision rules, since such a model does not imply
linearity (for a general introduction to such models, see Pawlak, 1991).

The second model (henceforth “relational”) proposed in Greco et al.
(2001b, Theorem 2.1, Part 3) is based on binary relations. A complete and
transitive relation S i is supposed to be defined on each Xi. A reflexive bi-
nary relation S is defined on X in such a way that it is compatible with the
relations S i, i.e., such that, for all x, y ∈ X, all i, j ∈ N , all zi ∈ Xi and all
wj ∈ Xj ,

[x S y, zi S i xi, yj Sj wj] ⇒ (zi, x−i) S (wj, y−j). (8)

This expresses the fact that S is compatible with the dominance relation de-
rived from the relations S i (for a general study of such relations, see Bouyssou
and Pirlot, 2004b). The relation S on X is used to assign alternatives to A

through their comparison with a particular element of X. More precisely,
the relational model is such that:

x ∈ A ⇔ x S π, (9)

where π ∈ X is interpreted as the lower limiting profile of category A .
Greco et al. (2001b, Theorem 2.1, Part 3) have shown that the relational

model holds iff 〈A , U 〉 is linear.

Remark 10
Because the original text may not be easily accessible, we present below a
simple proof of the above fact.

The necessity of linearity is easily shown. Indeed suppose that (xi, a−i) ∈
A and (yi, b−i) ∈ A , so that (xi, a−i) S π and (yi, b−i) S π. Since the
relations S i are complete, we have either xi S i yi or yi Si xi. Using (8),
this implies that either (yi, a−i) S π or (xi, b−i) S π. Hence, we have either
(yi, a−i) ∈ A or (xi, b−i) ∈ A , so that linear i holds.

Conversely 3 suppose that 〈A , U 〉 is linear. We know that the relations
%i are weak orders and we take, for all i ∈ N , Si = %i.

Define a binary relation R on X letting, for all x, y ∈ X, x R y iff
[x ∈ A or [x ∈ U and y ∈ U ]]. It is easy to see that R is a weak order on
X having two equivalence classes. Take S = R. Define π ∈ X to be any
element of A . We clearly have x ∈ A ⇔ x S π. It is easy to see that with
such definitions (8) holds. •

3 Our proof differs from the one proposed in Greco et al. (2001b). When X is not finite,
the proof proposed by Greco et al. (2001b) would need to be adapted.
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4 ELECTRE TRI

Although many sorting methods using the concept of “outranking relation”
have been proposed in the literature (see, e.g., Doumpos and Zopounidis,
2002, 2004; Figueira et al., 2004; Henriet, 2000; Massaglia and Ostanello,
1991; Moscarola and Roy, 1977; Norese and Viale, 2002; Perny, 1998; Roy,
1981), ELECTRE TRI appears to be the technique that has generated most
studies (see Dias and Cĺımaco, 2000; Dias and Mousseau, 2006; Dias et al.,
2002; Lourenco and Costa, 2004; Mousseau et al., 2001a; Mousseau and
S lowiński, 1998; Ngo The and Mousseau, 2002; Tervonen et al., 2005) and ap-
plications (see, e.g., Andenmatten, 1995; Arondel and Girardin, 2000; Geor-
gopoulou et al., 2003; Moussa, 2001; Mousseau et al., 2000a, 2001b; Roy,
2002). This motivates our study aiming at giving this method sound theo-
retical foundations.

For the ease of future reference, we briefly recall here the main points
of the ELECTRE TRI sorting technique with two categories. For a more
detailed description, we refer the reader to Mousseau et al. (2000b), Roy and
Bouyssou (1993, ch. 6) or Wei (1992). We suppose below that preference
and indifference thresholds are equal and that discordance effects occur in an
“all or nothing” way. This will allow to keep things simple while preserving
what we believe to be the general spirit of the method (note that under these
hypotheses, there is no difference between the original version of ELECTRE
TRI and the variant suggested in Mousseau and Dias (2004); furthermore,
these hypotheses are quite reasonable when ELECTRE TRI is applied on a
family of criteria that are all expressed on discrete scales).

Suppose that ELECTRE TRI is used to sort alternatives evaluated on
several attributes into two ordered categories A and U , with A containing
the most desirable alternatives. This is done as follows. There is a profile p
being the lower limit of category A and the upper limit of U . This profile
p is defined by its evaluations (p1, p2, . . . , pn) on the attributes in N . Define

X̂i = Xi ∪ {pi} and X̂ =
∏n

i=1 X̂i.

Remark 11
Observe that we do not suppose here that p ∈ X, in order to keep in line with
the original description of the method. We shall later see (see Remarks 31
and 37) that it is not restrictive to consider a profile belonging to X. •

For each i ∈ N , there is a semiorder Si on X̂i. This relation is interpreted as
an “at least as good” relation on X̂i. A strict semiorder (i.e., an irreflexive,

Ferrers and semi-transitive relation) Vi is also defined on X̂i. It is interpreted

as a “far better than” relation on X̂i. For consistency reasons, it is supposed
that Vi is included in the asymmetric part of Si.
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A nonnegative weight wi is assigned to each attribute i ∈ N . We suppose
w.l.o.g. that weights are normalized so that

∑n
i=1 wi = 1. Let λ be a real

number between 1/2 and 1.

In ELECTRE TRI, a binary relation S is built on X̂ letting, for all
x, y ∈ X̂ (notice that it would be enough to define S as a relation between
the sets X and {p}),

x S y ⇔
∑

i∈S(x,y)

wi ≥ λ and
[
Not [yi Vi xi], for all i ∈ N

]
, (10)

where S(x, y) = {i ∈ N : xi Si yi}. Hence, we have x S y when x is
judged “at least as good as” y on a qualified weighted majority of attributes
(concordance condition) and there is no attribute on which y is judged “far
better” than x (non-discordance condition).

The sorting of an alternative x ∈ X is based upon the comparison of x
with the profile p using the relation S. In the pessimistic version of ELEC-
TRE TRI, we have, for all x ∈ X,

x ∈ A ⇔ x S p.

In the optimistic version of ELECTRE TRI, we have, for all x ∈ X,

x ∈ A ⇔ Not [p P x],

where P is the asymmetric part of S.
Let us note that if we have x ∈ A in the pessimistic version of ELECTRE

TRI, we have x S p so that Not [p P x]. Hence, we must have x ∈ A with
the optimistic version of ELECTRE TRI. This explains the names of the two
versions of the method.

It is not difficult to show that a partition 〈A , U 〉 has been obtained using
the pessimistic version of ELECTRE TRI must be linear. Our central aim
will be to investigate what must be added to linearity in order to obtain a
model that is as close as possible to ELECTRE TRI.

5 The noncompensatory sorting model

for twofold partitions

5.1 Definitions

We say that 〈A , U 〉 has a representation in the noncompensatory sorting
model if:

14



• for all i ∈ N there is a set Ai ⊆ Xi,

• there is a subset F of 2N such that, for all I, J ∈ 2N ,

[I ∈ F and I ⊆ J ] ⇒ J ∈ F , (11)

such that, for all x ∈ X,

x ∈ A ⇔ {i ∈ N : xi ∈ Ai} ∈ F . (12)

In this case, we say, that 〈F , A1, A2, . . . , An〉 or, for short, 〈F , 〈Ai〉i∈N〉 is
a representation of 〈A , U 〉 in the noncompensatory sorting model. When
there is no risk of confusion on the underlying sets Ai, we write A(x) instead
of {i ∈ N : xi ∈ Ai}. In this section, we write Ui = Xi \ Ai.

We may interpret the noncompensatory sorting model as follows. On
each i ∈ N , we isolate, within the set Xi a set Ai of “satisfactory” levels. In
order for an alternative x ∈ X to be globally satisfactory, i.e., that x ∈ A ,
it is necessary and sufficient that the evaluations of x are judged satisfactory
on a subset of attributes that is “sufficiently important”, as indicated by the
set F . Condition (11) on F means that replacing an evaluation in Ui =
Xi \Ai by an evaluation in Ai cannot turn a satisfactory alternative into an
unsatisfactory one. It is obvious that this model generalizes the conjunctive
and disjunctive models introduced above by admitting more complex sets F .

Remark 12
The interpretation of the noncompensatory sorting model suggested above
should not hide the fact that the roles of A and U are entirely symmetric
in the noncompensatory sorting model. Indeed, suppose that 〈A , U 〉 has
a representation 〈F , 〈Ai〉i∈N〉 in the noncompensatory sorting model. Let
U(x) = {i ∈ N : xi ∈ Ui} and define G ⊆ 2N letting I ∈ G ⇔ N \ I /∈ F . It
is clear that G satisfies (11) and that

x ∈ U ⇔ U(x) ∈ G .

Hence, interpreting the set A as containing satisfactory alternatives is arbi-
trary. •

The rationale for the name “noncompensatory” comes from the fact that
these sorting models do not distinguish more than two types of elements in
Xi: those in Ai and those in Ui. Suppose that x is not in A because A(x)
does not belong to F . In a compensatory model, it would be possible to
improve the assignment of x by sufficiently improving its evaluation on any
attribute. In the noncompensatory sorting model, altering the evaluation of
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x on any attribute in A(x) will never lead to modify the assignment of x in
U .

As pointed out to us by Salvatore Greco, Benedetto Matarazzo and Ro-
man S lowiński, the noncompensatory sorting model has close connections
with the Sugeno integral model for sorting that has been analyzed in Greco
et al. (2001b) and S lowiński et al. (2002). They will be detailed in section 5.4
below. Suppose that 〈A , U 〉 has a representation 〈F , 〈Ai〉i∈N〉 in the non-
compensatory sorting model and that i ∈ N is influent so that (xi, a−i) ∈ A

and (yi, a−i) /∈ A , for some xi, yi ∈ Xi and some a−i ∈ X−i. Using the
definition of the noncompensatory sorting model, we must have xi ∈ Ai and
yi ∈ Ui, so that ∅ ( Ai ( Xi. When 〈A , U 〉 has a representation in the
noncompensatory sorting model and all attributes are influent for 〈A , U 〉,
this implies that, for all I ⊆ N , we have A(x) = I, for some x ∈ X.

It is not difficult to see that the representation of 〈A , U 〉 in the non-
compensatory sorting model is unique as soon as each attribute is influent
for 〈A , U 〉. Indeed, suppose that 〈F , 〈Ai〉i∈N〉 and 〈F ′, 〈A ′

i 〉i∈N〉 are two
distinct representations of 〈A , U 〉. Suppose that xi ∈ Ai and xi /∈ A ′

i . Be-
cause i ∈ N is influent we know that there are zi, wi ∈ Xi and a−i ∈ X−i

such that (wi, a−i) ∈ U and (zi, a−i) ∈ A . Since (zi, a−i) ∈ A and xi ∈ Ai,
we must have (xi, a−i) ∈ A . Similarly, (wi, a−i) ∈ U and xi ∈ U ′

i imply
(xi, a−i) ∈ U , a contradiction. We must therefore have Ai = A ′

i , for all
i ∈ N . This implies F = F ′ so that the representation of 〈A , U 〉 is unique.

The following example illustrates the construction of a representation of
〈A , U 〉 in the noncompensatory sorting model.

Example 13
Suppose that n = 3, X1 = X2 = X3 = {9, 10, 11}. Let A = {(10, 9, 10),
(10, 9, 11), (10, 10, 9), (10, 10, 10), (10, 10, 11), (10, 11, 9), (10, 11, 10), (10, 11, 11),
(11, 9, 10), (11, 9, 11), (11, 10, 9), (11, 10, 10), (11, 10, 11), (11, 11, 9), (11, 11, 10),
(11, 11, 11)} and U = {(9, 9, 9), (9, 9, 10), (9, 9, 11), (9, 10, 9), (9, 10, 10),
(9, 10, 11), (9, 11, 9), (9, 11, 10), (9, 11, 11), (10, 9, 9), (11, 9, 9)}.

Attribute 1 is influent because, e.g., (10, 9, 10) ∈ A but (9, 9, 10) ∈ U .
Attribute 2 is influent because, e.g., (10, 10, 9) ∈ A but (10, 9, 9) ∈ U .
Similarly, attribute 3 is influent because, e.g., (10, 9, 10) ∈ A but (10, 9, 9) ∈
U .

It is not difficult to check that 〈A , U 〉 has a unique representation with
A1 = A2 = A3 = {10, 11} and F = {{1, 2}, {1, 3}, {1, 2, 3}}. This is detailed
in Table 1. ✸
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x Cat. A(x) x Cat. A(x)
(10, 9, 10) A {1, 3} (9, 9, 9) U ∅

(10, 9, 11) A {1, 3} (9, 9, 10) U {3}
(10, 10, 9) A {1, 2} (9, 9, 11) U {3}
(10, 10, 10) A {1, 2, 3} (9, 10, 9) U {2}
(10, 10, 11) A {1, 2, 3} (9, 10, 10) U {2, 3}
(10, 11, 9) A {1, 2} (9, 10, 11) U {2, 3}
(10, 11, 10) A {1, 2, 3} (9, 11, 9) U {2}
(10, 11, 11) A {1, 2, 3} (9, 11, 10) U {2, 3}
(11, 9, 10) A {1, 3} (9, 11, 11) U {2, 3}
(11, 9, 11) A {1, 3} (10, 9, 9) U {1}
(11, 10, 9) A {1, 2} (11, 9, 9) U {1}
(11, 10, 10) A {1, 2, 3}
(11, 10, 11) A {1, 2, 3}
(11, 11, 9) A {1, 2}
(11, 11, 10) A {1, 2, 3}
(11, 11, 11) A {1, 2, 3}

Table 1: Details of Example 13
All attributes are influent, 〈A , U 〉 has a unique representation in which

A1 = A2 = A3 = {10, 11} and F = {{1, 2}, {1, 3}, {1, 2, 3}}.

5.2 Particular cases

The noncompensatory sorting model is sufficiently flexible to include several
sorting models of particular interest. Suppose that 〈A , U 〉 has a represen-
tation 〈F , 〈Ai〉i∈N〉 in the noncompensatory sorting model. If F = {N},
we clearly obtain the conjunctive sorting model. Similarly, if, for all i ∈ N ,
{i} ∈ F , so that F = 2N \ {∅}, we obtain the disjunctive sorting model.
Suppose that a positive weight wi can be attached to each attribute i ∈ N
in such a way that:

I ∈ F ⇔
∑

i∈I

wi ≥ λ,

where λ is a positive threshold. This gives a a model in which an alternative
is satisfactory when it is satisfactory on a qualified weighted majority of
attributes.

The above three particular cases of the noncompensatory sorting model
are quite familiar. They were thoroughly discussed in Fishburn (1978).

The pessimistic version of ELECTRE TRI, when preference and indiffer-
ence thresholds are equal and when discordance is not involved (i.e., Vi = ∅,
for all i ∈ N), is a particular case of the noncompensatory sorting model.
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Using the notation of section 4, we have, for all x ∈ X,

x ∈ A ⇔ x S p ⇔
∑

i∈S(x,p)

wi ≥ λ.

Defining Ai = {xi ∈ Xi : xi Si pi} and letting I ∈ F when
∑

i∈I wi ≥ λ
shows that such a model is a particular case of the noncompensatory sorting
model. For instance, the reader might want to check that the partition
〈A , U 〉 used in Example 13 above can be obtained using the pessimistic
version of ELECTRE TRI with p = (10, 10, 10), Vi = ∅ and Si = ≥ for all
i ∈ N , w1 = 0.5, w2 = w3 = 0.25 and λ = 2/3.

In the optimistic version of ELECTRE TRI, when preference and indif-
ference thresholds are equal and when discordance is not involved, we have,
for all x ∈ X,

x ∈ A ⇔ Not [p P x] ⇔




∑

i∈S(p,x)

wi < λ or
∑

i∈S(x,p)

wi ≥ λ



 .

Beyond surface, the two versions of the ELECTRE TRI method are rather
different. Indeed, as shown by the following example, due to its use of P , the
optimistic version of ELECTRE TRI does not fit into the framework of the
noncompensatory sorting model.

Example 14
Suppose that n = 5, X1 = X2 = . . . = X5 = {9, 10, 11} and p = (10, 10,
10, 10, 10). For all i ∈ {1, 2, . . . , 5}, let wi = 1/5, Vi = ∅ and Si = ≥. Let
λ = 4/5.

Using the optimistic version of ELECTRE TRI, we obtain x = (11, 11, 9,
9, 9) ∈ A (we have Not [p S x] and Not [x S p]), y = (10, 11, 9, 9, 9) ∈ U (we
have p S y and Not [y S p]) and z = (10, 10, 10, 10, 10) ∈ A (we have p S z
and z S p).

Suppose that this partition can be represented in the noncompensatory
sorting model. Since x ∈ A and y ∈ U , we must have 10 ∈ U1 and 11 ∈ A1.
The problem being entirely symmetric, we easily obtain that, for all i ∈ N ,
10 ∈ Ui and 11 ∈ Ai. Because z ∈ A , we must have ∅ ∈ F , so that
all alternatives in X should belong to A . This is clearly false. Hence, this
partition cannot be represented in the noncompensatory sorting model. ✸

5.3 Axioms and results

Let us first observe that if 〈A , U 〉 has a representation in the noncompensa-
tory sorting model then it must be linear and, for all i ∈ N , the weak order
%i can have at most two distinct equivalence classes.
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Lemma 15
Suppose that 〈A , U 〉 has a representation in the noncompensatory sorting
model. Then, for all i ∈ N ,

1. condition lineari holds, so that %i is a weak order,

2. the weak order %i can have at most two distinct equivalence classes.

Proof

Part 1. Suppose that (xi, a−i) ∈ A and (yi, b−i) ∈ A . If xi ∈ Ai, we have
A((yi, b−i)) ⊆ A((xi, b−i)) so that (xi, b−i) ∈ A , using condition (11). If
xi ∈ Ui, we have A((xi, a−i)) ⊆ A((yi, a−i)) so that (yi, a−i) ∈ A .

Part 2. Suppose that (xi, a−i) ∈ A and Not [(yi, a−i) ∈ A ], so that xi and
yi must belong to distinct equivalence classes of %i. This implies xi ∈ Ai

and yi ∈ Ui. Using the definition of the noncompensatory sorting model,
any zi ∈ Xi must belong either to Ai or Ui. This implies that we have either
xi ∼i zi or yi ∼i zi. ✷

The following simple proposition shows how the noncompensatory sorting
model can be represented in model (D1).

Proposition 16
〈A , U 〉 has a representation in the noncompensatory sorting model iff it has
a representation in model (D1) in which each ui takes at most two distinct
values.

Proof

Since, in model (D1), it is always possible to take ui as a numerical represen-
tation of %i, necessity results from Lemma 15 and Proposition 6. In order to
show sufficiency, suppose that 〈A , U 〉 has a representation in model (D1) in
which each ui takes at most two distinct values. It can always be supposed,
in view of the uniqueness of the representation in model (D1), that, when ui

takes exactly two values, these are 0 and 1 and, when ui takes exactly one
value, this value is 0. For all i ∈ N , define Ai letting xi ∈ Ai iff ui(xi) = 1,
so that A(x) = {i ∈ N : ui(xi) = 1}. Define F letting, for all I ∈ 2N , I ∈ F

if A(x) ⊆ I, for some x ∈ A . Because A 6= ∅, there must be at least one
attribute for which ui takes two distinct values. Hence, F 6= ∅, so that it
is satisfies (11). Clearly if x ∈ A , we have A(x) ∈ F . Conversely, suppose
that A(x) ∈ F , so that, for some y ∈ A , A(y) ⊆ A(x). Given the definition
of the sets Ai, this implies xi %i yi, for all i ∈ N , so that x ∈ A . ✷

In view of Proposition 15, a characterization of the noncompensatory sorting
model will be at hand if we add to linearity a condition implying that all
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relations %i have at most two equivalence classes. We say that 〈A , U 〉 is
2-graded on attribute i ∈ N (condition 2-gradedi) if

(xi, a−i) ∈ A

and
(yi, a−i) ∈ A

and
(yi, b−i) ∈ A






⇒






(xi, b−i) ∈ A

or
(zi, a−i) ∈ A ,

(2-gradedi)

for all xi, yi, zi ∈ Xi and all a−i, b−i ∈ X−i. We say that 〈A , U 〉 is 2-graded
if it is 2-graded on all attributes i ∈ N . Condition 2-graded is inspired
by related works on noncompensatory models in the context of binary rela-
tions by Bouyssou and Pirlot (2002a, 2005) and Greco et al. (2001a). The
intuition behind this condition is simple. Suppose that (yi, b−i) ∈ A and
Not [(xi, b−i) ∈ A ]. If linear i holds, this implies that yi ≻i xi. If the re-
lation %i only has two distinct equivalence classes, this implies that, for
all zi ∈ Xi, we have zi %i xi. Therefore if (xi, a−i) ∈ A , we must have
(zi, a−i) ∈ A , as required by condition 2-gradedi. The role of the additional
premise (yi, a−i) ∈ A is to ensure that condition 2-gradedi is independent
from lineari. We have:

Lemma 17
1. Conditions lineari and 2-gradedi hold iff %i is a weak order having at

most two distinct equivalence classes.

2. Conditions lineari and 2-gradedi are independent.

Proof

Part 1. Necessity. The necessity of lineari follows from Part 1 of lemma 15.
Suppose that 2-gradedi is violated so that, for some xi, yi, zi ∈ Xi and some
a−i, b−i ∈ X−i, we have (xi, a−i) ∈ A , (yi, a−i) ∈ A , (yi, b−i) ∈ A , (xi, b−i) ∈
U and (zi, a−i) ∈ U . Using the definition of %i this implies Not [xi %i yi],
Not [zi %i xi] and Not [zi %i yi] implying that %i has at least three distinct
equivalence classes.

Sufficiency. Using lineari, we know that %i is a weak order. Suppose that
%i has at least three equivalence classes so that, for some xi, yi, zi ∈ Xi, we
have xi ≻i yi and yi ≻i zi. Using the definition of %i, we have, for some
a−i, b−i ∈ X−i, (xi, a−i) ∈ A , (yi, a−i) ∈ U , (yi, b−i) ∈ A , (zi, b−i) ∈ U .
Using linear i, (xi, a−i) ∈ A , (yi, b−i) ∈ A and (yi, a−i) ∈ U imply (xi, b−i) ∈
A . Using 2-gradedi, (yi, b−i) ∈ A , (xi, b−i) ∈ A and (xi, a−i) ∈ A imply,
either (yi, a−i) ∈ A or (zi, b−i) ∈ A , a contradiction.

Part 2. Taking an additive model for sorting, examples of partitions that
are linear and satisfy 2-gradedi on all but one attribute are easy to build.
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Let us give an example of a partition 〈A , U 〉 that is 2-graded and satisfies
linear i on all but one attribute.

Example 18 (2-graded and Not[lineari])
Let n = 3 and X = {x1, y1} × {x2, y2} × {x3, y3}. Let A = {(x1, x2, x3),
(x1, y2, x3), (y1, y2, x3), (y1, y2, y3)}. Condition linear1 is violated since (x1,
x2, x3) ∈ A and (y1, y2, y3) ∈ A but (y1, x2, x3) /∈ A and (x1, y2, y3) /∈ A .
We have y2 ≻2 x2 and x3 ≻3 y3, so that conditions linear2 and linear3 hold.
In order to show that 〈A , U 〉 is 2-graded, it suffices to observe that condition
2-gradedi is trivially satisfied when Xi has only two elements. ✸

✷

Remark 19
The conjunction of conditions linear i and 2-gradedi can be captured by a
single condition. This condition was proposed in S lowiński et al. (2002,
Theorem 2.4) in the apparently different context of the study of partitions
that can be represented using a Sugeno integral. We shall shortly see that
these two analyses are intimately related. For the time being, we note the
following:

Lemma 20
〈A , U 〉 satisfies conditions lineari and 2-gradedi if and only if it satisfies

(xi, a−i) ∈ A

and
(yi, b−i) ∈ A




 ⇒






(xi, b−i) ∈ A

or
(zi, a−i) ∈ A ,

(13)

for all xi, yi, zi ∈ Xi and all a−i, b−i ∈ X−i.

Proof

Observe that (13) is obtained from condition 2-gradedi by removing the
premise (yi, a−i) ∈ A , so that it implies 2-gradedi. Taking zi = yi in the
expression of (13) shows that it implies linear i.

Conversely, suppose that (xi, a−i) ∈ A and (yi, b−i) ∈ A . If (yi, a−i) ∈
A , 2-gradedi implies (xi, b−i) ∈ A or (zi, a−i) ∈ A . If (yi, a−i) /∈ A ,
(xi, a−i) ∈ A and (yi, b−i) ∈ A imply, using linear i, (xi, b−i) ∈ A . ✷

•

Our main result in this section says that linearity and 2-gradedness charac-
terize the noncompensatory sorting model for twofold partitions.

Theorem 21
A partition 〈A , U 〉 has a representation in the noncompensatory sorting
model iff it is linear and 2-graded.
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Proof

Necessity results from lemmas 15 and 17.
Using lemma 17, we know that %i is a weak order having at most two

equivalence classes, so that Xi/∼i is finite. Hence, taking an element from
each of the equivalence class of ∼i gives a finite set X ′

i ⊆ Xi that is dense in
Xi for %i. Using Proposition 6, we know that 〈A , U 〉 has a representation
in model (D1) in which, for all i ∈ N , ui is a numerical representation of %i.
Sufficiency therefore results from Proposition 16. ✷

Remark 22
We have based the above sufficiency proof on Proposition 16 that uses a
numerical representation in model (D1). A direct proof that does not appeal
to the model (D1) is easy to devise.

Indeed, from Lemma 17, we know that %i is a weak order having at
most two equivalence classes If, for some i ∈ N , %i has exactly two distinct
equivalence classes, define Ai as the elements of Xi in the first equivalence
class. If %i has only one equivalence class, define Ai = ∅. Define F letting
I ∈ F whenever there is some x ∈ A such that A(x) ⊆ I. By hypothesis,
A 6= ∅ so that F 6= ∅. Hence, F satisfies (11).

Let us show that 〈F , 〈Ai〉i∈N〉 is a representation of 〈A , U 〉 in the non-
compensatory sorting model. If x ∈ A , we have A(x) ∈ F . Conversely,
suppose that A(x) ∈ F . This implies that, for some y ∈ A , we have
A(y) ⊆ A(x). Using the definition of the sets Ai, A(y) ⊆ A(x) implies
xi %i yi, for all i ∈ N , so that x ∈ A . •

5.4 The noncompensatory sorting model

and the Sugeno integral

Salvatore Greco, Benedetto Matarazzo and Roman S lowiński have brought
to our attention the fact that Theorem 21 has very close connections with
Theorem 2.4 stated, without proof, in S lowiński et al. (2002) (our results
have been obtained independently). The purpose of S lowiński et al. (2002,
Theorem 2.4) is to characterize partitions that can be represented using a
Sugeno integral.

Let 〈A , U 〉 be a partition of X. We say that 〈A , U 〉 can be represented
using a Sugeno integral, if there are:

• a non-negative real valued function fi on Xi, for all i ∈ N ,

• a real valued function 4 µ on 2N that is nondecreasing w.r.t. inclusion

4 The function µ is usually called a capacity. It is often supposed that the capacity is
normalized so that µ(N) = 1. This is not necessary for our purposes.
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(i.e., such that A ⊆ B implies µ(A) ≤ µ(B)) and such that µ(∅) = 0,

such that, for all x ∈ X,

x ∈ A ⇔ S〈µ,fi〉(x) =
∨

I⊆N

[
∧

i∈I

[fi(xi)]; µ(I)

]
> 0, (Su)

where S〈µ,fi〉(x) is called the (discrete) Sugeno integral of the vector (f1(x1),
f2(x2), . . . , fn(xn)) w.r.t. the capacity µ. We refer the reader to Marichal
(2000) for a detailed study of various equivalent forms of S〈µ,fi〉(x), including
the more common forms that involve a reordering of the vector (f1(x1), f2(x2),
. . . , fn(xn)).

Apparently, model (Su) seems to be quite different from the noncompen-
satory sorting model. This is all the more true that it is often presented as
requiring that all attributes are expressed on a common scale. The differ-
ence between the noncompensatory sorting model and model (Su) is only
apparent however.

Observe first that any partition that can be represented in the noncom-
pensatory sorting model has a representation using a Sugeno integral. Indeed,
let 〈F , 〈Ai〉i∈N〉 be a representation of 〈A , U 〉 in the noncompensatory sort-
ing model. For all i ∈ N , define fi letting, for all xi ∈ Xi,

{
fi(xi) = 1 if xi ∈ Ai,

fi(xi) = 0 otherwise,

and µ on 2N letting, for all A ∈ 2N ,

{
µ(A) = 1 if A ∈ F ,

µ(A) = 0 otherwise.

With such definitions, we have, for all x ∈ X, either S〈µ,fi〉(x) = 1 or
S〈µ,fi〉(x) = 0. We have S〈µ,fi〉(x) = 1 iff A(x) = {i ∈ N : xi ∈ Ai} ∈ F iff
x ∈ A .

Consider now a partition 〈A , U 〉 of X that can be represented in model
(Su). Let us show that such a partition satisfies (13). Suppose that (xi, a−i) ∈
A , (yi, b−i) ∈ A and (xi, b−i) /∈ A . Since (yi, b−i) ∈ A , (xi, b−i) /∈ A im-
plies, using the definition of model (Su), that fi(xi) ≤ 0. Since (xi, a−i) ∈ A ,
we must have, for some I ∈ 2N such that i /∈ I, µ(I) > 0 and

∧
j∈I fj(aj) > 0.

This obviously implies (zi, a−i) ∈ A , for all zi ∈ Xi.
Combining the above observations and Lemma 20 with Theorem 21, we

have proved:
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Proposition 23
A partition 〈A , U 〉 of a set X has a representation in the noncompensatory
sorting model iff it has a representation in the Sugeno integral model (Su).

S lowiński et al. (2002, Theorem 2.4) state, without proof, that a partition
〈A , U 〉 can be represented in the Sugeno integral model (Su) iff it satis-
fies condition (13). The above proposition, connects S lowiński et al. (2002,
Theorem 2.4) and our Theorem 21, showing, in fact, that they are charac-
terizations of the same underlying model.

Remark 24
Clearly model (Su), being equivalent to the noncompensatory sorting model,
implies linearity. Hence, it can be represented in the decision rule model.
Model (Su) implies condition 2-graded which is not implied by the decision
rule model. Hence, when model (Su) is reinterpreted in the decision rule
model, it must use rules that are more specific that the general “at least”
rules used in the decision rule model. Greco et al. (2001b, Theorem 2.3,
page 129) have investigated the type of rules that are generated by model
(Su), or, equivalently, by the noncompensatory sorting model. Although
this gives another interpretation of the noncompensatory sorting model, this
new interpretation is not crucial for our purposes and we refer the interested
reader to Greco et al. (2001b) and S lowiński et al. (2002) for details. •

5.5 Extensions

Unlike what happens with lineari, the roles of A and U are not symmetric
in the expression of condition 2-gradedi. Let us introduce a condition that is
dual to condition 2-gradedi replacing A by U . We say that 〈A , U 〉 satisfies
condition 2-graded∗

i if

(xi, a−i) ∈ U

and
(yi, a−i) ∈ U

and
(yi, b−i) ∈ U






⇒






(xi, b−i) ∈ U

or
(zi, a−i) ∈ U

(2-graded∗
i )

for all xi, yi, zi ∈ Xi and all a−i, b−i ∈ X−i. We say that 〈A , U 〉 is 2-graded∗

if it satisfies 2-graded∗
i on all i ∈ N .

Condition 2-graded∗
i is implied by the noncompensatory sorting model.

Indeed, suppose that 2-graded∗
i is violated so that, for some xi, yi, zi ∈ Xi

and some a−i, b−i ∈ X−i, (xi, a−i) ∈ U , (yi, a−i) ∈ U , (yi, b−i) ∈ U ,
(xi, b−i) ∈ A and (zi, a−i) ∈ A . This implies Not [xi %i zi], Not [yi %i zi]
and Not [yi %i xi], violating the fact that %i has at most two distinct equiv-
alence classes in the noncompensatory sorting model. We have:
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Lemma 25
1. Conditions 2-gradedi and 2-graded∗

i are independent,

2. In presence of lineari, conditions 2-gradedi and 2-graded∗
i are equiva-

lent,

3. [2-gradedi and 2-graded∗
i ] do not imply lineari.

Proof

Part 1. We give below the example of a partition 〈A , U 〉 that is 2-graded
and satisfies condition 2-graded∗

i on all but one attribute. Exchanging the
roles of A and U gives the other required example.

Example 26 (2-graded and Not[2-graded∗

i
])

Let n = 2 and X = {x1, y1, z1} × {x2, y2}. Let A = {(x1, x2), (y1, y2)}.
Conditions 2-graded2 and 2-graded∗

2 hold since X2 has only two elements.
Condition 2-graded1 is trivially satisfied. Condition 2-graded∗

1 is violated
since (y1, x2) ∈ U , (z1, x2) ∈ U and (z1, y2) ∈ U but (y1, y2) ∈ A and
(x1, x2) ∈ A . ✸

Part 2. Let us show that lineari and 2-gradedi imply 2-graded∗
i . Suppose,

in violation of 2-graded∗
i , that (xi, a−i) ∈ U , (yi, a−i) ∈ U , (yi, b−i) ∈ U ,

(xi, b−i) ∈ A and (zi, a−i) ∈ A . Using lineari, (xi, b−i) ∈ A , (zi, a−i) ∈ A

and (xi, a−i) ∈ U imply (zi, b−i) ∈ A . Using 2-gradedi, (xi, b−i) ∈ A ,
(zi, b−i) ∈ A and (zi, a−i) ∈ A imply either (xi, a−i) ∈ A or (yi, b−i) ∈ A ,
a contradiction.

Conversely, suppose that lineari and 2-graded∗
i hold. Suppose, in viola-

tion of 2-gradedi that (xi, a−i) ∈ A , (yi, a−i) ∈ A , (yi, b−i) ∈ A , (xi, b−i) ∈
U and (zi, a−i) ∈ U . Suppose that (zi, b−i) ∈ U . Using 2-graded∗

i ,
(xi, b−i) ∈ U , (zi, b−i) ∈ U and (zi, a−i) ∈ U imply (xi, a−i) ∈ U or
(yi, a−i) ∈ U , a contradiction. Hence we must have (zi, b−i) ∈ A . Using
linear i, (xi, a−i) ∈ A and (zi, b−i) ∈ A imply (zi, a−i) ∈ A or (xi, b−i) ∈ A ,
a contradiction.

Part 3. Since when each Xi has only two elements, 2-gradedi and 2-graded∗
i

are trivially satisfied, Example 18 above shows that lineari may fail on an
attribute while 2-gradedi and 2-graded∗

i hold and all i ∈ N . ✷

This shows that we can replace condition 2-graded by 2-graded∗ in the char-
acterization of the noncompensatory sorting model proposed in Theorem 21.
Therefore the asymmetry of the roles of A and U in the statement of The-
orem 21 is only apparent. Furthermore, the conjunction of 2-gradedi and
2-graded∗

i without supposing lineari has interesting consequences as noted in
the following:
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Lemma 27
〈A , U 〉 satisfies 2-gradedi and 2-graded∗

i iff ∼i has at most two equivalence
classes.

Proof

We already observed that the violation of 2-gradedi or of 2-graded∗
i implies

that ∼i has at least three distinct equivalence classes. Let us show sufficiency.
Suppose that (xi, a−i) ∈ A and (yi, a−i) ∈ U , so that xi and yi belong to

distinct equivalence classes of ∼i. Suppose that (zi, b−i) ∈ A and (yi, b−i) ∈
U , the case in which (yi, b−i) ∈ A and (zi, b−i) ∈ U being dealt with
similarly.

We must show that xi and zi belong to the same equivalence class of ∼i,
i.e., that (xi, c−i) ∈ A ⇔ (zi, c−i) ∈ A . Let us first observe that we cannot
have (zi, a−i) ∈ U . Indeed, using 2-graded∗

i , (zi, a−i) ∈ U , (yi, a−i) ∈ U and
(yi, b−i) ∈ U would imply (zi, b−i) ∈ U or (xi, a−i) ∈ U , a contradiction.
Hence, we have (zi, a−i) ∈ A .

Suppose that (xi, c−i) ∈ A . Using 2-gradedi, (zi, a−i) ∈ A , (xi, a−i) ∈ A

and (xi, c−i) ∈ A imply (zi, c−i) ∈ A or (yi, a−i) ∈ A . Hence, we must have
(zi, c−i) ∈ A .

Conversely, suppose that (zi, c−i) ∈ A . Using 2-gradedi, (xi, a−i) ∈ A ,
(zi, a−i) ∈ A and (zi, c−i) ∈ A imply (xi, c−i) ∈ A or (yi, a−i) ∈ A . Hence,
we must have (xi, c−i) ∈ A . ✷

Consider a model such that:

• for all i ∈ N , there is a set Ai ⊆ Xi,

• there is a subset F of 2N ,

such that, for all x ∈ X,

x ∈ A ⇔ {i ∈ N : xi ∈ Ai} ∈ F .

The only difference between this model and the noncompensatory sorting
model is that F is no longer supposed to satisfy (11). We call this model
the generalized noncompensatory sorting model. This model is nothing but
the particular case of model (D0) in which each function ui can take at most
two distinct values.

In such a model, each relation ∼i has at most two distinct equivalence
classes, so that it implies conditions 2-graded and 2-graded∗. The following
shows that the converse is true.

Proposition 28
A partition 〈A , U 〉 has a representation in the generalized noncompensatory
sorting model iff it is 2-graded and 2-graded∗.
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Proof

Necessity is obvious. We show sufficiency. Let i ∈ N . We know from
lemma 27 that ∼i has at most two equivalence classes. If ∼i has only one
equivalence class, let Ai = Xi. If ∼i has two distinct equivalence classes, let
Ai be any of them. Define F letting I ∈ F whenever there is some x ∈ A

such that A(x) = I.
By construction, x ∈ A implies A(x) ∈ F . Conversely, suppose that

A(x) ∈ F . By construction, this implies that for some y ∈ X, we have
y ∈ A and A(y) = A(x). That x ∈ A follows from the definition of the sets
Ai and Part 2 of lemma 1. ✷

Remark 29
As already mentioned, it is tempting to interpret A as the set of satisfactory
alternatives in the noncompensatory sorting model (although its interpreta-
tion as the set of unsatisfactory alternatives is also possible in view of the
symmetric roles of A and U in the model). With this interpretation in
mind, we may interpret the sets Ai as the set of “satisfactory levels” on Xi.
The fact that F satisfies (11) simply means that replacing an unsatisfactory
level, i.e., a level in Ui, by a satisfactory level, i.e., a level in Ai, cannot turn
a satisfactory alternative into an unsatisfactory one. Note however that this
is not the only possible interpretation.

An alternative interpretation of the noncompensatory sorting model is
that A and U are not ordered in terms of desirability. In this case, the sets
Ai can be interpreted as a set of levels that are “typical” of category A . The
fact that F satisfies (11) means here modifying the evaluations of an object
in A replacing non-typical levels by typical ones will keep this object in A .

Such an interpretation is no longer warranted in the generalized noncom-
pensatory sorting model. Indeed, the levels in Ai cannot be considered as
typical of A . What is now typical of A are particular combinations of levels
in Ai. Suppose, e.g., that you sort cars evaluated on two attributes into two
categories: “attractive” and “ugly”. It may well be possible that you would
find attractive a car that is either [red and sporty] or [dark and luxurious],
while you would reject as ugly a [dark and sporty] or a [red and luxurious]
one (think, e.g., of two well-known Italian and German car-makers). Being
red or dark is not here typical of being attractive or ugly; being [red and
sporty] or [dark and luxurious] is. This would be impossible in the noncom-
pensatory sorting model while this is clearly compatible with the generalized
noncompensatory sorting model.

We leave to the reader the easy interpretation of such a model in terms
of decision rules (clearly this interpretation will use decision rules that are
not all of the “at least” type since the generalized noncompensatory sorting
model does not imply linearity). •
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5.6 Uniqueness and degenerate attributes

We have already observed that, when all attributes are influent, the represen-
tation of 〈A , U 〉 in the noncompensatory sorting model is unique. In this
case, each relation %i has exactly two distinct equivalence classes and Ai

always coincides with the elements in the first equivalence class of %i. Let us
now show that this is indeed a necessary condition for the uniqueness of the
representation in the noncompensatory sorting model. Indeed, suppose that
j ∈ N is degenerate. In the proof of Theorem 21 and Proposition 16 (see also
Remark 22), we have built a representation such that Aj = ∅. This implies
that there is no x ∈ X such that j ∈ A(x). In order to guarantee that the
set F satisfies (11), we have built it in such a way that I ∈ F if A(x) ⊆ I
for some x ∈ A . Keeping the same set F , we can freely choose Aj to be
an arbitrary subset of Xj . This shows that the representation of 〈A , U 〉 in
the noncompensatory sorting model is unique if and only if all attributes
are influent for 〈A , U 〉. Note that, if on each degenerate attribute j ∈ N ,
we modify the sets Aj taking them to be an arbitrary strict subset of Xi, we
will still have that I ∈ F if A(x) ⊆ I for some x ∈ A . If, furthermore, all
the modified sets are nonempty, for all I ∈ 2N , we have A(x) = I, for some
x ∈ X. The non-uniqueness of the representation in the noncompensatory
sorting model in presence of degenerate attributes is illustrated below.

Example 30 (Impact of degenerate attributes)
Let n = 3 and X1 = X2 = X3 = {9, 10, 11}. Let A = {(10, 10, 9),
(10, 10, 10), (10, 10, 11), (10, 11, 9), (10, 11, 10), (10, 11, 11), (11, 10, 9), (11,
10, 10), (11, 10, 11), (11, 11, 9), (11, 11, 10), (11, 11, 11)} and U = X \ A .
This partition 〈A , U 〉 can be obtained using the pessimistic ELECTRE TRI
model with, using the same notation as above, p = (10, 10, 10), Vi = ∅ and
Si = ≥ for all i ∈ N , w1 = w2 = 0.4, w3 = 0.2 and λ = 2/3. This shows that
it is linear and 2-graded.

It is apparent that attributes 1 and 2 are influent while attribute 3 is not.
The representation built in Theorem 21 is such that A1 = A2 = {10, 11},
A3 = ∅ and F = {{1, 2}, {1, 2, 3}}. Keeping the same F , we can modify
A3 taking it to be an arbitrary subset of X3, e.g., {9}, {11} or {9, 11}. This
is detailed in Table 2. ✸

Remark 31
Consider a partition 〈A , U 〉 that has a representation 〈F , 〈Ai〉i∈N〉 in the
noncompensatory sorting model. If i ∈ N is influent for 〈A , U 〉, we know
that %i is a weak order having exactly two equivalence classes and Ai coin-
cides with the first equivalence class of %i. If i ∈ N is degenerate for 〈A , U 〉,
%i is a weak order having just one equivalence class. We have taken Ai to
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x Cat. A(x) A′(x) x Cat. A(x) A′(x)
(10, 10, 9) A {1, 2} {1, 2} (9, 9, 9) U ∅ ∅

(10, 10, 10) A {1, 2} {1, 2} (9, 9, 10) U ∅ ∅

(10, 10, 11) A {1, 2} {1, 2, 3} (9, 9, 11) U ∅ {3}
(10, 11, 9) A {1, 2} {1, 2} (9, 10, 9) U {2} {2}
(10, 11, 10) A {1, 2} {1, 2} (9, 10, 10) U {2} {2}
(10, 11, 11) A {1, 2} {1, 2, 3} (9, 10, 11) U {2} {2, 3}
(11, 10, 9) A {1, 2} {1, 2} (9, 11, 9) U {2} {2}
(11, 10, 10) A {1, 2} {1, 2} (9, 11, 10) U {2} {2}
(11, 9, 10) A {1, 2} {1, 2} (9, 11, 11) U {2} {2, 3}
(11, 10, 11) A {1, 2} {1, 2, 3} (10, 9, 9) U {1} {1}
(11, 11, 9) A {1, 2} {1, 2} (10, 9, 10) U {1} {1}
(11, 11, 10) A {1, 2} {1, 2} (10, 9, 11) U {1} {1, 3}
(11, 11, 11) A {1, 2} {1, 2, 3} (11, 9, 9) U {1} {1}

(11, 9, 10) U {1} {1}
(11, 9, 11) U {1} {1, 3}

Table 2: Details of Example 30.
Attributes 1 and 2 are influent. Attribute 3 is degenerate.

A1 = A2 = {10, 11}, A3 = ∅,
A ′

1
= A ′

2
= {10, 11}, A ′

3
= {11},

F = {{1, 2}, {1, 2, 3}},
A(x) = {i ∈ N : xi ∈ Ai}, A′(x) = {i ∈ N : xi ∈ A ′

i
}.

be empty in this case but it can be freely modified, keeping the same set
F , to be an arbitrary subset of Xi. Modify the representation of 〈A , U 〉
in the noncompensatory sorting model, taking, on all attributes i ∈ N that
are degenerate Ai = Xi. Take Si = %i, for all i ∈ N and take pi to be an
arbitrary element in the first equivalence class of %i. We have, for all i ∈ N ,
xi Si pi iff xi ∈ Ai, so that

x ∈ A ⇔ A(x) ∈ F ⇔ S(x, p) ∈ F (14)

Observe that if the set F has a joint additive representation à la ELECTRE,
i.e., that, for all i ∈ N , there are nonnegative weights wi and a real number
λ between 1/2 and 1 such that, for all I ⊆ 2N ,

I ∈ F ⇔
∑

i∈I

wi ≥ λ,

the above construction is exactly equivalent to the concordance part of ELEC-
TRE TRI.

Neglecting the question of the additive representation of the set F , this
shows that a twofold partition that can be obtained in ELECTRE TRI (with
Vi = ∅, for all i ∈ N) using a profile that is outside the set X can always
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be obtained with ELECTRE TRI (still with Vi = ∅, for all i ∈ N) using a
profile that belongs to X. •

5.7 Conjunctive and disjunctive sorting models

We say 〈A , U 〉 satisfies condition conj if

(xi, a−i) ∈ A

and
(yi, a−i) ∈ A

and
(yi, b−i) ∈ A






⇒ (xi, b−i) ∈ A (conj)

for all i ∈ N , all xi, yi, zi ∈ Xi and all a−i, b−i ∈ X−i. Condition conj is
obviously necessary for the conjunctive sorting model. It is obvious that it
implies that 〈A , U 〉 is 2-graded. It is easy to build examples showing that
linearity and conj are independent conditions. We omit the simple proof of
the following:

Proposition 32
A partition 〈A , U 〉 has a representation in the conjunctive sorting model iff
it is linear and satisfies conj.

Noting the duality between the conjunctive and the disjunctive sorting mod-
els, it is easy to devise a similar proposition for the case of the disjunctive
sorting model. We leave the details to the interested reader. Let us finally
observe that, within the decision rule model, the conjunctive and disjunctive
models have a particularly simple interpretation since they use “at least”
decision rules having a very elementary syntax.

6 The noncompensatory sorting model with

veto for twofold partitions

6.1 Definitions

Let 〈A , U 〉 be a twofold partition of X. We say that 〈A , U 〉 has a repre-
sentation in the noncompensatory sorting model with veto if:

• for all i ∈ N , there are disjoint sets Ai, Vi ⊆ Xi,

• there is a subset F of 2N satisfying (11),
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such that, for all x ∈ X,

x ∈ A ⇔
[
{i ∈ N : xi ∈ Ai} ∈ F and {i ∈ N : xi ∈ Vi} = ∅

]
. (15)

In this case, we say, that 〈F , 〈Ai, Vi〉i∈N〉 is a representation of 〈A , U 〉 in
the noncompensatory sorting model with veto. We write A(x) and V (x)
instead of {i ∈ N : xi ∈ Ai} and {i ∈ N : xi ∈ Vi} when there is no risk of
confusion on the underlying sets Ai and Vi. We define, in this section, Ui as
Xi \ [Ai ∪ Vi].

The noncompensatory sorting model is clearly a particular case of the
noncompensatory sorting model with veto. The interpretation of the non-
compensatory sorting model with veto is similar to the one of the noncompen-
satory sorting model considered in the preceding section. The only difference
here is that there may exist a subset Vi of elements of Xi that are “repulsive”
for A in that, as soon as one of the evaluations of x ∈ X is repulsive, it is
impossible to have x ∈ A . Note that, with the presence of repulsive levels for
A , the roles of A and U are no longer symmetric in the noncompensatory
sorting model with veto.

The pessimistic version of ELECTRE TRI, when preference and indiffer-
ence thresholds are equal, is a particular case of the noncompensatory sorting
model with veto. Indeed, using the notation of Section 4, we have, for all
x ∈ X,

x ∈ A ⇔ x S p ⇔




∑

i∈S(x,p)

wi ≥ λ and [Not [pi Vi xi], for all i ∈ N ]



 .

Defining Ai = {xi ∈ Xi : xi Si pi}, Vi = {xi ∈ Xi : pi Vi xi} and letting
I ∈ F if and only if

∑
i∈I wi ≥ λ, shows that such a model is a particular

case of the noncompensatory sorting model with veto. Note that the sets Ai

and Vi are indeed disjoint because we have supposed that Vi is included in
the asymmetric part of Si: if xi Si pi, we cannot have pi Vi xi.

6.2 Axioms and results

Let us first observe that if a partition 〈A , U 〉 has a representation in the
noncompensatory sorting model with veto then it must be linear.

Lemma 33
If 〈A , U 〉 has a representation in the noncompensatory sorting model with
veto then it is linear.
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Proof

Suppose that (xi, a−i) ∈ A and (yi, b−i) ∈ A . By construction, we know
that xi and yi cannot belong to Vi. If xi ∈ Ai, (yi, b−i) ∈ A , using (11)
implies (xi, b−i) ∈ A . If xi ∈ Ui, since (xi, a−i) ∈ A and yi ∈ Ai ∪Ui, using
(11) implies (yi, a−i) ∈ A . ✷

It remains to see what must be added to linearity in order to characterize the
noncompensatory sorting model with veto. Again, this will require limiting
the number of distinct equivalence classes of %i, this time taking into account
the possible existence of an equivalence class corresponding to repulsive levels
for A .

We say that the partition 〈A , U 〉 is 3-graded with veto on attribute i ∈ N
(condition 3v-gradedi) if, for all xi, yi, zi ∈ Xi and all a−i, b−i, ci ∈ X−i,

(xi, a−i) ∈ A

and
(yi, a−i) ∈ A

and
(yi, b−i) ∈ A

and
(zi, c−i) ∈ A






⇒






(xi, b−i) ∈ A

or
(zi, a−i) ∈ A

(3v-gradedi)

〈A , U 〉 is said to be 3-graded with veto if it satisfies 3v-gradedi for all i ∈ N .
This condition is inspired by Greco et al. (2001a) who study veto effects
in the context of binary relations. It is apparent that condition 2-gradedi

implies condition 3v-gradedi. The role of condition 3v-gradedi is to limit
the number of distinct equivalence classes of %i, taking into account the
possible existence of repulsive levels. The intuition behind this condition is
simple. The premises of the condition imply that none of xi, yi and zi can
be repulsive for A . Suppose that lineari holds and that Not [(xi, b−i) ∈ A ].
Since (yi, b−i) ∈ A this implies yi ≻i xi. If the relation %i only has at most
three equivalence classes with the last class containing repulsive levels, this
implies that, for all zi ∈ Xi that are not repulsive for A , it must be true that
zi %i xi. Therefore if (xi, a−i) ∈ A , we must have (zi, a−i) ∈ A , as required
by condition 3v-gradedi. The role of the additional premise (yi, a−i) ∈ A is
to ensure that condition 3v-gradedi is independent from linear i. We have:

Lemma 34
1. If 〈A , U 〉 has a representation in the noncompensatory sorting model

with veto then it is 3-graded with veto.

2. Conditions lineari and 3v-gradedi are independent.
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3. Conditions lineari and 3v-gradedi imply that %i is a weak order having
at most three equivalence classes.

Furthermore if %i has exactly three distinct equivalence classes and if
xi belongs to the last equivalence class of %i then (xi, a−i) ∈ U , for all
a−i ∈ X−i.

Proof

Part 1. Suppose that (xi, a−i) ∈ A , (yi, a−i) ∈ A , (yi, b−i) ∈ A and
(zi, c−i) ∈ A . By construction, none of xi, yi and zi can be in Vi. If
(xi, b−i) /∈ A , (yi, b−i) ∈ A implies that xi ∈ Ui and yi ∈ Ai. Since
(xi, a−i) ∈ A and xi ∈ Ui, using (11) implies that, for all zi ∈ Xi \ Vi,
we have (zi, a−i) ∈ A . Hence, condition 3v-gradedi holds.

Part 2. Using an additive model for sorting, it is easy to build partitions
that are linear and satisfy 3v-gradedi on all but one attribute. Observe
that, when Xi has only two elements, condition 3v-gradedi trivially holds.
Therefore, Example 18 above gives an example of a partition that is 3-graded
with veto and satisfies linear i on all but one attribute.

Part 3. Since linear i holds, we know that %i is complete. Suppose that
there are xi, yi, zi, wi ∈ Xi such that xi ≻i yi, yi ≻i zi and zi ≻i wi. By
definition, this implies that, for some a−i, b−i, c−i ∈ X−i, (xi, a−i) ∈ A ,
(yi, a−i) /∈ A , (yi, b−i) ∈ A , (zi, b−i) /∈ A and (zi, c−i) ∈ A , (wi, c−i) /∈ A .

Using linear i, (xi, a−i) ∈ A , (yi, b−i) ∈ A and (yi, a−i) /∈ A , imply
(xi, b−i) ∈ A . Using 3v-gradedi, (yi, b−i) ∈ A , (xi, b−i) ∈ A , (xi, a−i) ∈ A

and (zi, c−i) ∈ A imply (yi, a−i) ∈ A or (zi, b−i) ∈ A , a contradiction.
Observe that the above proof shows that, when %i has three distinct

equivalence classes, then, for all zi in the last equivalence class, it is impossible
to have (zi, c−i) ∈ A . ✷

The main result of this paper says that linearity and 3-gradedness with veto
characterize the noncompensatory sorting model with veto.

Theorem 35
A partition 〈A , U 〉 is representable in the noncompensatory sorting model
with veto iff it is linear and 3-graded with veto.

Proof

Necessity results from Lemmas 33 and 34. We show sufficiency.
Let Zi = {xi ∈ Xi : (xi, a−i) ∈ U , for all a−i ∈ X−i}. Take Vi = Zi

and let Yi = Xi \ Zi. The sets Ai will all be subsets of Yi so that Vi and
Ai will be disjoint. Consider the set Y =

∏n
i=1 Yi and let A ′ = A ∩ Y and

U ′ = U ∩Y . Since 〈A , U 〉 is a partition, we have A 6= ∅ so that Y cannot
be empty.
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Suppose first that all attributes are degenerate for 〈A ′, U ′〉. By con-
struction of the set Y , we must have A ′ = Y . In this case, take Ai = Yi, for
all i ∈ N and F = {N}. It is clear that 〈F , 〈Ai, Vi〉i∈N 〉 is a representation
of 〈A , U 〉 in the noncompensatory sorting model with veto.

Suppose henceforth that some attribute is influent for 〈A ′, U ′〉 so that
A ′ 6= ∅ and U ′ 6= ∅. The plan is to apply Theorem 21 to the partition
〈A ′, U ′〉 on Y . It is clear that 〈A ′, U ′〉 on Y is linear. Let us show that
〈A ′, U ′〉 on Y is 2-graded, which will complete the proof, in view of The-
orem 21. Suppose, in contradiction with the thesis, that (xi, a−i) ∈ A ′,
(yi, a−i) ∈ A ′ (yi, b−i) ∈ A ′ (xi, b−i) ∈ U ′ and (zi, a−i) ∈ U ′. Since, by
construction, zi ∈ Yi, we know that (zi, c−i) ∈ A ′, for some c−i ∈ Y−i. Using
3v-gradedi, (xi, a−i) ∈ A ′, (yi, a−i) ∈ A ′, (yi, b−i) ∈ A ′ and (zi, c−i) ∈ A ′

imply (xi, b−i) ∈ A ′ or (zi, a−i) ∈ A ′, a contradiction. ✷

6.3 Uniqueness

As in the above proof, let Zi = {xi ∈ Xi : (xi, a−i) ∈ U , for all a−i ∈ X−i}
and Yi = Xi \Zi. Let Y =

∏n
i=1 Yi and define A ′ = A ∩Y and U ′ = U ∩Y .

Since 〈A , U 〉 is a partition, Y is always nonempty. We claim that the
representation 〈F , 〈Ai, Vi〉i∈N〉 of 〈A , U 〉 in the noncompensatory sorting
model with veto is unique if and only if all attributes i ∈ N are influent for
〈A ′, U ′〉.

Suppose that the above condition holds. Let us first show that, in all
representations 〈F , 〈Ai, Vi〉i∈N〉 of 〈A , U 〉, we must have Vi = Zi. By con-
struction, xi ∈ Vi implies xi ∈ Zi. Conversely, suppose that xi ∈ Zi and
that xi /∈ Vi. We must have either xi ∈ Ai or xi ∈ Ui. Since i is influent for
〈A ′, U ′〉 on Y , there are yi, zi ∈ Yi such that (yi, a−i) ∈ A and (zi, a−i) ∈ U ,
for some a−i ∈ Y−i. This implies yi ∈ Ai and zi ∈ Ui. Since zi ∈ Yi, we
know that (zi, b−i) ∈ A , for some b−i ∈ Y−i. If xi ∈ Ai, (yi, a−i) ∈ A im-
plies, using the definition of the noncompensatory sorting model with veto,
(xi, a−i) ∈ A , a contradiction. If xi ∈ Ui, (zi, b−i) ∈ A implies (xi, b−i) ∈ A ,
a contradiction. Therefore, we must have Zi = Vi. Since each attribute is
influent for 〈A ′, U ′〉, we know that the representation of 〈A ′, U ′〉 on Y in
the noncompensatory sorting model is unique.

Conversely, suppose that the above condition is violated so that some
attribute j ∈ N is degenerate for 〈A ′, U ′〉. Define Vi as above. We know
from the analysis in Section 5 that there will be several representations of
〈A ′, U ′〉 in the noncompensatory sorting model. Hence, the representation of
〈A , U 〉 in the noncompensatory sorting model with veto will not be unique.
This proves the claim.
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The construction of a unique representation of a partition in the noncom-
pensatory sorting model with veto is illustrated below.

Example 36
Let n = 3 and X1 = X2 = X3 = {8, 9, 10, 11}. Let A = {(9, 10, 10),
(9, 10, 11), (9, 11, 10), (9, 11, 11), (10, 9, 10), (10, 9, 11), (10, 10, 9), (10, 10, 10),
(10, 10, 11), (10, 11, 9), (10, 11, 10), (10, 11, 11), (11, 9, 10), (11, 9, 11), (11, 10, 9),
(11, 10, 10), (11, 10, 11), (11, 11, 9), (11, 11, 10), (11, 11, 11)} and U = X \A .
The partition 〈A , U 〉 can be obtained using the pessimistic version of ELEC-
TRE TRI with p = (10, 10, 10), Si = ≥ for all i ∈ N , w1 = w2 = w3 = 1/3,
λ = 2/3, and Vi = {(10, 8), (11, 8)} for all i ∈ N . This shows that it is linear
and 3-graded with veto.

We have Z1 = Z2 = Z3 = {8} and Y = {9, 10, 11} × {9, 10, 11} ×
{9, 10, 11}. All attributes are influent for 〈A ′, U ′〉 on Y . The unique rep-
resentation of 〈A , U 〉 in the noncompensatory sorting model with veto is
such that A1 = A2 = A3 = {10, 11}, V1 = V2 = V3 = {8} and F = {{1, 2},
{1, 3}, {2, 3}, {1, 2, 3}}. ✸

Remark 37
Consider a partition 〈A , U 〉 that has a representation 〈F , 〈Ai, Vi〉i∈N〉 in the
noncompensatory sorting model with veto. It is not restrictive to suppose
that this representation has been obtained following the construction in the
proof of Theorem 35. Take, on all i ∈ N , Si = %i so that Si are weak orders
(and, hence, semiorders). Let Zi = {xi ∈ Xi : (xi, a−i) ∈ U , for all a−i ∈
X−i}, Yi = Xi \ Zi and Y =

∏n
i=1 Yi. Define A ′ = A ∩ Y and U ′ = U ∩ Y .

If Zi = ∅, take Vi = ∅. If Zi 6= ∅, we have Vi = Zi. Take Vi to be such
that all elements not in Vi bear Vi to all elements in Vi. If attribute i ∈ N
is degenerate for 〈A ′, U ′〉, we know that we can take Ai to be an arbitrary
subset of Yi. We take it equal to Yi and take pi to be an arbitrary element in
Yi. If attribute i ∈ N is influent for 〈A ′, U ′〉, we have taken Ai to coincide
with the first equivalence class of %i on Yi. Take pi to be an arbitrary element
in Ai.

It is clear that with such a definition, Vi is included in ≻i. Furthermore,
it is a strict semiorder. Indeed, xi Vi yi is equivalent to saying that xi /∈ Vi

and yi ∈ Vi. Therefore xi Vi yi and zi Vi wi will imply both xi Vi wi and
zi Vi yi. Hence, Vi is a Ferrers relation. The fact that Vi is semi-transitive
follows from the fact that it is never true that xi Vi yi and yi Vi zi.

Observe that, with such definitions, we have xi Si pi iff xi ∈ Ai and
pi Vi xi iff xi ∈ Vi. This implies

x ∈ A ⇔
[
{i ∈ N : xi ∈ Ai} ∈ F and {i ∈ N : xi ∈ Vi} = ∅

]

⇔
[
S(x, p) ∈ F and {i ∈ N : pi Vi xi} = ∅

] (16)
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If the set F has a joint additive representation à la ELECTRE, i.e., that,
for all i ∈ N , there are nonnegative weights wi and a real number λ between
1/2 and 1 such that, for all I ⊆ 2N ,

I ∈ F ⇔
∑

i∈I

wi ≥ λ,

the above construction is exactly equivalent to the concordance part of ELEC-
TRE TRI.

Neglecting the question of the additive representation of the set F , this
shows that a twofold partition that can be obtained in ELECTRE TRI using
a profile that is outside the set X can always be obtained with ELECTRE
TRI with a profile that belongs to X. •

6.4 Extensions

Let us first observe that, since the noncompensatory sorting model with veto
is a particular case of model (D1), it can be expressed in the decision rule
model of Greco et al. (2001b); for all i ∈ N such that Vi 6= ∅, all decision
rules will have to include in their premises a condition that xi /∈ Vi (this can
easily be expressed, using %i, in the “at least” syntax of decision rules).

As was the case for the noncompensatory sorting model, it is possible
to consider other conditions that, in conjunction with linearity, enable to
characterize the noncompensatory sorting model with veto. We say that
〈A , U 〉 satisfies condition 3v-graded∗

i if

(xi, a−i) ∈ A

and
(zi, c−i) ∈ A

and
(yi, b−i) ∈ A






⇒






(xi, b−i) ∈ A

or
(xi, c−i) ∈ A

or
(zi, b−i) ∈ A

(3v-graded∗
i )

for all xi, yi, zi ∈ Xi and all a−i, b−i, ci ∈ X−i. 〈A , U 〉 is said to be 3-graded∗

with veto if it satisfies condition 3v-graded∗
i for all i ∈ N (note that this

condition is not the dual of 3v-gradedi replacing A by U . This is due to
the fact that in the noncompensatory sorting model with veto, the role of A

and U is not symmetric due to the presence of the veto).
Suppose that condition 3v-graded∗

i is violated so that (xi, a−i) ∈ A ,
(zi, c−i) ∈ A , (yi, b−i) ∈ A , (xi, b−i) ∈ U , (xi, c−i) ∈ U and (zi, b−i) ∈ U .
By construction, none of xi, yi and zi can belong to Vi. We have Not [xi ∼i yi],
Not [yi ∼i zi] and Not [xi ∼i zi], which shows that condition 3v-graded∗

i is
necessary for the noncompensatory sorting model with veto to hold. We
have:
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Lemma 38
1. Conditions 3v-gradedi and 3v-graded∗

i are independent.

2. In presence of lineari, conditions 3v-gradedi and 3v-graded∗
i are equiv-

alent.

3. [3v-gradedi and 3v-graded∗
i ] do not imply lineari.

Proof

Part 1. We give below the required two examples.

Example 39 (3-graded with veto and Not[3v-graded∗

i
])

Let n = 3 and X = {x1, y1, z1} × {x2, y2} × {x3, y3}. Let A = {(x1, x2, x3),
(y1, y2, x3), (z1, x2, y3)} and U = X \ A . Since X2 and X3 have only
two elements, conditions 3v-graded2, 3v-graded∗

2, 3v-graded3 and 3v-graded∗
3

hold. Condition 3v-graded1 is trivially satisfied. Condition 3v-graded∗
1 is

violated since (x1, x2, x3) ∈ A , (y1, y2, y3) ∈ A and (z1, x2, y3) ∈ A but
(x1, x2, y3) ∈ U , (x1, y2, y3) ∈ U and (y1, x2, y3) ∈ U . ✸

Example 40 (3-graded∗ with veto and Not[3v-gradedi])
Let n = 3 and X = {x1, y1, z1} × {x2, y2} × {x3, y3}. Let U = {(y1, x2, x3),
(z1, x2, y3)} and A = X \U . Since X2 and X3 have only two elements, con-
ditions 3v-graded2, 3v-graded∗

2, 3v-graded3 and 3v-graded∗
3 hold. Condition

3v-graded1 is violated since (y1, x2, y3) ∈ A , (x1, x2, y3) ∈ A , (x1, x2, x3) ∈
A and (z1, y2, x3) ∈ A but (y1, x2, x3) ∈ U and (z1, x2, y3) ∈ U . It is
routine to check that 3v-graded∗

1 is satisfied. ✸

Part 2. Let us first show that linear i and 3v-gradedi imply 3v-graded∗
i .

Suppose, contrary to the thesis, that (xi, a−i) ∈ A , (zi, c−i) ∈ A , (yi, b−i) ∈
A , (xi, b−i) ∈ U , (xi, c−i) ∈ U and (zi, b−i) ∈ U . Using linear i, (zi, c−i) ∈
A , (yi, b−i) ∈ A and (zi, b−i) ∈ U imply (yi, c−i) ∈ A . Using 3v-gradedi,
(zi, c−i) ∈ A , (yi, c−i) ∈ A , (yi, b−i) ∈ A and (xi, a−i) ∈ A imply (zi, b−i) ∈
A or (xi, c−i) ∈ A , a contradiction.

Let us now show that lineari and 3v-graded∗
i imply 3v-gradedi. Suppose,

contrary to the thesis, that (xi, a−i) ∈ A , (yi, a−i) ∈ A , (yi, b−i) ∈ A

and (zi, c−i) ∈ A while (xi, b−i) ∈ U and (zi, a−i) ∈ U . We must have
(zi, b−i) ∈ U , otherwise, using linear i, (xi, a−i) ∈ A and (zi, b−i) ∈ A would
imply either (zi, a−i) ∈ A or (xi, b−i) ∈ A . Using 3v-graded∗

i , (zi, c−i) ∈ A ,
(xi, a−i) ∈ A and (yi, b−i) ∈ A imply (zi, a−i) ∈ A or (zi, b−i) ∈ A or
(xi, b−i) ∈ A , a contradiction.

Part 3. When Xi has two elements, conditions 3v-gradedi and 3v-graded∗
i

are trivially satisfied. Therefore, in Example 18, conditions 3v-gradedi and
3v-graded∗

i are satisfied for all i ∈ N , while condition linear i hold on all but
one attribute. ✷
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This shows that we may replace 3-graded with veto by 3-graded∗ with veto
in the characterization of the noncompensatory sorting model with veto pro-
posed in Theorem 35. Furthermore, the conjunction of these two conditions
has interesting consequences on its own. Consider a model such that:

• for all i ∈ N there are disjoint sets Ai, Vi ⊆ Xi,

• there is a subset F of 2N ,

such that, for all x ∈ X,

x ∈ A ⇔
[
{i ∈ N : xi ∈ Ai} ∈ F and {i ∈ N : xi ∈ Vi} = ∅

]
.

The only difference between this model and the noncompensatory sorting
model with veto is that F is no longer supposed to satisfy (11). Hence,
in such a model, an object x ∈ X belongs to A if it has a combination of
elements in Ai that is typical of A , while a repulsive evaluation for A is able
to destroy this typicalness (e.g., being [red and sporty] implies that a car is
attractive, except, e.g., if it comes from country C, where C stands for a
country having the reputation to build poor cars). This model is a particular
case of model (D0) in which each function ui can take at most three distinct
values and, when ui takes exactly three distinct values, the lower value of ui

forbids to have a positive value for F . We call this model the generalized
noncompensatory model with veto. We have:

Proposition 41
A partition 〈A , U 〉 has a representation in the generalized noncompensatory
model with veto iff it is 3-graded with veto and 3-graded∗ with veto.

Proof

The necessity of 3v-gradedi and 3v-graded∗
i is easily shown. We show suffi-

ciency. For all i ∈ N , let Vi = {xi ∈ Xi : (xi, a−i) ∈ U , for all a−i ∈ X−i}.
Let Yi = Xi \ Vi and Y =

∏n
i=1 Yi. Since 〈A , U 〉 is a partition, Y must be

nonempty.
For each i ∈ N , we distinguish two cases.

1. If, for all xi, yi ∈ Yi, we have xi ∼i yi, we define Ai = Yi.

2. If, for some xi, yi ∈ Yi we have Not [xi ∼i yi], so that (xi, a
∗
−i) ∈ A and

(yi, a
∗
−i) ∈ U , for some a∗

−i ∈ Y−i, take any such a∗
−i ∈ Y−i and define

Ai = {zi ∈ Yi : (zi, a
∗
−i) ∈ A }. In this case, by construction, Ai 6= ∅

and Ai 6= Yi.
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Define F letting I ∈ F whenever there is some x ∈ A such that A(x) = I.
Let us show that, for all x ∈ Y =

∏
i∈N Yi, we have:

x ∈ A ⇔ A(x) ∈ F ,

which will complete the proof. By construction, if x ∈ A , we have A(x) ∈ F .
Conversely, suppose that A(x) ∈ F . This implies that A(y) = A(x), for

some y ∈ Y such that y ∈ A .
Take any i ∈ N . Let us show that we have (xi, y−i) ∈ A . If Ai = Yi,

we know that yi ∼i xi and, hence, (xi, y−i) ∈ A . Suppose that Ai 6= Yi. By
construction, we know that:

• (xi, a
∗
−i) and (yi, a

∗
−i) both belong either to A or to U .

• (zi, a
∗
−i) ∈ A and (wi, a

∗
−i) ∈ U , for some zi, wi ∈ Yi.

Suppose that (xi, a
∗
−i) ∈ A and (yi, a

∗
−i) ∈ A . Because wi ∈ Yi, we know

that (wi, b−i) ∈ A , for some b−i ∈ Y−i. Using 3v-gradedi, (xi, a
∗
−i) ∈ A ,

(yi, a
∗
−i) ∈ A , (yi, y−i) ∈ A and (wi, b−i) ∈ A imply, (xi, y−i) ∈ A or

(wi, a
∗
−i) ∈ A . Hence, we must have (xi, y−i) ∈ A .

Suppose now that (xi, a
∗
−i) ∈ U and (yi, a

∗
−i) ∈ U . Because xi ∈ Yi, we

know that (xi, c−i) ∈ A , for some c−i ∈ Y−i. Using 3v-graded∗
i , (xi, c−i) ∈ A ,

(yi, y−i) ∈ A and (zi, a
∗
−i) ∈ A imply (xi, a

∗
−i) ∈ A or (xi, y−i) ∈ A or

(yi, a
∗
−i) ∈ A . Therefore, we must have (xi, y−i) ∈ A .

In any case, we have (xi, y−i) ∈ A . The proof is completed iterating
the above reasoning (beginning with “Take any i ∈ N”) using (xi, y−i) ∈ A

instead of y ∈ A as a starting point and considering an attribute j 6= i. ✷

We leave to the reader the, easy task, of formulating the generalized non-
compensatory model with veto in terms of decision rules. Since this model
is not a particular case of model (D1), this formulation may not always be
done only using “at least” decision rules.

Consider a model such that:

• for all i ∈ N there are disjoint sets Ai, Vi ⊆ Xi,

• there is a subset F of 2N ,

such that, for all x ∈ X,

x ∈ A ⇔
[
{i ∈ N : xi ∈ Ai} ∈ F or {i ∈ N : xi ∈ Vi} 6= ∅

]
.

This model is closely related to the generalized noncompensatory model with
veto. The only difference is that the elements of Vi play a dual role: instead of
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being repulsive, i.e., forbidding an alternative to belong to A , an evaluation
in Vi is now “compulsive” for A , i.e., it forces an alternative to be in A .
Paraphrasing the proof of Proposition 41, it is possible to show that this
model is characterized by two conditions obtained replacing A by U in
the expression of 3v-gradedi and 3v-graded∗

i . We leave the details to the
interested reader.

7 Discussion

This paper has analyzed a number of sorting models for multi-attributed
alternatives into two categories. The common feature of these models is to
particularize model (D1) in the direction of using poor information on each
attribute. Indeed, when there is no veto effect involved, noncompensatory
models only distinguish two types of elements on each attribute. The possi-
bility of veto effects adds a possible third type of elements.

The conditions that we have exhibited are reasonably simple and could
well be the subject of empirical tests. A psychologist may, for instance, want
to use them in order to know whether a partition of alternatives given by a
subject can be explained using a noncompensatory model. On a more con-
ceptual level, our conditions allow to pinpoint what appears to be the main
distinctive feature of noncompensatory models à la ELECTRE TRI within
the general framework of model (D1). This was already shown in a series
of papers (see Bouyssou and Pirlot, 2002a, 2005; Dubois et al., 2003; Greco
et al., 2001a) for the case of models involving binary relations. Our analy-
sis can be considered as an extension of these papers to the case of sorting
models. As a by-product of this investigation, the comments of Salvatore
Greco, Benedetto Matarazzo and Roman S lowiński lead us to realize that,
rather unexpectedly, the noncompensatory sorting model is, in fact, equiv-
alent to the sorting model (Su) based on the Sugeno integral characterized
in S lowiński et al. (2002). This gives an alternative interpretation of model
(Su) that is simple and, we feel, more attractive than the one suggested by
the original formula.

Our theoretical analysis also has practical implications. First, it shows
that, beyond surface, the two versions of ELECTRE TRI are rather differ-
ent: only the pessimistic version fits into the framework of noncompensatory
sorting models. This is related with the fact that most works trying to infer
the parameters of an ELECTRE TRI model from assignment examples (i.e.,
from a partition defined on a subset of X) using mathematical programming
techniques (see Dias and Mousseau, 2006; Dias et al., 2002; Mousseau et al.,
2001a; Mousseau and S lowiński, 1998; Ngo The and Mousseau, 2002) have
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only considered the pessimistic version of the method. Indeed, our models
seem to show that the optimistic version of ELECTRE TRI is at variance
with the general principles underlying most of the other ELECTRE-like tech-
niques (see Roy, 1991). Furthermore, we have shown that the conditions
ensuring the uniqueness of a representation in the noncompensatory sorting
model with veto are rather stringent, requiring much more than the influence
of each attribute. Such a non-uniqueness will all the more be an issue for
methods designed to infer all the parameters of an ELECTRE TRI model
from assignment examples (see Mousseau and S lowiński, 1998) since they
work on the basis of even less information than we do here. This possible,
and likely, non-uniqueness of the representation probably explains why this
type of method, independently of its computational complexity involving the
solution of nonlinear programs, have been abandoned and replaced by tech-
niques inferring only one type of parameter (e.g., weights, veto thresholds or
category limits) at a time.

Finally, it should be mentioned that, contrary to what happens in ELEC-
TRE TRI, the models proposed in this paper do not assume numerical
weights (not to mention the possibility to add them in order to test if a
coalition of attributes is judged “sufficiently” important). Indeed, as shown
in Greco et al. (2001b) and S lowiński et al. (2002), these models can be for-
mulated in terms of decision rules having a particular syntax. Hence, it is
possible to use symbolic inference techniques derived from Artificial Intelli-
gence to assess them on the basis of assignment examples (see Greco et al.,
1999, 2001c, 2002b, 2005, for reviews of this line of research that also has
many applications outside the area of sorting models). Therefore, this ab-
sence of weights should not be considered as an impediment to the practical
use of such models.

The analysis proposed in this paper can be extended in several directions.
First it is clearly necessary to extend our results concerning noncompensa-
tory models to more than two categories. This is done in a companion paper
(Bouyssou and Marchant, 2005). Although relatively straightforward, this
extension raises several delicate points, so that we have decided not to in-
clude it in the present paper. Quite a different line of extension is linked with
the study of additive models for sorting. Using standard techniques, such an
analysis is relatively straightforward when the set of alternatives is finite; it
nevertheless raises difficult questions in the general case. This is the subject
of an ongoing research. Furthermore, as proposed by Goldstein (1991), sort-
ing models in which some objects are “in between” two categories (e.g., at
the border between A and U ) would deserve attention. Models using “pro-
totypes” for each category instead of limiting profiles should also be studied;
we have seen that it is not unlikely that model (D1) offers an adequate
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framework for doing so. As suggested in Greco et al. (2001b) and S lowiński
et al. (2002), the study of models in which some alternatives may belong
to more than one category, e.g., because of uncertainty, imprecision or lack
of information, may prove useful. Finally, it should mentioned that Greco
et al. (2001b) and S lowiński et al. (2002) have considered a generalization
of model (D1) allowing for violations of linearity, exploiting the idea of the
“rough approximation” of a partition. More generally, it seems that the use
of conjoint measurement techniques applied to partitions of multi-attributed
alternatives offers much promise for future research into the foundations of
MCDM techniques.
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SADE, Université Paris Dauphine, available at www.lamsade.dauphine.fr/
∼bouyssou/.

Bouyssou, D., Marchant, Th., Pirlot, M., Perny, P., Tsoukiàs, A., Vincke, Ph.,
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