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Comparison of roughness models to simulate overland flow and tracer 

transport experiments under simulated rainfall at plot scale

C. Mügler a,⇑, O. Planchon b, J. Patin a, S. Weill a,1, N. Silvera c, P. Richard d, E. Mouche a

The Saint-Venant equations have consistently proved capable of accurately simulating hydrographs at
plot scale. However, recent works showed that even though the hydrograph is satisfyingly reproduced,
the flow velocity field within the plot might be wrong, with the highest velocity largely underestimated.
Moreover, the choice of roughness models to be used in the Saint-Venant equations is most often done in
the purpose of increasing the hydrograph quality, while the actual travel time of water is ignored. This
paper presents a tracer experiment made on a 10-m by 4-m rainfall simulation plot, where travel time
and tracer mass recovery as well as local flow velocity have been measured. Four roughness models
are tested: (i) Darcy-Weisbach’s model, (ii) Lawrence’s model, (iii) Manning’s model with a constant
roughness coefficient, and (iv) Manning’s model with a variable roughness coefficient which decreases
as a power law of the runoff water depth.
Models with a constant friction factor largely underestimate high velocities. Moreover, they are not

able to simulate tracer travel-times. Lawrence’s model correctly simulates low and high velocities as well
as tracer breakthrough curves. However, a specific set of parameters are required for each breakthrough
curve from the same experiment. The best results are obtained with the Manning’s model with a water-
depth dependent roughness coefficient: simulated velocities are consistent with measurements, and a
single set of parameters captures the entire set of breakthrough curves, as well as tracer mass recovery.
The study reported here brings the following findings: (i) roughness coefficient is flow-dependent, (ii)

faithful simulation of the velocity fields does not imply a good prediction of travel time and mass recov-
ery, (iii) the best model is a Manning type model with a roughness coefficient which decreases as a power
law of water depth.
The full dataset used in this work is available on request. It can be used as benchmark for overland flow

and transport models.

1. Introduction

Overland flow and transport of sediments, dissolved nutrients
or contaminants in runoff water depth are important processes
involved in water erosion and pollution. Modelling transport of
sediments and chemicals requires accurate calculation of flow
velocity. In hydraulic models, the hydraulic resistance, character-
ized by a roughness parameter, is one of the key parameters which
determine runoff water depth and overland flow distribution.
Many equations relate velocity to friction slope (Kirby, 1978). A

general formulation of the friction law expresses velocity as a func-
tion of flow depth and friction slope, as follows:

ui ¼ ahb
ffiffiffiffiffi

Sfi

q

; ð1Þ

where ui is the i-component of the local depth-averaged velocities
(i = x or y), h the local water depth and Sfi the friction slope in the
i-direction. An appropriate choice of parameters a and b leads to
the following familiar relationships:

– Chezy’s relationship with b = 1/2 and a equal to the Chezy’s
resistance parameter;

– Darcy-Weisbach’s relationship with b = 1/2 and a = (8g/f)1/2,
where f is the Darcy-Weisbach’s friction factor, proportional to
the ratio of gravity to inertial forces;

– Manning-Strickler’s friction law with b = 2/3 and a = 1/n where
n is the Manning’s roughness coefficient representing hydraulic
resistance to flow.
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Chezy and Manning equations were originally developed in the
purpose of sizing canals in the XIXth century (Mouret, 1921).
Darcy-Weisbach equation was initially developed for pipe flow.
These equations assume numerous restrictive conditions: flow is
uniform, parallel to the surface, flow width is constant, grain
roughness is homogeneous over the wetted perimeter and can be
considered as random. None of the former conditions are met in
overland flow (Smith et al., 2007). Nevertheless, Chezy, Manning
and Darcy-Weisbach equations are the most widely used for calcu-
lating flow velocity in runoff and erosion models.

In the case of one-dimensional flow through pipes, the Reynolds
number, which measures the relative significance of inertia and
viscosity (Re = 4uh/m where m is the fluid kinematic viscosity), is
an important dimensionless number to estimate the friction coef-
ficient. Indeed, in laminar regime, the friction factor is inversely
proportional to the Reynolds number, while in turbulent regime
(i.e. at Reynolds numbers greater than 2000 in pipe flows) it is
determined by the roughness ratio. According to Lawrence
(1997), the Reynolds number at which the roughness ratio be-
comes dominant is much smaller for overland flow in presence
of macroscale roughness than it is for classical pipe flow. Further-
more, previous experimental studies of resistance to overland flow
on desert hillslopes (Abrahams et al., 1986) suggested that the con-
ventional f-Re relationship for shallow flow over a plane bed whose
shape is a function of the state of flow did not apply to desert hill-
slopes and should not be employed in mathematical models of
overland flow on such hillslopes. As a consequence, Lawrence
(1997) proposes to use the inundation ratio rather than the flow
Reynolds number for modelling the hydraulics of overland flow
on rough granular surfaces. The inundation ratio describes the
average submergence of soil surface roughness. It is used to cate-
gorize flow regime into partially inundated, marginally inundated
and well-inundated surfaces. Each category is characterized by a
functional relationship which expresses the frictional resistance
as a function of the inundation ratio. The author defines K, a
dimensionless degree of inundation of a rough surface: K = h/hc,
where h is flow depth and hc the characteristic roughness scale
of the surface. In the literature, the surface roughness hc is often
equal to d50/2 or d90/2 where d50 and d90 are the median-weight
diameter and 90%-weight diameter of the particle size distribution,
respectively (Abrahams et al., 1986; Lawrence, 1997).

At partial inundation, when flow depth is less than the mean
roughness height, flow resistance is associated with the drag force
derived from individual roughness elements and increases with
depth and percentage cover according to (Lawrence, 1997):

f ¼ 8PCD

p
min

p
4
;K

� �

; ð2Þ

where CD is the drag coefficient for roughness elements and min[a,
b] is used to refer for the minimum value of either expression a or b.
In Eq. (2), P is the fractional cover or portion of the surface covered
by the largest particles. In (Lawrence, 1997), CD is assumed to be
constant and equal to 1 although in (Lawrence, 2000), at partial
inundation, CD decreases with percentage cover.

At marginal inundation, when roughness elements are fully
covered but their height has the same magnitude as flow depth,
the ratio of the size of roughness elements to the depth of flow
controls the degree of vertical mixing in the flow. Consequently,
frictional resistance sharply decreases with increasing flow depth
(Lawrence, 1997):

f ¼ 10

K2 : ð3Þ

Well-inundated flows, in which water depth is significantly
greater than roughness height, are described by using rough turbu-
lent flow hydraulics previously developed for open channel flows.

These flows exhibit a much more gradual decrease in frictional
resistance with increasing depth than during the marginal inunda-
tion regime (Lawrence, 1997):

f ¼ 1

ð1:64þ 0:803� lnKÞ2
: ð4Þ

Despite the existence of more sophisticated models such as the
heuristic physical Lawrence’s model, Manning’s roughness coeffi-
cient n (see Eq. (1) with b = 2/3 and a = 1/n) is still often used for
shallow water overland flow, where it is assumed constant in time
and independent of flow depth. Manning’s coefficient depends on
soil type and vegetative cover (De Roo et al., 1989; Jain and Singh,
2005). Katul et al. (2002) showed that when the water depth is
much larger than the characteristic soil roughness height,
Manning’s roughness coefficient n can be calculated from

n ¼ 0:06ðz0Þ1=7; ð5Þ

where z0 is the momentum roughness height, defined as the bed-
normal location of zero-velocity predicted by the ‘‘log-law’’ approx-
imation of the velocity profile in the Prandtl-Karman mixing-length
theory. This relationship between n and z0 is used by Thompson
et al. (2010), among others, to estimate Manning’s friction factor
of an idealized one-dimensional hillslope with uniform sinusoidal
microtopography with fixed amplitude A. They assume that z0
scales linearly with the fixed depression height 2A. In the case of
vegetative cover, several authors showed that the vegetative resis-
tance varies with flow depth or the degree of submergence. For
example, Wu et al. (1999) concluded from analysis of experimental
data that the vegetative roughness coefficient of un-submerged
vegetation reduces with increasing flow depth and is independent
of bed slope. They also pointed out that the vegetative roughness
coefficient of fully submerged vegetation tends to increase at low
depths but then decrease to an asymptotic constant as the water le-
vel continues to rise. Tsihrintzis (2001) showed that most of these
experimental data can be modelled with the Kadlec’s power law
for flow through vegetation (Kadlec, 1990). So, Jain et al. (2004)
adopted such a simplified form of depth-dependent roughness for-
mulation in a distributed rainfall–runoff model:

n ¼ n0
h

h0

� ��e
for h < h0 and n ¼ n0 for hP h0; ð6Þ

where n is depth-dependent Manning’s roughness coefficient, n0 is
the minimum land surface-dependent Manning’s roughness corre-
sponding to flow depth h0 beyond which n is assumed constant. e
is an exponent related to vegetation drag. With this model, the
authors obtained numerical results for both temporal variations of
the spatial distribution of flow depth and runoff over a catchment
in fairly good agreement with measurements. Rai et al. (2010) also
used a power law for the depth-dependent overland flow resistance.
They showed that variable roughness preserved the hydrograph
shape better than constant one.

The objective of this study is to compare different roughness
models:

– Darcy-Weisbach (DW)’s model;
– Lawrence’s model;
– Manning’s model with constant roughness coefficient;
– Manning’s model with a water-depth dependent roughness
coefficient.

In order to test these models, a rainfall simulation experiment
was held in Thies, Senegal. It was done with an improved version
of the large rainfall simulator (4-m by 10-m) described by Esteves
et al. (2000a). The experiment aimed at measuring both local flow
velocity within the plot and breakthrough curves of point-source
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injection of tracer. Because the two measurements could not be
done during the same rainfall (see materials and methods section
for details), two rainfall simulations have been successively done.
The first one was devoted to capture the tracer breakthrough
curves and mass recovery of tracer injected in several points of
the plot. This rainfall simulation will be called the transport exper-
iment. The next rainfall was devoted to local flow velocity mea-
surements. We will call it the surface runoff experiment. The
later has already been published (Tatard et al., 2008). In the
present paper, the entire dataset is used. A dedicated code was
written in order to achieve the desired comparison. Comparison
with Tatard’s et al. (2008) preliminary results is made when
appropriate.

It must be emphasized that this type of joint model calibration
on a flow and a transport experiment is fairly common in hydroge-
ology (Bear et al., 1993). Among such studies, the single fracture
systemwith matrix diffusion (Grisak and Pickens, 1981) is a typical
example of such studies, as well as a good analogue of the plot
problem targeted in the present study. The literature on fracture
models shows that the joint calibration of flow and transport is
generally difficult to achieve: a good calibration of the flow model,
i.e. of the transmissivity field, linked to the roughness of the frac-
ture plane, leads to a poor calibration of the breakthrough curve
and vice versa (Andersson et al., 2004). More recently, joint calibra-
tions of runoff hydrograph and tracer measurements has also been
done in hillslope hydrology. For example, McGuire et al. (2007)
used a spatially explicit model constrained by soil hydrologic prop-
erties, runoff and applied tracer data to identify the dominant pro-
cesses necessary to explain both water and solute flux from a steep
hillslope. To the best knowledge of the authors, no attempt has
been done in surface hydrology to do a joint calibration of local
flow velocities and tracer breakthrough curves at the plot scale.
According to the above cited literature in hydrogeology, the exer-
cise promised challenging, as well as possibly very selective with
regard to the selected roughness models.

In this paper, the materials and methods section presents the
experiments and the four models. The results section presents
the calibration of the surface runoff experiment with the four mod-
els, followed by the corresponding operation for the transport
experiment. Models are compared to each other. This comparison
is followed by a general discussion of the relative performance of
the tested models. Especially, we discuss why the power Manning
model, which is in essence a phenomenological model2 performed
better than the Lawrence model, which is in essence a physically-
based model.3

2. Materials and methods

2.1. Experiments

The rainfall simulation experiment was held in Thies, Senegal.
The plot was 10 m long by 4 m wide, with a 1% slope, and sandy
soil (1% clay, 7% silt, 43% fine sand, 49% coarse sand). The granul-
ometry of the sandy soil is given in Table 1. The rainfall simulator
was as described by Esteves et al. (2000a). It allowed for rainfall at
a constant average intensity of 70 mm h�1. In order to limit wind
effects, which may cause noticeable variations of rainfall intensity,
simulations were carried out at a maximumwind speed of 1 m s�1.
Six tipping-bucket rain gauges with electronic recording were

placed along the plot borders for monitoring the actual rainfall
intensity. The flow discharge was collected in a trough and alter-
nately directed, via a 10-cm flexible hose, into two 150-l iron cyl-
inders, one being filled while the other was drained. The volume in
the filling cylinders was monitored by recording the rise of a float.
The resolution of this apparatus was 2.5 l. The typical flow dis-
charge at steady state was 0.5 l s�1.

2.1.1. Plot preparation

Table 2 gives the chronology of plot preparation and experi-
ments. On day 1 of the experiment, plot preparation consisted on
manual plough of the plot to a depth of 50 cm. The surface was
then raked in order to form a slight V shape, with 1% slope longi-
tudinally and 1% slope towards the median axis of the plot. The
purpose of the V shape was to avoid rill development at the edge
of the plot. On day 2 of the experiment (see Table 2), a 2-hour long
rainfall was applied at a constant intensity of 70 mm h�1. Rainfall
intensity of 70 mm h�1 is common in the region (return time in
the order of a year). However, a duration of 2 hours at this intensity
has no possible point of comparison with natural rainfall. The
experiment was designed in order to maintain steady runoff and
infiltration rate during enough time to perform the flow velocity
measurements. In this purpose, several hours of rainfall had been
applied on the plot prior to the experiment in order to form an al-
ready ‘old’ surface with a well organized flow pattern that would
erode very slowly during the experiment itself. The longitudinal
slope had evolved from straight to slightly concave with some sand
deposits in the concave downstream. Fig. 1 gives a general view of
the plot. Days 3 and 5 were devoted to soil microtopography mea-
surements. They were done with an automated device described in
Planchon et al. (2000). It consists of a vertical rod with a sensor at
the end that detects the soil surface. Stepper motors allow the
apparatus to move in small increments in all directions. The hori-
zontal resolution is 2.5 cm transversally to the plot and 5 cm longi-
tudinally. The vertical precision is 0.5 mm. With a maximum
acquisition rate of 1.6 point s�1, the 16,000 measured points of
the entire Digital Elevation Model (DEM) required a full working
day. The calculation of the Random Roughness with a formulation
which simultaneously removes slope and tillage effects (Planchon

Table 1

Granulometry of the sandy soil.

Grain size (lm) 50 100 150 200 250 500 750
Portion (%) 4 13 15 14 13 32 5

Table 2

Chronology of plot preparation and experiments.

Day from
start

Work done

0 Initial rainfall in order to moisten the soil
1 Plot preparation: removing 5 cm at the surface already polluted

by previous experiments, plowing upside-down the next
50 cm, adding fresh surface soil to replace the removed layer
Raking and forming the V shape

2 Two hours of rainfall in order to produce an already ‘old’
surface, which was supposed to evolve much slower than the
raked one

3 Microtopography measurement
4 Transport experiment
5 Microtopography measurement
6 First (unsuccessful) attempt of surface runoff experiment
7 Microtopography measurement
8 Surface runoff experiment (Tatard et al., 2008)
9 Microtopography measurement + high resolution photography

for further mosaicing

2 We call a phenomenological model a model based on empirial laws inspired by
field observations. These laws are derived after being introduced in the conservation
laws of Physics (mass, momentum, and/or others).

3 We call a physically-based model a model which describes as faithfully as
possible the true physics of an idealized, simplified, and often uniformized vision of
reality.
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et al., 2001) leads to a value lying between 0.5 mm and 2.5 mm
depending on the considered zone in the plot.

2.1.2. Transport experiment

Although surface runoff experiments usually come first
in numerical-versus-experimental works in hydrodynamics, we
chose to perform the transport experiment first because the carbon
chlorite used in the surface runoff experiment, even in the small
quantities we needed (see Tatard et al., 2008), was prone to pollute
the plot, which would jeopardize any further tracing experiment.
Contrarily, even a significant pollution by tracers would not affect
local velocity measurements. The tracer used was a mixture of
H2

18O (5 g), 2H2O (5 g), CaCl2(6H2O) (250 g) and KBr (15 g). A small
and unknown quantity of water added to this composition because
of CaCl2 hygroscopicity. The bulk density of the final solution was
1437 kg m�3. Each injection consisted in applying 1 g s�1 of tracer
during 30 s at a predetermined point chosen from the DEM ac-
quired the day before. Injection of tracer started after a time of
30 mn of rainfall, when the discharge had stabilized. Tracer was in-
jected at eight locations in the plot, noted A to I in Fig. 1 (see also
Fig. 6). The upper-stream locations (C, G) were chosen at source
points of runoff (i.e. where no runoff could come from upstream).
Locations D and E were in the main channel. Other injection points
were on small, but clearly visible flow path. Location A, the most
downstream point set at the outlet of the plot, was devoted to
the characterization of the response of the experimental setup be-
tween the outlet of the plot and the sampling bottles. The experi-
ment on day 4 (see Table 2) consisted of a 1h24’-long continuous
rainfall at constant rainfall intensity (75 ± 5 mm h�1). At the outlet
of the plot, a peristaltic pump diverted a constant 20-ml s�1 flow,
from the runoff water, into a silicon hose which served at collecting
manually one sample at every second. Additionally, a conductivity
sensor was plugged at the mouth of the hose, thus giving in real
time the apparent conductivity of each one-second sample. The
term apparent conductivity means that the sensor, which had to
be handcraft in order to fit in the hose, was not calibrated. Further
calibration of the conductivity measurement was done by compar-
ison with 18O analysis. The sensor was then proved linear and
accurate. At the end of rainfall, all samples were hermetically
sealed for further 18O and 2H isotopic analysis.

Uncertainties of tracer measurements can be estimated from
the following considerations:

– Time synchronization between all operations was supervised by
an operator with a whistle, which typically allowed a time
uncertainty of ±1 s.

– The overall mass of tracer injected at every location was known
with high precision by weighting the remaining tracer before
and after every injection.

– The mass of tracer in each one-second sample was measured by
real-time apparent conductivity measurement. After the exper-
iment, 18O has been measured in 131 samples, the exact mass of
tracer has been deduced from these and compared to the corre-
sponding apparent conductivity measurement. The comparison
gave a linear relation between tracer mass and conductivity
(r2 = 0.985), which corresponds to an uncertainty of ±3% on
the mass in each single one-second sample.

2.1.3. Surface runoff experiment

The surface runoff experiment was described by Tatard et al.
(2008). In essence, it consists in a miniaturized version of the salt
velocity gauge (SVG) presented in Planchon et al. (2005). Two con-
ductivity probes of 1-cm wide each are posted at exactly 10 cm to
each other in the exact flow direction. Salt brine is injected manu-
ally a few centimetres upstream to the upper probe. Electric con-
ductivity is measured simultaneously at the two probes at
250 Hz during 2.5 s. Velocity is obtained by inverse modelling of
the 1D transport model of the brine between the two probes.
72 points were measured with one to three replications. These
points were selected with the following objectives: (i) to cover
the largest range of flow velocity as allowed with the SVG technol-
ogy (i.e. 0.005–1 m s�1) and, (ii) to be scattered within the entire
plot.

Field problems as well as failure or poor quality of the inversion
model brought the need of filtering the data in order to be certain
to reject erroneous measurements. This was done thanks to addi-
tional data recorded by the device, such as peak height, root mean
square error (RMSE) of the inverse model. The accuracy of the SVG
technology observed in ideal conditions is typically ±2.5%
(Darboux, 2011). In our experimental conditions, uncertainties on

Fig. 1. General view of the plot. Horizontal coordinates are in mm. Vertical scale is magnified 10 times. Colour contrast and saturation are artificially enhanced in order to
highlight the surface feature pattern which is tiny in reality, although important for understanding the plot behaviour and evolution. Arrows show flow velocity measured
points during the surface runoff experiment. Letters show the injection points in the transport experiments. The grid space is 25 cm. Topography and overland image used in
the figure were captured at the end of all experiments. The small, narrow, bright part at the middle of the right-hand side of the plot corresponds to missing data in the image
mosaic (only elevation is known there).
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velocity measurement can be estimated from the replications of
measurement at the same location. From these, it appears that
the best measuring conditions (standard deviation of 0.8 cm s�1)
occurred when velocity was below 3 cm s�1 or above 15 cm s�1.
The worst measuring conditions appeared at 5 cm s�1, with a stan-
dard deviation of 1.4 cm s�1. At the end, 62 mean local velocity
measurements at 62 individual points were selected for further
use.

2.2. Models

2.2.1. General equations

Overland flow is usually described by the depth-averaged two-
dimensional unsteady flow equations commonly referred to as the
Saint-Venant equations (Zhang and Cundy, 1989; Esteves et al.,
2000b). They consist of balance equations for the mass of water
(Eq. (7)), and for the flow momentum, the later being written for
each planar-coordinate directions x (Eq. (8)) and y (Eq. (9)). They
can be written as:

@h

@t
þ @ðuxhÞ

@x
þ @ðuyhÞ

@y
¼ R� I; ð7Þ

@ux

@t
þ ux

@ux

@x
þ uy

@ux

@y
þ g

@h

@x
þ Sfx � Sox

� �

¼ 0; ð8Þ

@uy

@t
þ ux

@uy

@x
þ uy

@uy

@y
þ g

@h

@y
þ Sfy � Soy

� �

¼ 0; ð9Þ

where h is the local water depth, ux and uy the x- and y-components
of the local depth-averaged velocities, R the rainfall intensity, I the
infiltration rate and g the gravitational constant. S0x and Sfx (resp. S0y
and Sfy) are the ground slopes and the friction slopes in the x- and y-

directions, respectively.
Tracer transport in the water depth is described by the follow-

ing depth-averaged advective–dispersive equation (Weill et al.,
2009):

@hc

@t
þ ~r:ðh~uc � Drc

�!Þ ¼ qc; ð10Þ

where h is the local water depth, c the depth-averaged concentra-
tion, ~u the runoff velocity, D the surface diffusion-dispersion tensor
and qc a source or sink of concentration. In the followings, qc, equal
to the product –Ic, represents the sink of concentration due to infil-
tration. The diffusion-dispersion tensor can be written as:

D ¼ hd1 þ hd2j u!j; ð11Þ

where d1 and d2 are the diffusion tensor and the surface dispersivity
tensor, respectively.

2.2.2. Diffusive-wave approximation

Processes of overland flow and channel flow are usually mod-
elled using approximations of the Saint-Venant equations based

on the diffusive and the kinematic wave models (Chow et al.,
1988).

In the diffusive-wave approximation, inertia terms are ne-
glected and the momentum balance equations (8) and (9) reduce
to:

Sfi ¼ Soi �
@h

@xi
; ð12Þ

where i stands for the x and y-horizontal directions. Following
Wasantha Lal (1998) and according to Weill et al. (2009), this equa-
tion becomes:

Sfi ¼ �riðhþ zlÞ; ð13Þ

where zl is the land surface elevation, defined such that the soil
topographic slope is equal to �rizl. Physical attenuation due to lo-
cal and convective accelerations and due to lateral inflow perpen-
dicular to flow direction is not accounted for in the diffusive wave
approximation. However, there is still some physical dissipation
due to the spatial change in flow depth.

In the kinematic-wave approximation, however, all terms in the
momentum equations (8) and (9) which cause the wave energy to
dissipate as it moves downstream are neglected and Eqs. (8) and
(9) reduce to equate friction and bed slope:

Sfi ¼ Soi: ð14Þ

Woolhiser and Liggett (1967) introduced dimensionless forms
of the Saint-Venant equations which involve only two dimension-
less parameters: the Froude number F and the kinematic-wave
number k, defined as:

F ¼ u0
ffiffiffiffiffiffiffiffi

gh0

p ; ð15Þ

k ¼ S0L0

h0F
2 ; ð16Þ

where u0 and h0 are the depth-averaged velocity and the normal
water depth at y = L0, respectively. The kinematic-wave approxima-
tion is applicable to very steep slopes. Woolhiser and Liggett (1967)
recommend this approximation whenever k > 20. This criterion has
later been modified by Morris andWoolhiser (1980) to kF2 > 5 when
F < 0.5 and k > 20 when F > 0.5. Pearson (1989) suggests a new cri-
terion for using the kinematic-wave approximation to the Saint-
Venant equations for steady-state shallow water flow: k > 3 + 5/F2.
Finally, the calculation of actual amounts of errors of kinematic-
wave and diffusive-wave approximations for steady-state overland
flows led to the conclusion that for small values of kF2, the diffusive-
wave approximation should be preferred over the kinematic-wave
approximation (Singh and Aravamuthan, 1996; Moussa and
Bocquillon, 1996, 2000).

In the experimental configuration studied in the present paper
and already described in (Tatard et al., 2008), the maximum water
depths h0 measured on the plot ranged between 1 cm and 2 cm.
Deepest water were located in the middle of the plot (L0 = 5 m).
The measured velocities were 0.25 and 0.15 m s�1, respectively.

Table 3

Characteristics of the four different models.

Model Friction factor f(h) Parameters

Darcy-Weisbach (DW) f ðhÞ ¼ cste ¼ f f

Lawrence for 0 < h < hc/4, f(h) = (8P/hc) � h P and hc
for hc/4 < h < (5/P)1/2hc, f ðhÞ ¼ 2P

for (5/P)1/2hc < h, f ðhÞ ¼ minð10� hc=hÞ2; ð1:64þ 0:803� lnðh=hcÞÞ�2Þ
Manning with constant n f ðhÞ ¼ 8gn2=h

1=3 n

Manning with variable n(h) f ðhÞ ¼ 8gðnðhÞ2Þ=h1=3 with nðhÞ ¼ n0 � ðh=h0Þ� with limit nP n0
n0, h0, e
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The value of the Froude and kinematic-wave numbers were 0.8
(resp. 0.3) and 8 (resp. 22) for h0 = 1 cm and 2 cm, respectively.
The product (k � 3)F2 was consequently less than 5, which falls
within the range of validity of the diffusive-wave approximation
for modelling this data set.

As done in (Weill et al., 2009), assuming that the water depth
gradient is much smaller than the surface elevation gradient, the
friction law given by Eq. (1) may be written as a function of the
mean local slope S as follows:

ui ¼ �ahb

ffiffiffi

S
p riðzl þ hÞ: ð17Þ

Introducing this equation in Eq. (7) leads to the following diffu-
sive-wave equation for overland flow:

@h

@t
� ~r � ahbþ1

ffiffiffi

S
p

 !

~rðzl þ hÞ ¼ R� I: ð18Þ

Numerical simulations presented in the following sections are
for steady state flow only (see the end of the following paragraph
for details). This allowed us to assume both rainfall intensity R

and infiltration rate I constant in space and time. R and I were
therefore not explicitly computed. Comparison (not reported here)
between our results and a fully coupled model solving diffusive

equation and Richards equation on the entire hydrograph (Weill,
2007) showed that these assumptions were justified.

2.2.3. Friction factors

In this paper, we compare four models characterized by the
same friction law Eq. (1) with b = 1/2 and a = (8g/f(h))1/2, but with
the following expressions for the friction factors f(h):

– f ðhÞ ¼ cste. This model is called Darcy-Weisbach (DW)’s model
further on in the paper. It is characterized by the constant value
of f.

– f ðhÞ given by Eqs. (2)–(4). This model is called Lawrence’s
model. It is characterized by the values of the characteristic
roughness scale hc and fractional cover P.

– f ðhÞ ¼ 8gn2=h
1=3. This model is called Manning’s model with a

constant n. It is characterized by the value of Manning’s coeffi-
cient n.

– f ðhÞ ¼ 8gðnðhÞÞ2=h1=3. This model is called Manning’s model
with a variable n. Even if we investigated a bare soil in the pres-
ent paper, we have adopted the Manning’s water-depth depen-
dent coefficient n(h) given by Eq. (6) and used by Jain et al.
(2004) to model overland flow in a vegetated catchment. This
model is characterized by the values of minimum Manning’s
roughness n0, exponent e and flow depth h0 beyond which n

is assumed constant.

Characteristics of each model are summarized in Table 3.
The models were solved with the numerical code (Cast3M)

developed by the French Atomic Energy Commission (CEA) (see
the website www-cast3m.cea.fr for more information). A Mixed-
Hybrid Finite Element (MHFE) formulation was used to solve the
overland flow Eq. (18) and transport Eq. (10) (Dabbene, 1998;
Bernard-Michel et al., 2004). The time discretization was implicit.
Calculations were performed in two steps: the steady state over-
land flow was solved first. The tracer experiment was computed
by using the steady state formerly calculated. One can notice that

Table 4

Calibrated parameter values and corresponding RMSE for each model.

Model Calibrated parameter values RMSE (m s�1)

Darcy-Weisbach (DW) f = 0.2 3.2 � 10�2

Lawrence P = 30% and hc = 0.25 mm 2.8 � 10�2

Manning with constant n n = 0.02 3.1 � 10�2

Manning with variable n(h) n0 = 0.013, h0 = 3 mm, e = 1/3 2.6 � 10�2

PSEM_2D with constant f f = 0.26 3.1 � 10�2

PSEM_2D with variable f see Tatard et al. (2008) 3.1 � 10�2
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Fig. 2. Modelled versus measured velocities for four different friction laws: (a) Darcy-Weisbach’s model with a constant friction factor f equal to 0.2; (b) Lawrence’s model
with P = 30% and hc = 0.25 mm; (c) Manning’s model with a constant n equal to 0.02; (d) Manning’s model with n(h) given by Eq. (6) where n0 = 0.013, h0 = 3 mm and e = 1/3.
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neither the rise nor the fall of the experimental hydrographs were
used in the present work.

3. Results

3.1. Surface runoff experiment

To model the surface runoff experiment, we used the same DEM
(made of 10 � 10 cm2 cells) as Tatard et al. (2008) used with the
code PSEM_2D. The parameters involved in the expression of the

friction factor (see Table 3) were calibrated from the minimisation
of the root mean square error (RMSE) which quantifies the global
agreement between the simulated and the measured velocities.
The RMSE is defined as follows:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼1

ðuobs;i � usim;iÞ2
v
u
u
t ; ð19Þ

where uobs,i and usim,i are the observed and simulated velocities at
the location i. The total number of locations N was equal to 62. In

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200
 0

 200

 400

 600

 800

T
ra

c
e
r

Time (s)

conductivity D
f=0.05
f=0.1
f=0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200
 0

 200

 400

 600

 800

T
ra

c
e
r

Time (s)

conductivity D
hc=0.25mm

hc=0.5mm
hc=1mm

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200
 0

 200

 400

 600

 800

T
ra

c
e
r

Time (s)

conductivity D
n=0.01

n=0.018
n=0.03

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200
 0

 200

 400

 600

 800

T
ra

c
e
r

Time (s)

conductivity D
n0=0.01

n0=0.018
n0=0.03

(a) Darcy-Weisbach's model (b) Lawrence's model

(c) Manning's model with constant n (d) Manning's model with n(h)

Fig. 4. Calibration of the four friction models from breakthrough curve of tracer injected in the main rill (point D). Best results are obtained with (a) f = 0.1 for Darcy-
Weisbach’s model; (b) hc = 0.5 mm for Lawrence’s model (no influence of parameter P); (c) n = 0.018 for Manning’s model with constant n; (d) n0 = 0.018 for Manning’s model
with variable n(h).

 0

 0.1

 0.2

 0.3

 0  0.1  0.2  0.3

PSEM_2D, variable ff
y=x

(b)

Measured velocity (m.s )-1

M
o

d
e
lle

d
 v

e
lo

c
it
y
 (

m
.s

)
-1

 0

 0.1

 0.2

 0.3

 0  0.1  0.2  0.3

PSEM_2D, cst ff
y=x

(a)

Measured velocity (m.s )-1

M
o

d
e
lle

d
 v

e
lo

c
it
y
 (

m
.s

)
-1

Fig. 3. Modelled versus measured velocities obtained from PSEM_2D with: (a) a constant friction factor f, (b) a varying friction factor f (see Figs. 4 and 5 in (Tatard et al.,
2008)).
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calibration exercises, the calibrated parameter values are usually
not unique and are slightly dependent on the type of objective cri-
teria used. However, perhaps because of the large number of mea-
surements, we did not have to face any problem of equifinality.

As presented in Table 4, calibration gave f = 0.2 for DW’s model,
n = 0.02 for Manning’s model, P = 30% and hc = 0.25 mm for
Lawrence’s model and n0 = 0.013, h0 = 3 mm and e = 1/3 for
Manning’s model with n(h). Parameters P and hc involved in the
expression of the friction factor for Lawrence’s model could have
been directly deduced from soil characteristics. The soil used in
the Thies experiment was mainly made of fine and coarse sands
which granulometry is given in Table 1. The percentage covered
by large grains of 500-lm diameter was equal to 32% and only
5% of sand was made of larger grains of 750-lm diameter. The
d90 value, equal to 0.5 mm, gives a theoretical characteristic
roughness hc equal to 0.25 mm. Finally, experimental values for
Lawrence’s model parameters should be: P = 32% and hc = 0.25 mm,
values which are very close to those obtained from calibration.
Modelled velocities compared to observed ones are given in Fig. 2.

3.2. Transport experiment

3.2.1. Calibration

In this section and the followings, we call ‘‘breakthrough curve
for injection point P’’ the experimental breakthrough curve of tra-
cer injected at point P (P = A to I in Fig. 6) and measured at the plot
outlet. Model calibration is performed from the tracer arrival time
and tracer mass recovery.

High-resolution flow-velocity measurements presented and
modelled in previous section were performed 4 days after the tra-
cer measurements (see Table 2). During these 4 days, a 2-hour sim-
ulated rainfall slightly modified topography, and more consistently
plot roughness. DEMs used to model surface runoff experiment and
transport experiment were therefore slightly different. Further-
more, the modelling of the transport experiment was performed
on the measured topographic data (5 cm longitudinally, i.e. along
the plot slope, and 2.5 cm transversely). Additional simulations
(not reported here) with a coarser grid (10 � 10 cm2 cells) showed
that, compared to fine grid simulations, smoothing artificially plot
roughness increased flow velocity and, correlatively, made tracers
to arrive earlier at the outlet. Furthermore, simulations performed
with the microtopography measured 1 day after the experiment
showed a strong modification of tracer arrival times when the tra-
cer is injected near to the bottom of the plot (injection points B and
C, Fig. 6). This can be due to a real modification of the microrelief:
erosion smoothes the area where water flow is fast. It also may be
related to the presence of the trough where flow is collected, and
which disturbs the topography. Consequently, in the following,
we will disregard breakthrough curves for injection points B and
C. Breakthrough curve for injection point A was only useful to esti-
mate the fluid travel time between the plot outlet and the sam-
pling bottles. Finally, we present in this section the breakthrough
curves for the five injection points D, E, G, H and I. As the topogra-
phy changed, parameters involved in the expression of friction

factors for the different models and calibrated from the surface
runoff experiment are no more valid for the transport experiments
and have to be calibrated again. As in previous sections, the four
models used for the friction factor are DW’s model, Lawrence’s
model and Manning’s model both with a constant n or a variable
n(h) (see Table 3). The steady state of the hydraulic equation Eq.
(18) was then solved for all models and model parameters were
calibrated from the breakthrough curve of tracer injected in the
main rill (point D). Indeed, when injected at point D, the tracer
travels in zones where the velocity and the water depth are large
and it allows us to calibrate flow parameters from high-velocity
zones. The purpose of this paper is not to perform a precise calibra-
tion of all parameters but rather to compare their behaviour to
each other. So, for the transport experiment, we performed a qual-
itative calibration from a finite number of high-resolution
simulations.

Fig. 4 gives the evolution versus time of both the measured con-
ductivity and the modelled tracer concentration at the plot outlet
for injection point D and the four different models. Optimised
parameter values are summarized in the first column of Table 5.
The calibrated friction factor f for DW’s model is equal to 0.1. As
the tracer injected at D only travels in zones where water depth
is large, the friction factor modelled with Lawrence’s model is gi-
ven by Eq. (3) and does not depend on the percentage cover P. In
Fig. 4(b), the percentage cover is fixed to 30% and three various val-
ues of the characteristic roughness hc are investigated. The best
agreement with experimental measurements is obtained with
hc = 0.5 mm. This hc value is two times larger than the value de-
duced from d90 and used in the previous section to model local
velocities but is comparable with the calculated Random Rough-
ness of the plot. Roughness is not only determined by the largest
sand particles but also by the microtopography formed at the plot
surface by previous rainfalls, such as very small furrows of milli-
metric mean depth.

Table 5

Parameter values used to simulate transport experiments for each model.

Model Injection at D Injection at E Injection at G Injection at I Injection at H

Darcy-Weisbach f = 0.1 f = 0.2 f = 0.4 f = 0.4 f = 0.6
Lawrence hc = 0.5 mm hc = 0.5 mm hc = 0.5 mm hc = 0.5 mm hc = 0.5 mm

no influence of P P = 13% P = 30% P = 30% P = 100%
Manning with constant n n = 0.018 n = 0.018 n = 0.025 n = 0.025 n = 0.03
Manning with variable n(h) n0 = 0.018 n0 = 0.018 n0 = 0.018 n0 = 0.018 n0 = 0.018

h0 = 3 mm h0 = 3 mm h0 = 3 mm h0 = 3 mm h0 = 3 mm
e = 1/3 e = 1/3 e = 1/3 e = 1/3 e = 1/3

Fig. 5. Friction factor as a function of water depth according to Darcy-Weisbach’s
model with f = 0.1 (green curve), Lawrence’s model with P = 13% and hc = 0.5 mm
(red curve), Manning’s model with n = 0.018 (blue curve) and Manning’s model
with n(h) given by Eq. (6) with n0 = 0.018, h0 = 3 mm and e = 1/3.
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Calibration of Manning’s coefficients gives n = 0.018 in the
case of a constant n (Fig. 4c) and n0 = 0.018 in the case of the var-
iable n(h) (Fig. 4d). These values are the same because in the
main rill where the water depth is high, n(h) reaches the thresh-
old value n0. Because of the experiment calendar (Table 2), the
soil during the tracer experiment may be less compacted than
during the velocity experiment. Moreover, successive intensive
rainfalls may have crusted the soil surface. Whatever the cause,
the hydrograph rise was steeper in the velocity experiment than
in the tracer experiment (Weill, 2007). As a consequence, friction
factors have likely been higher during the tracer experiment than
during the velocity experiment. This conjecture is consistent with
Sepaskhah and Bondar (2002) who estimated the Manning
roughness coefficient n for bare furrows irrigation. They showed
that n was correlated with the number of irrigation and the in-
flow rates and decreased by about 60–70% after only three
irrigations.

3.2.2. Flow characteristics

Fig. 5 gives friction factors as a function of water depth for the
four following calculations: DW’s model with f = 0.1, Lawrence’s
model with f given by Eqs. (2)–(4) with P = 13% and hc = 0.5 mm,
Manning’s model with n = 0.018 and f defined as 8gn2h�1/3 and
Manning’s model with n(h) given by Eq. (6) with n0 = 0.018,
h0 = 3 mm and e = 1/3. Figs. 6–9 show the spatial distributions of
water depth, friction coefficient, velocity and flux obtained with
the four models. Patterns in the water depth maps are quite similar
and exhibit a large main channel at the middle of the plot where
several lateral smaller rills or furrows converge (see Fig. 6). As
the various parameters of the four models were calibrated from
the breakthrough curve for injection point D, which was located
in the main channel, where the water depth lies between 3 and
7 mm (Fig. 6), the friction factor values are quite similar and
approximately equal to 0.1 for this range of h (Figs. 5 and 7). On
the contrary, for water depth less than 3 mm, friction coefficient
values are much more variable. As quantitatively shown in Fig. 5
and illustrated in Fig. 7, the friction map obtained with Manning’s
model with n(h) is very contrasted and exhibits very high values
outside the rills. According to Figs. 7 and 8, the greater roughness,
the smaller velocity.

These steady-state flows have been used to calculate the trans-
port of tracer injected at various points noted D, E, G, H and I in
Fig. 6.

3.2.3. Breakthrough curves

Figs. 10–13 give the tracer breakthrough curves. For each mod-
el, except for the Manning’s model with n(h), we did not succeed to
simulate the five tracer experiments with the same set of parame-
ters. Fig. 10 gives the results obtained with Darcy-Weisbach’s mod-
el with four friction factor f values: f = 0.1, 0.2, 0.4 and 0.6. Tracer
simulated with DW’s model with f = 0.1 always travels faster than
the tracer simulated with f = 0.2, 0.4 or 0.6. This result reflects the
simple fact that the greater the roughness, the slower the velocity,
and consequently, the slower the tracer. Table 6 gives the tracer ar-
rival time at the plot outlet for the injection points D, E, G, I and H.
The three values correspond to the time at which the arrived mass
reached 1%, the mass flux was maximum, and the arrived mass
reached 99%, respectively. Table 6 shows how strong is the impact
of roughness on the arrival time of the tracer at the bottom of the
plot. As already presented in Fig. 4, the tracer injected in the main
channel at point D was correctly simulated with f = 0.1 (red curves4

in Fig. 10). A value f = 0.2 allowed to simulate the breakthrough
curve for injection point E (green curves in Fig. 10). As points D
and E are located in the main rill, the tracer injected at D or at E
mainly travels within areas of high velocity and large water depth.
Consequently, the transport of the tracer injected at D and E is better
modelled with models having a low friction factor. Oppositely, low
value of the friction factor is inappropriate for injections made out-
side the main rill. Since points G and I are located at source points of
runoff, the tracer injected there was firstly transported by very slow
flow, then gradually swept along into deeper runoff pathways.
Fig. 10 shows that constant friction factor f = 0.1 led the tracer in-
jected outside the main rill to travel too fast. Correct values of f for
injection points G, I and H (i.e. the upper points) ranged between
0.4 and 0.6.

Similar results were obtained with Manning’s model with a
constant n. As shown in Fig. 11, the lowest value n = 0.018 correctly

(a) DW with f=0.1 (b) Lawrence (c) Manning with n=0.018 (d) Manning with n(h)

Fig. 6. Water depth (m) calculated with (a) Darcy-Weisbach’s model with f constant equal to 0.1; (b) Lawrence’s model with P = 13% and hc = 0.5 mm. (c) Manning’s model
with n constant equal to 0.018; (d) Manning’s model with n(h) given by Eq. (6) with n0 = 0.018, h0 = 3 mm and e = 1/3.

4 For interpretation of colour in Figs. 5, 10–13, the reader is referred to the web
version of this article.
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simulated tracer experiments when the tracer was injected at D or
at E (i.e. in the channel) but higher values of n were necessary
when the tracer was injected at G and I (n = 0.025) or at H
(n = 0.03). According to Katul et al. (2002) and as done for example
in (Thompson et al., 2010), if we assume that the resistance to the
flow can be parametrized by relating the microtopography to the
momentum roughness height (z0), the Manning’s friction factor n

is estimated according to Eq. (5). For 0.5 mm < z0 < 2.5 mm, we ob-
tain 0.02 < n < 0.025. This range of values for n is consistent with
values obtained from calibration.

Fig. 12 gives breakthrough curves obtained with Lawrence’s
model. With a characteristic roughness scale hc fixed to the value
of 0.5 mm deduced from calibration at point D (Fig. 4), fractional
cover P value had to be taken equal to 13%, 30%, 30% and 100% to
correctly simulate the tracer behaviour when injected at E, G, I
and H, respectively.

Fig. 13 gives breakthrough curves obtained with Manning’s
model with a variable n(h). Numerical simulations were performed
with hc and e values calibrated from surface runoff experiment
(hc = 3 mm and e = 1/3 in Fig. 2d) and the n0 value calibrated from
the breakthrough curve for injection point D (n0 = 0.018 in Fig. 4d).
Let us notice here that as good results were qualitatively obtained
with h0 = 2 mm, n0 = 0.018 and e = 0.66. We did not try to solve this
problem of equifinality and selected the more coherent values.

3.2.4. Mass recovery

Table 7 gives the mass-recovery percentage of tracer measured
at the plot outlet for tracers injected at points D, E, G, I and H. Bold
underlined values correspond to sets of model parameters which
gave the best fits of tracer breakthrough curves. Whatever the
model used, calibrated results are consistent with experimental
data: the relative error is about 10% for tracer injected in the main

(a) DW with f=0.1 (b) Lawrence (c) Manning with n=0.018 (d) Manning with n(h)

Fig. 7. Friction coefficient calculated with (a) Darcy-Weisbach’s model with f constant equal to 0.1; (b) Lawrence’s model with P = 13% and hc = 0.5 mm. (c) Manning’s model
with n constant equal to 0.018; (d) Manning’s model with n(h) given by Eq. (6) with n0 = 0.018, h0 = 3 mm and e = 1/3.

(a) DW with f=0.1 (b) Lawrence (c) Manning with n=0.018 (d) Manning with n(h)

Fig. 8. Velocity (m s�1) calculated with (a) Darcy-Weisbach’s model with f constant equal to 0.1; (b) Lawrence’s model with P = 13% and hc = 0.5 mm. (c) Manning’s model
with n constant equal to 0.018; (d) Manning’s model with n(h) given by Eq. (6) with n0 = 0.018, h0 = 3 mm and e = 1/3.
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channel (points D and E) and 20% for the other cases (points G and
I). Numerical simulations performed with a coarse DEM (10 �
10 cm2 instead of 2.5 � 5 cm2) demonstrated the sensibility of
breakthrough curve to the grid cell size. This dependency is even
stronger when the tracer is injected outside the main channel
(i.e. at points G, H and I).

4. Discussion

As already mentioned and discussed in (Tatard et al., 2008), the
classical DW and Manning-type equations with constant friction

slope parameters better model low velocities than higher ones
and Tatard et al. (2008) used spatially variable values of the DW
friction factor f to enhance the high flow velocities (Fig. 3). This
new f field was empirically calibrated against measurements. In
our work, we use the heuristic physical model of Lawrence
(1997) and the Manning’s model with n(h) which both give a spa-
tially variable friction factor (see Eqs. (2)–(4) and Eq. (6)). Fig. 2
shows that the discrepancy between models and measurements
at high velocities is globally reduced when the friction slope is
modelled according to Lawrence’s model or Manning’s model with
n(h). Furthermore, numerical results are better than those obtained
with a heuristic friction coefficient (see Table 4). These results

(a) DW with f=0.1 (b) Lawrence (c) Manning with n=0.018 (d) Manning with n(h)

Fig. 9. Flux hu (m2 s�1) calculated with (a) Darcy-Weisbach’s model with f constant equal to 0.1; (b) Lawrence’s model with P = 13% and hc = 0.5 mm. (c) Manning’s model
with n constant equal to 0.018; (d) Manning’s model with n(h) given by Eq. (6) with n0 = 0.018, h0 = 3 mm and e = 1/3.
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confirm the importance of considering a water-depth dependent
friction factor or Manning coefficient in order to correctly simulate
local flow velocities. In particular, it enhances the good behaviour
of Manning’s model with a roughness coefficient decreasing as a
power law of the runoff water depth.

Modelling of transport experiment shows that the behaviour of
DW’s and Manning’s models with constant parameters is
consistent with results obtained from high-resolution velocity

measurements. These have shown that these models are not ade-
quate to model both low and high velocities. The higher the rough-
ness coefficients (f or n), the higher the arrival time of the tracer at
the bottom of the plot (see Table 6). It is however interesting to cal-
ibrate each transport experiment independently to each other, and
to analyze the expected discrepancy between the calibrated fric-
tion factors. The results of this numerical experiment are presented
in Figs. 10 and 11, which show that satisfying results (although
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Fig. 11. Breakthrough curves of tracer injected at points D, E, G, I, H. Conductivity data (blue dots) and calibration with Manning’s model with three various constant n values:
n = 0.018 (red curves), n = 0.025 (green curves) and n = 0.03 (blue curves).
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Fig. 12. Breakthrough curves of tracer injected at points D, E, G, I, H. Conductivity data (blue dots) and calibration with Lawrence’s model with three various P values: P = 13%
(red curves), P = 30% (green curves) and P = 100% (blue curves).
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with parameters not consistent to each other) can be obtained this
way. With such parameter values, the average behaviour such as
the tracer arrival time and the shape of the breakthrough curve
is correct although local characteristics of the flow such as local
water depth and local velocity are very likely incorrect. The con-
stant parameter of these models (f for Darcy-Weisbach and n for
Manning) allows to model a mean roughness that the tracer
encounters along its travel path on the plot surface.

Numerical results obtained with Lawrence’s model are more
surprising (Fig. 12). On the one hand, calibrated surface-runoff
experiment from Lawrence’s model are better than those from
Darcy-Weisbach’s or Manning’s models (Fig. 2). On the other hand,
here again, a same set of parameters does not allow to simulate the
entire set of transport experiments, hence setting the Lawrence
model back to the same level as those with constant roughness.
Furthermore, DW’s and Manning’s models have only a single

parameter to calibrate while Lawrence’s model has two. All of
them need a specific set of parameters according to whether tracer
is injected in a channel or not. The poor fit of Lawrence’s model
may be explained by the fact that the tracer travels in zones where,
due to the presence of rills of various sizes and depths, roughness
varies a lot. The correct simulation of several tracer breakthrough
curves with the same flow field implies a good simulation of both
velocity and water depth along all the tracer travel path. In
Lawrence’s heuristic model, soil surface is assumed homogeneous
with larger particles periodically distributed. As shown in (Law-
rence, 1997), when applied to experimental data, this model exhib-
its a similar behaviour in average, although with a significant level
of scattering. It was also shown that the assumption of individual
hemispherical roughness elements relatively uniform in size
randomly distributed on a flat surface did not apply to tilled soil
surfaces (Takken and Govers, 2000).
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Fig. 13. Breakthrough curves of tracer injected at points D, E, G, I, H. Conductivity data (blue dots) and calibration with Manning’s model with n(h) = 0.018(h/0.003)�1/3.

Table 6

Tracer arrival time at the plot outlet for the injection points D, E, G, I and H. In each cell of the table the three values correspond to the time at which the arrived mass reached 1%,
the mass flux was maximum, and the arrived mass reached 99%, respectively. Bold and underlined values correspond to the best calibrated parameter values.

Injection at D Injection at E Injection at G Injection at I Injection at H

Experiment 27-56-91 92-129-180 138-182-280 78-111-180 56-98-180

Darcy-Weisbach
f = 0.1 24-51-78 71-103-137 93-126-165 48-76-105 35-63-90
f = 0.2 31-60-91 93-128-168 119-156-201 61-92-125 44-74-107
f = 0.4 41-72-110 121-161-209 155-196-250 78-112-152 57-91-130
f = 0.6 47-80-123 141-184-238 180-225-286 90-127-172 66-103-147

Lawrence
hc = 0.5 mm, P = 13% 25-54-86 92-127-170 120-157-204 63-95-129 46-77-111
hc = 0.5 mm, P = 30% 25-54-87 101-140-189 140-180-239 79-114-155 56-89-130
hc = 0.5 mm, P = 100% 25-54-87 101-141-194 150-194-261 95-134-182 62-98-126

Manning
n = 0.018 28-57-86 89-124-165 119-155-203 64-96-130 46-76-109
n = 0.025 35-66-100 112-151-198 149-190-245 79-114-154 56-90-128
n = 0.03 41-72-110 128-169-221 169-212-273 90-126-169 64-99-141

Manning with n(h)
n0 = 0.018, h0 = 3 mm, e = 1/3 28-57-87 93-129-174 130-170-226 75-110-151 51-84-121
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Behaviour of Manning’s model with a variable n(h) is rather
different. Fig. 13 shows that, contrarily to other models, a same
set of parameters gives acceptable numerical tracer break-
through curves whatever the point of injection (except point
H). When the tracer is injected in the main channel, it only trav-
els in zones where water depth is higher than hc: the model be-
haves like the Manning’s model with a constant n equal to 0.018
(see injection at points D and E in Figs. 11 and 13). On the con-
trary, for injections at G or at I, the tracer encounters various
water depths and consequently various soil roughnesses along
its travel path.

Whatever the model considered, we did not succeed in simulat-
ing the shape of the breakthrough curve for injection point H. We
noticed that discrepancy between numerical and experimental re-
sults increases with a coarser numerical grid (10 � 10 cm2 cells in-
stead of 2.5 � 2.5 cm2 cells). So, discrepancy should be attributed
to the use of a not enough precise DEM in this zone.

We can notice here that measured breakthrough curves are
slightly asymmetric, which was not captured by the models. Asym-
metry is mainly due to tracer dispersion. This dispersion can be
heterogeneous on the plot. In the transport model, longitudinal
and transversal coefficients of dispersion are assumed uniform
and constant all over the domain (equal to 0.01 m). Furthermore,
infiltration is modelled as a uniform and constant sink term: water
which infiltrates is lost for the system.

Tables 6 and 7 show that arrival time of tracer I is shorter than
arrival time of tracer E, but its mass recovery is lower. This is due to
the fact that tracer injected at I, which is a point located out of
main rills, is first transported by dramatically shallow water, and
consequently submitted to a great loss of mass by infiltration. In-
deed, in a shallow runoff layer the flow velocity is low and the tra-
cer depth-averaged concentration is high, whereas in a thick runoff
layer reversed conditions occur. This explains why one can expect
higher mass loss in small lateral rills than in the main channel. Ta-
ble 7 also shows that tracer mass recoveries simulated for a given
injection point are very consistent throughout simulations, disre-
garding the model used and its roughness parameter, with the
exception of point G. This observation may be explained by a sim-
ple model, given in Appendix A, of a flat plot soil surface with con-
stant slope and steady state runoff. We show there that the tracer
mass M(t) is given by:

MðtÞ=M0 ¼ ðXðt; x0Þ=x0Þ�I=ðR�IÞ; ð20Þ

where Xðt; x0Þ is the position of the tracer injected at time t ¼ 0 and
point x ¼ x0 (the origin of x is chosen at the top of the plot). This
expression shows that in this simplified runoff configuration, the
mass of tracer which arrives at a given distance of the injection
point is independent of the law which relates runoff velocity to run-
off height, while it only depends on the rainfall rate R and the infil-
tration rate I, equal to 75 mm h�1 and 26 mm h�1, respectively. In
the case of injection at point D located at 5.31 m from the top of
the plot where the runoff has its source, Eq. (20) gives a percentage
of tracer arrived at the bottom of the plot (X = 10 m) equal to 71%.
This value is less than the 81% obtained from measurements be-
cause on the real soil surface, all the water which transports the tra-
cer does not flow only in the main channel where the tracer is
injected but also arrives from lateral small rills. Tracer is then more
diluted in the real 3D experiment than in the academic configura-
tion presented in Appendix A. Consequently, less tracer is lost by
infiltration. According to Eq. (A10) in Appendix A, tracer loss can
also be written as a function of the flux hu alone. As can be seen
in Fig. 9, runoff fluxes hu computed from the four models, each cal-
ibrated on breakthrough curve D, are very similar. This explains
why mass recovery of each tracer does not depend a lot neither
on the model nor on its parameters.

5. Conclusion

This work was based on a series of two rainfall simulation
experiments which provided, for the first time at this scale (10-
m by 4-m) both high-resolution flow-velocity data (the runoff
experiment) and breakthrough curves of tracer injected at several
locations (the transport experiment). This dataset has been used to
test the four following roughness models:

– Darcy-Weisbach’s model characterized by a constant friction
factor f.

– Lawrence’s model characterized by a characteristic roughness
scale hc and a fractional cover P.

– Manning’s model with a constant roughness coefficient charac-
terized by a constant Manning’s coefficient n.

– Manning’s model with a variable roughness coefficient, charac-
terized by a Manning’s water-depth dependent coefficient n(h).

The four models were first tested against local flow-velocity
measurements (already simulated by Tatard et al., 2008, with an-
other code). As already mentioned by these authors, models with
a constant friction factor largely underestimate high velocities.
Oppositely, the heuristic Lawrence’s model which intrinsically
takes into account the dependence of friction factor with water
depth, correctly simulates low and high velocities. Furthermore,
the calibration of the Lawrence’s model parameters led to values
in perfect coherence with measurable characteristics of the soil
of the plot: the characteristic roughness scale hc corresponds to
the d90 value of the soil granulometry, and the fractional cover P

of the model corresponds to the percentage of large grains of sand.
Best results, however, were obtained with Manning’s model with a
water-depth dependent roughness coefficient. With this model,
simulation of both low and high velocities was better than from
the other tested models, as well as those previously published in
Tatard et al. (2008).

Calibration on the transport experiment confirmed the neces-
sity of roughness models with variable parameters: Darcy-
Weisbach’s model with constant friction factor and Manning’s
model with constant roughness coefficient required different para-
metrisation for different injection points, which is not satisfying.
Quite surprisingly, Lawrence’s model did not succeed better than
the constant-roughness models at modelling all tracer experiments

Table 7

Mass recovery percentage at the plot outlet for the injection points D, E, G, I and H.
Bold and underlined values correspond to best calibrated parameter values.

Injection
at D

Injection
at E

Injection
at G

Injection
at I

Injection
at H

Experiment 82 57 44 53 50

Darcy-Weisbach
f = 0.1 92 65 39 46 65
f = 0.2 92 63 37 45 65
f = 0.4 91 61 34 44 64
f = 0.6 91 59 32 43 63

Lawrence
hc = 0.5 mm, P = 13% 92 62 36 44 64
hc = 0.5 mm, P = 30% 93 62 32 43 63
hc = 0.5 mm, P = 100% 93 63 30 42 63

Manning
n = 0.018 92 63 37 45 64
n = 0.025 92 61 34 44 64
n = 0.03 91 60 32 43 63

Manning with n(h)
n0 = 0.018, h0 = 3 mm,

e = 1/3
92 63 35 44 64
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with the same set of parameters. This result shows that even if a
model can correctly simulate low and high local velocities, it still
can give unsatisfactory results for tracer transport. Manning’s
model with a roughness coefficient decreasing as a power law of
water depth leads to the best calibration. This model allowed to
simulate all breakthrough curves with the same set of parameters
and results are almost as good as those obtained with the three
other models calibrated for each injection point. Furthermore,
the set of parameters used to model transport experiments is the
same as the set used to model runoff experiments, except the min-
imum roughness coefficient which is less in the surface runoff
experiments. This calibration result is consistent with field evi-
dence of plot surface smoothing between the two experiments.

When tracer is injected in the main rills of the flow pattern, tra-
cer mass recoveries are in good agreement with measurements and
seem to be independent of friction laws. This result is confirmed by
a simple model showing that the mass decrease of a non reactive
tracer transported in the runoff water depth does not depend on
the law which relates runoff velocity to runoff water depth.

All these conclusions are drawn for a steady flow. In the case of
unsteady rainfall and/or infiltration, the entire wetted surface area
can vary with time. As a consequence, flow resistance will vary
both with space and time.

Velocity measurements and tracer breakthrough curves per-
formed at the plot scale and presented in (Tatard et al., 2008)
and in this paper can be used as benchmarks for overland flow
and transport models.
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Appendix A. Non reactive tracer transport in runoff water depth

Let us study the transport of a non reactive tracer in runoff
water produced by a constant rainfall on a 2D soil vertical cut with
a constant slope (see Fig. A1).

The runoff water depth h(x,t) is governed by the following water
mass balance equation

@h

@t
þ @

@x
ðhuÞ ¼ R� I; ðA1Þ

where u(x,t) is the runoff velocity, R, the recharge and I(t), the infil-
tration rate. The axis x is aligned with the soil surface.

After integration along the z-axis, the transport equation gov-
erning tracer concentration c(x,t) is given by the following depth-
averaged equation:

@ðhcÞ
@t

þ @

@x
ðhucÞ ¼ �Ic; ðA2Þ

where advection is the only transport mechanism taken into ac-
count. We assume that vertical mixing of the tracer is instanta-
neous: concentration is at any time constant along runoff water
depth. When runoff steady state is reached, the infiltration rate I be-
comes constant with time and Eq. (A1) reduces to:

hu ¼ ðR� IÞx: ðA3Þ

The transport equation reads:

h
@c

@t
þ hu

@c

@x
þ Rc ¼ 0: ðA4Þ

If a mass M0 of tracer is injected at the initial time t ¼ t0 at the
point x ¼ x0, we can write:

cðx; t ¼ 0Þ ¼ M0

h0
dðx� x0Þ; ðA5Þ

where h0 ¼ hðx0Þ: Then the concentration c(x,t) at time t and at the
position x is:

cðx; tÞ ¼ MðtÞ
hðXðt; x0ÞÞ

dðx� Xðt; x0ÞÞ; ðA6Þ

where X(t, x0) is the tracer position at time t and M(t) is the mass of
tracer at that time. As the tracer penetrates into the soil with infil-
tration water the total mass M(t) decreases with time. This mass is
obtained by spatial integration of the transport equation (A1):

Z L

0

@ðhcÞ
@t

dxþ
Z L

0

@

@x
ðhucÞdx ¼ �I

Z L

0
cdx; ðA7Þ

where L is the length of the soil surface. Eqs. (A6) and (A7) give:

dMðtÞ
dt

¼ �I
MðtÞ

hðXðt; x0ÞÞ
; ðA8Þ

which can be written as:

dM

M
¼ � I

hðXÞdt ¼ � I

hðXÞ
dt

dX
dX ¼ � I

hðXÞuðXÞ dX: ðA9Þ

As a consequence, we have:

MðtÞ
M0

¼ exp �
Z X

x0

I

hðxÞuðxÞ dx
� �

: ðA10Þ

According to Eq. (A3) which gives the velocity u, we may re-
write Eq. (A9) as follows:

dM

M
¼ � I

ðR� IÞX dX: ðA11Þ
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tracer
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runoff
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Fig. A1. Sketch of the studied configuration.
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After integration, we obtain the final result:

MðtÞ=M0 ¼ ðXðt; x0Þ=x0Þ�I=ðR�IÞ; ðA12Þ

which is independent of the law relating the runoff velocity u to the
runoff water depth h.
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