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#### Abstract

The paper is concerned with the minimization of the $k$-th eigenvalue of the Laplace operator with Robin boundary conditions, among all open sets of $\mathbb{R}^{N}$ satisfying a volume constraint. We prove the existence of a solution in a relaxed framework and find some qualitative properties of the optimal sets. The main idea is to see these spectral shape optimization questions as free discontinuity problems in the framework of special functions of bounded variation. One of the key difficulties (for $k \geq 3$ ) comes from the fact that the eigenvalues are critical points.
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## 1. Introduction

Given $\Omega \subseteq \mathbb{R}^{N}$ open, bounded and with a Lipschitz boundary, a number $\lambda \in \mathbb{R}$ is said to be an eigenvalue of the Laplace operator under Robin (or Fourier) boundary conditions with constant $\beta>0$ if there exists a nontrivial $u \in W^{1,2}(\Omega)$ such that

$$
\begin{cases}-\Delta u=\lambda u & \text { in } \Omega \\ \frac{\partial u}{\partial \nu}+\beta u=0 & \text { on } \partial \Omega,\end{cases}
$$

which in the weak sense means

$$
\forall \varphi \in W^{1,2}(\Omega): \int_{\Omega} \nabla u \cdot \nabla \varphi d x+\beta \int_{\partial \Omega} u \varphi d \mathcal{H}^{N-1}=\lambda \int_{\Omega} u \varphi d x
$$

[^0]Here $\nu$ denotes the outer normal to $\partial \Omega$, while $\mathcal{H}^{N-1}$ stands for the Hausdorff ( $N-1$ )-dimensional measure on $\mathbb{R}^{N}$, which coincides with the usual area measure on regular hypersurfaces.

It is known that $\Omega$ admits an infinite diverging sequence of eigenvalues

$$
\lambda_{1, \beta}(\Omega)<\lambda_{2, \beta}(\Omega) \leq \lambda_{3, \beta}(\Omega) \leq \cdots \leq \lambda_{k, \beta}(\Omega) \leq \cdots \rightarrow+\infty
$$

which are given (counting multiplicity) by the min-max formula

$$
\lambda_{k, \beta}(\Omega)=\min _{V \in \mathcal{S}_{k}} \max _{v \in V, v \neq 0} \frac{\int_{\Omega}|\nabla v|^{2} d x+\beta \int_{\partial \Omega} v^{2} d \mathcal{H}^{N-1}}{\int_{\Omega} v^{2} d x}
$$

where $\mathcal{S}_{k}$ denotes the family of vectorial subspaces of $W^{1,2}(\Omega)$ with dimension $k$.
In the present paper we are interested in the shape optimization problem

$$
\begin{equation*}
\inf _{|\Omega|=m} \lambda_{k, \beta}(\Omega) \tag{1.1}
\end{equation*}
$$

where $m>0$, and $|\Omega|$ stands for the volume of $\Omega$.
The case $k=1$ is connected to the Faber-Krahn inequality for the Robin-Laplacian, which states that

$$
\begin{equation*}
\lambda_{1, \beta}(\Omega) \geq \lambda_{1, \beta}(B) \tag{1.2}
\end{equation*}
$$

where $B$ is a ball such that $|\Omega|=|B|$, with equality if and only if $\Omega$ is itself a ball. The Faber-Krahn inequality was conjectured by Pólya in 1951, but it has been established only quite recently by Bossel in 1986 for two dimensional smooth domains [5], and by Daners in 2006 for $N$-dimensional Lipschitz regular domains [18] (equality in (1.2) has been studied in [19], see also [12]). In terms of the shape optimization problem (1.1), the inequality entails that optimal shapes are balls of volume $m$.

The case $k=2$ has been treated by Kennedy in [25], where he proved that optimal shapes are given by the union of two disjoint balls of volume $m / 2$.

Existence of optimal shapes is an open problem as soon as $k \geq 3$. In reference [25], it is shown that, in contrast with the cases $k=1,2$, there cannot exist a "universal" optimal shape, that is independent of the value of $\beta$. We refer the reader to reference [4] for a numerical analysis of the optimal shapes, as function of the parameter $\beta$. The numerical evidence leads to conjecture that the minimizing set for (1.1) is the union of $k$ equal disjoint balls provided that $\beta$ is smaller than a critical value depending on $k, m$ and the dimension of the space. On the other hand, when $\beta$ is large, it is expected that the optimal shape will be close to the set minimizing the Dirichlet-Laplacian eigenvalue, under the same volume constraint.

For Dirichlet boundary conditions (which formally corresponds to $\beta=+\infty$ ) the equivalent of problem (1.1) has been quite intensively studied in the last thirty years, starting with the pioneering paper of Buttazzo and Dal Maso [14]. An up to date survey on this issue can be found in the recent book [24]. As soon as $\beta=0$, we deal with the Neumann eigenvalues. In this case, their minimization is not interesting as the minimum of the $k$-th eigenvalue is equal to zero, being achieved on a union of $k+1$ disjoint balls. The challenging problem is related to their maximization, but in this case the nature of the problem is definitely different from (1.1) and the absence of any control of the eigenfunctions at the boundary makes this question to be a very difficult one for arbitrary $k$ (see [24] and [2] for some numerical computations).

In order to study (1.1), a natural step in the Calculus of Variations is to find a relaxation of the problem, that is to extend the problem on a larger class of domains in such a way to prove existence of solutions using the direct method.

The relaxation of spectral shape optimization problems is usually a difficult task. The only general result available in the literature is due to Buttazzo and Dal Maso [14], and deals with spectral problems associated to monotone increasing functions of the Dirichlet-Laplacian eigenvalues. The larger class of domains involved in the relaxation is that of quasi-open sets. The solution of the original problem on Lipschitz domains becomes then an issue of regularity. In this direction, the problem is still unsolved even in the simplest case of the minimization of $k$-th eigenvalue under a volume constraint for $k \geq 3$ : it is known [10] that quasi-open optimal shapes
are bounded and have finite perimeter, but it is not known even if they are topologically open. Although the Dirichlet boundary conditions are much more studied in the literature (in the framework of free boundary problems), the fact that the $k$-th eigenvalue is itself a critical point, leads to those technical difficulties, not yet overcome. Another difficulty is also related to the kind of constraint we require on the competing domains: if for example the volume constraint is replaced by a perimeter constraint, the situation is completely different, as optimal shapes turn out to be open with fairly smooth boundaries [20].

The optimization of the $k$-th eigenvalue of the Robin-Laplacian (1.1) cannot be relaxed using the Buttazzo-Dal Maso result, basically because the Robin eigenvalues do not enjoy monotonicity properties under inclusion of the domains (see e.g. [23]). By the way, neither the second fundamental requirement in the Buttazzo-Dal Maso theory, namely a good behavior of the spectrum to the so called $\gamma$-convergence, does not occur. In this paper we propose a different kind of relaxation, i.e., we "embed" the shape optimization problem into a free discontinuity problem on a suitable class of functions of bounded variation.

This kind of relaxation has been carried out in the case of the first eigenvalue in [8], where the problem has been dealt with by studying the free discontinuity functional

$$
\begin{equation*}
R_{1, \beta}(u):=\frac{\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\beta \int_{J_{u}}\left[\gamma_{1}(u)^{2}+\gamma_{2}(u)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} u^{2} d x} \tag{1.3}
\end{equation*}
$$

where $u$ belongs to a suitable space of functions of bounded variation, namely

$$
S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right): u \geq 0, u^{2} \in S B V\left(\mathbb{R}^{N}\right)\right\}
$$

(see Section 2 for a precise definition of the space $S B V$ ). In (1.3), $J_{u}$ stands as usual for the jump set of $u$, while $\gamma_{1}(u)$ and $\gamma_{2}(u)$ denote the two traces of $u$ from both sides of $J_{u}$. The connection of $R_{1, \beta}$ with the first eigenvalue is readily obtained by noticing that if $\psi_{\Omega}$ is the first eigenfunction of $\Omega$, then its extension by zero outside the domain, denoted by $u_{\Omega}:=\psi_{\Omega} 1_{\Omega}$, is such that ( $J_{u_{\Omega}}=\partial \Omega$ and $\gamma_{2}\left(u_{\Omega}\right)=0$ )

$$
\begin{equation*}
\lambda_{1, \beta}(\Omega)=R_{1, \beta}\left(u_{\Omega}\right) \tag{1.4}
\end{equation*}
$$

In [8] it is shown that minimizers of $R_{1, \beta}$ on functions whose support has volume $m$ are given by functions of the form

$$
u=\psi_{B} 1_{B}
$$

where $B$ is a ball of volume $m$. In view of (1.4) this entails immediately the Faber-Krahn inequality for the Robin-Laplacian, showing indeed a stronger optimality of the ball, for example among domains with irregular boundary (with suitably defined associated first eigenvalue).

While the analysis of [8] was based on the Bossel-Daners approach (adapted to the free discontinuity setting), the arguments employed in [13] are completely variational, and based on the regularity properties of minimizers of $R_{1, \beta}$. It is shown that the support of minimizers are open bounded set whose topological boundary is rectifiable and with finite area. By means of reflection arguments, it is then proved that they are indeed balls, yielding the Faber-Krahn inequality. Such an analysis is not restricted to the first eigenvalue, but works as well for some semilinear variants such as for example the torsional rigidity (not covered by the Bossel-Daners approach). Moreover it can be employed to find a relaxed class of domains for shape optimization problems involving energies with Robin conditions on the free boundary, as shown in [9]. In this direction, we refer the reader also to $[15,27]$, where, in the context of insulation problems, the regularity of the free boundary of optimal domains has been investigated.

The difficulty to adapt the analysis of $[8,13]$ to problem (1.1) consists in the fact that it is an optimization problem of min-max type. Trying to preserve this structure, we concentrate on the free discontinuity problem

$$
\begin{equation*}
\inf _{|\operatorname{supp}(u)| \leq m} R_{k, \beta}(u) \tag{1.5}
\end{equation*}
$$

with

$$
R_{k, \beta}(u):=\max _{v \in V(u)} \frac{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\beta \int_{J_{u}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v^{2} d x}
$$

where $u=\left(u_{1}, \ldots, u_{k}\right)$ and $V(u)$ denotes the vectorial space generated by the components of $u$. The function $u$ is now vector valued and belongs to the space (suggested by the case $k=1$ )

$$
\begin{aligned}
& S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right):=\left\{u=\left(u_{1}, \ldots, u_{k}\right): u_{i}^{ \pm} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)\right. \\
&\left.\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1}<+\infty\right\}
\end{aligned}
$$

and with $\operatorname{dim}(V(u))=k$. The connection between $R_{k, \beta}$ and the $k$-th eigenvalue of a domain $\Omega$ is pretty close to what was pointed out for $k=1$ : if $\left\{\psi_{\Omega}^{1}, \ldots, \psi_{\Omega}^{k}\right\}$ is the family of the first $k$ eigenfunctions, then

$$
\begin{equation*}
u_{\Omega}:=\left(\psi_{\Omega}^{1} 1_{\Omega}, \ldots, \psi_{\Omega}^{k} 1_{\Omega}\right) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right) \quad \text { and } \quad R_{k, \beta}\left(u_{\Omega}\right)=\lambda_{k, \beta}(\Omega) \tag{1.6}
\end{equation*}
$$

It is apparent that the vector valued functions $u$ play for the free discontinuity problem the same role of the vector spaces involved in the min-max formulation of the Robin eigenvalues.

The main results of the paper can be summarized as follows (Theorem 4.1).
(a) The free discontinuity problem (1.5) admits minimizers, which turn out to have a bounded support.
(b) The free discontinuity problem can be considered as a relaxation of the original shape optimization problem thanks to the equality (1.6) and to the relation

$$
\begin{equation*}
\inf _{|\operatorname{supp}(u)| \leq m} R_{k, \beta}(u)=\inf _{|\Omega| \leq m} \lambda_{k, \beta}(\Omega) \tag{1.7}
\end{equation*}
$$

Existence of minimizers follow by direct minimization of the functional $R_{k, \beta}$, thanks to its coercivity and lower semicontinuity properties (see Proposition 3.6 and Proposition 3.12), but it requires a concentration-compactness analysis of inductive type. Fundamental in each step is to prove that the functional admits minimizers with bounded support. This information, trivial for $k=1$ since the support is a ball, follows in general by the analysis of minimizers which arise as limits of a packet of eigenfunctions of a minimizing sequence of domains (see Lemma 4.5 and Theorem 4.6). Coming to (1.7), an immediate observation from (1.6) is that

$$
\inf _{|\operatorname{supp}(u)| \leq m} R_{k, \beta}(u) \leq \inf _{|\Omega| \leq m} \lambda_{k, \beta}(\Omega)
$$

The converse inequality is proved in Theorem 4.3 and heavily relies on the theory of $S B V$ functions. In a first step we approximate an element $u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ by more regular functions (with polyhedral jump sets), following the result of [16]. In a second step, by removing smooth tubular neighbourhoods of the jump set, we recover from the support of $u$ a Lipschitz domain $\Omega$ with a $k$-th eigenvalue lower or comparable to $R_{k, \beta}(u)$.

Given a minimizer of the free discontinuity problem (1.5), we expect its support to provide an optimal shape for the original problem. To recover a classical solution however, we need a regularity analysis which seems very difficult.

A final comment on the choice $\beta>0$. In this case, (1.1) leads to a free discontinuity problem in which the gradient and surface energies are in competition, as they are involved with the same sign. The case $\beta<0$ leads, as for Neumann boundary conditions, to well posed maximization problems for the $k$-th eigenvalue. The nature of the problem changes dramatically, with respect to the minimization problem (1.1). We refer the reader to [3] for a recent collection of results in this direction. A natural relaxation for the problem involves sets with finite perimeter (see [11]).

The paper is organized as follows. After some preliminaries concerning the basic properties of Robin eigenvalues and of functions of bounded variation, in Section 3 we introduce the free discontinuity functional $R_{k, \beta}$, and study its coercivity and lower semicontinuity properties in detail. Section 4 contains the main relaxation result (Theorem 4.1), and is entirely devoted
to its proof. Subsection 4.1 contains the approximation argument which yields equality (1.7), while in Subsection 4.2 we collect some technical lemmas which are pivotal for the concentrationcompactness argument in the proof of the main result: in particular we treat here the issue of the boundedness of the support of suitable "distinguished" minimizers. The proof of Theorem 4.1 is finally addressed in Subsection 4.3.

## 2. Notation and preliminaries

In this section we fix the basic notation employed throughout the paper, and recall some notions concerning the eigenvalues of the Robin-Laplacian operator and the space $B V$ of functions of bounded variation. Moreover we recall a density result for free discontinuity functionals which will be fundamental for our analysis.
2.1. Basic notation. Given $E \subseteq \mathbb{R}^{N}$, we will denote by $|E|$ its Lebesgue measure, by $1_{E}$ its characteristic function, and we set $t E:=\{t x: x \in E\}$ for every $t \in \mathbb{R}$. $\mathcal{H}^{N-1}(E)$ will stand for the Hausdorff ( $N-1$ )-dimensional measure of $E$ (see [21, Chapter 2]), which coincides with the usual area measure if $E$ is a piecewise regular hypersurface. Two measurable sets $E_{1}, E_{2} \subseteq \mathbb{R}^{N}$ are said to be "well separated" if there exist two open sets $A_{1}, A_{2}$ with $\left|E_{1} \backslash A_{1}\right|=0$ and $\left|E_{2} \backslash A_{2}\right|=0$, and $\operatorname{dist}\left(A_{1}, A_{2}\right)>0$.

For $x \in \mathbb{R}^{N}$ and $r>0, B_{r}(x)$ stands for the ball of center $x$ and radius $r$, while $Q_{r}(x)$ denotes the cube centered at $x$, with sides parallel to the axis of length $r$.

If $\mu$ is a Borel measure on $\mathbb{R}^{N}$ and $A \subseteq \mathbb{R}^{N}$ is Borel regular, we will denote by $\mu\lfloor A$ the restriction of $\mu$ to $A$, and by $|\mu|$ its total variation.

Given a function $u$, we will denote its positive and negative parts with $u^{ \pm}$. If $\Omega \subseteq \mathbb{R}^{N}$ is open and $1 \leq p \leq+\infty, L^{p}\left(\Omega ; \mathbb{R}^{k}\right)$ will stand for the usual space of (classes of) $p$-summable $\mathbb{R}^{k}$-valued functions on $\Omega$, while $W^{k, p}(\Omega)$ will denote the Sobolev space of $p$-summable functions whose derivatives up to order $k$ in the sense of distributions is also $p$-summable.
2.2. Eigenvalues of the Robin-Laplacian. Let $\Omega \subseteq \mathbb{R}^{N}$ be an open bounded set with Lipschitz boundary. Given $\beta>0$, it is known that there exists an infinite sequence

$$
0<\lambda_{1, \beta}(\Omega)<\lambda_{2, \beta}(\Omega) \leq \lambda_{3, \beta}(\Omega) \leq \cdots \leq \lambda_{k, \beta}(\Omega) \leq \cdots \rightarrow+\infty
$$

of values such that for every $k$ there exists $u_{k} \in W^{1,2}(\Omega)$ with $u_{k} \neq 0$ and

$$
\begin{cases}-\Delta u_{k}=\lambda_{k, \beta}(\Omega) u_{k} & \text { in } \Omega \\ \frac{\partial u_{k}}{\partial \nu}+\beta u_{k}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\nu$ denotes the outer normal. The value $\lambda_{k, \beta}(\Omega)$ is said the $k$-th eigenvalue of the Laplace operator under Robin (or Fourier) boundary conditions with coefficient $\beta$.

The eigenvalues can be recovered through the usual Courant-Fisher min-max formula: we have

$$
\begin{equation*}
\lambda_{k, \beta}(\Omega)=\min _{V \in \mathcal{S}_{k}} \max _{v \in V, v \neq 0} \frac{\int_{\Omega}|\nabla v|^{2} d x+\beta \int_{\partial \Omega} v^{2} d \mathcal{H}^{N-1}}{\int_{\Omega} v^{2} d x} \tag{2.1}
\end{equation*}
$$

where $\mathcal{S}_{k}$ denotes the family of vectorial subspaces of $W^{1,2}(\Omega)$ with dimension $k$.
The following properties of the Robin eigenvalues will be used frequently throughout the paper.
(a) Scaling: If $t>0$ we have

$$
\begin{equation*}
\lambda_{k, \beta}(t \Omega)=\frac{1}{t^{2}} \lambda_{k, t \beta}(\Omega) \tag{2.2}
\end{equation*}
$$

(b) Faber-Krahn inequality (see $[18,6]$ ): We have

$$
\lambda_{1, \beta}(\Omega) \geq \lambda_{1, \beta}(B)
$$

where $B \subseteq \mathbb{R}^{N}$ is a ball such that $|B|=|\Omega|$.
(c) Global estimate for the first eigenvalue of a ball (see e.g. [26, Theorem 4.5]): There exists $C_{N}>0$ such that for every $r>0$

$$
\begin{equation*}
\frac{\beta}{4 r(1+\beta r)} \leq \lambda_{1, \beta}\left(B_{r}\right) \leq \frac{C_{N} \beta}{r(1+\beta r)} \tag{2.3}
\end{equation*}
$$

The properties above will be used throughout the paper. In particular the scaling property (a) is used to establish the key inequality (4.17) in Remark 4.4, while properties (b) and (c) will be fundamental in the proof of Theorem 4.6.
Remark 2.1 (Monotonicity under dilations). The rescaling property (2.2) entails for $t>1$

$$
\begin{equation*}
\lambda_{k, \beta}(t \Omega) \leq \frac{1}{t} \lambda_{k, \beta}(\Omega)<\lambda_{k, \beta}(\Omega) \tag{2.4}
\end{equation*}
$$

i.e., we get a monotonicity property under dilation. Notice that in general the eigenvalues of the Robin-Laplacian do not enjoy monotonicity properties under a inclusion of the domains (see e.g. [23]).
2.3. Functions of bounded variation. Let $A \subseteq \mathbb{R}^{N}$ be an open set. We say that $u \in B V(A)$ if $u \in L^{1}(A)$ and its derivative in the sense of distributions is a finite Radon measure on $A . B V(A)$ is called the space of functions of bounded variation on $A . B V(A)$ is a Banach space under the norm $\|u\|_{B V(A)}:=\|u\|_{L^{1}(A)}+|D u|(A)$. We refer the reader to [1] for an exhaustive treatment of the space $B V$.

Concerning fine properties, a function $u \in B V(A)$ (or better every representative of $u$ ) is a.e. approximately differentiable on $A$, with approximate gradient $\nabla u \in L^{1}\left(A ; \mathbb{R}^{N}\right)$. Moreover, the jump set $J_{u}$ is a $\mathcal{H}^{N-1}$-countably rectifiable set, i.e., $J_{u} \subseteq \cup_{i \in \mathbb{N}} M_{i}$ up to a $\mathcal{H}^{N-1}$-negligible set, with $M_{i}$ a $C^{1}$-hypersurface in $\mathbb{R}^{N}$. The measure $D u$ admits the following representation for every Borel set $B \subseteq A$ :

$$
D u(B)=\int_{B} \nabla u d x+\int_{J_{u} \cap B}\left(\gamma_{2}(u)-\gamma_{1}(u)\right) \nu_{u} d \mathcal{H}^{N-1}+D^{c} u(B)
$$

where $\nu_{u}(x)$ is the normal to $J_{u}$ at $x, \gamma_{1}(u), \gamma_{2}(u)$ are the two traces of $u$ on $J_{u}$ (from the directions $\mp \nu_{u}(x)$ ), and $D^{c} u$ is singular with respect to the Lebesgue measure and concentrated outside $J_{u}$. $D^{c} u$ is usually referred to as the Cantor part of $D u$. The normal $\nu_{u}$ coincides $\mathcal{H}^{N-1}$-a.e. on $J_{u}$ with the normal to the hypersurfaces $M_{i}$. Moreover, $\gamma_{1}(u), \gamma_{2}(u)$ are characterized $\mathcal{H}^{N-1}$-almost everywhere on $J_{u}$ by following Lebesgue-type limit quotient relation

$$
\lim _{r \rightarrow 0} \frac{1}{r^{N}} \int_{B_{r}^{ \pm}(x)}\left|u(x)-\gamma_{2 / 1}(u)(x)\right| d x=0
$$

where $B_{r}^{ \pm}(x):=\left\{y \in B_{r}(x): \nu_{u}(x) \cdot(y-x) \gtrless 0\right\}$ (see [1, Remark 3.79]).
If $A$ is bounded and with a Lipschitz boundary, then $B V(A) \hookrightarrow L^{N / N-1}(A)$. Moreover, the following compactness result holds: if $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $B V(A)$, there exist $u \in B V(A)$ and a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ such that

$$
u_{n_{k}} \rightarrow u \quad \text { strongly in } L^{1}(A)
$$

and

$$
D u_{n_{k}} \stackrel{*}{\rightharpoonup} D u \quad \text { weakly* in the sense of measures. }
$$

We say that $u \in S B V(A)$ if $u \in B V(A)$ and $D^{c} u=0 . S B V(A)$ is called the space of special functions of bounded variation on $A$. This space is very useful to deal with free discontinuity problems in view of the following compactness and lower-semicontinuity result due to L. Ambrosio (see [1, Theorems 4.7-4.8]).

Theorem 2.2. Let $A \subset \mathbb{R}^{N}$ be open and bounded, $\left.p \in\right] 1,+\infty\left[\right.$, and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $S B V(A)$ such that

$$
\int_{A}\left|\nabla u_{n}\right|^{p} d x+\mathcal{H}^{N-1}\left(J_{u_{n}}\right)+\left\|u_{n}\right\|_{\infty} \leq C
$$

for some $C$ independent of $n$.
Then there exist $u \in S B V(A)$ with $\nabla u \in L^{p}\left(A ; \mathbb{R}^{N}\right)$ and a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ such that

$$
\begin{array}{cc}
u_{n_{k}} \rightarrow u & \text { strongly in } L^{1}(A) \\
\nabla u_{n_{k}} \rightharpoonup \nabla u & \text { weakly in } L^{p}\left(A ; \mathbb{R}^{N}\right)
\end{array}
$$

and

$$
\mathcal{H}^{N-1}\left(J_{u}\right) \leq \liminf _{n \rightarrow+\infty} \mathcal{H}^{N-1}\left(J_{u_{n}}\right)
$$

Remark 2.3. Ambrosio's theorem is still valid if the $L^{\infty}$-bound is replaced by a bound on the total variation (see [7, Theorem 2.3]).
2.4. A density result for free discontinuity functionals. We will make use of a density result in $S B V$ due to Cortesani and Toader [16]. In order to formulate the statement, we will say that $u \in S B V(\Omega)$ with $\Omega$ open set in $\mathbb{R}^{N}$ has polyhedral jumps if $\overline{J_{u}} \cap \Omega$ is the intersection with $\Omega$ of the union of a finite number of $(N-1)$-dimensional simplexes. The density result is the following (see [16, Theorem 3.1]).

Theorem 2.4. Let $\Omega \subseteq \mathbb{R}^{N}$ be open and with Lipschitz boundary, and let $p>1$. Let $u \in$ $S B V(\Omega) \cap L^{\infty}(\Omega)$ be such that $\nabla u \in L^{p}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\mathcal{H}^{N-1}\left(J_{u}\right)<+\infty$.

There exists $\left(u_{n}\right)_{n \in \mathbb{N}}$ such that the following items hold true for every $n \in \mathbb{N}$.
(a) $\mathcal{H}^{N-1}\left(\left(\overline{J_{u_{n}}} \backslash J_{u_{n}}\right) \cap \Omega\right)=0$.
(b) $J_{u_{n}}$ is polyhedral in $\Omega$.
(c) $u_{n} \in W^{k, \infty}\left(\Omega \backslash \overline{J_{u_{n}}}\right)$ for every $k \geq 1$.

Moreover

$$
\begin{aligned}
u_{n} \rightarrow u & \text { strongly in } L^{1}(\Omega) \\
\nabla u_{n} \rightarrow \nabla u & \text { strongly in } L^{p}\left(\Omega ; \mathbb{R}^{N}\right)
\end{aligned}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{J_{u_{n} \cap A} \cap} \varphi\left(x, \gamma_{1}\left(u_{n}\right), \gamma_{2}\left(u_{n}\right), \nu_{u_{n}}\right) d \mathcal{H}^{N-1} \leq \int_{J_{u} \cap A} \varphi\left(x, \gamma_{1}(u), \gamma_{2}(u), \nu_{u}\right) d \mathcal{H}^{N-1} \tag{2.5}
\end{equation*}
$$

for every open set $A \subset \subset \Omega$ and every upper semicontinuous function $\varphi: \Omega \times \mathbb{R} \times \mathbb{R} \times S^{N-1} \rightarrow$ $\left[0,+\infty\left[\right.\right.$ such that $\varphi(x, a, b, \nu)=\varphi(x, b, a,-\nu)$ for every $x \in \Omega, a, b \in \mathbb{R}$ and $\nu \in S^{N-1}:=\{v \in$ $\left.\mathbb{R}^{N}:|v|=1\right\}$.

## 3. The free discontinuity problem

In this section we define a free discontinuity functional connected to the min/max formulation of the Robin eigenvalues (2.1), following the ideas developed in [8], where the case of the the first eigenvalue was considered. The functional will be defined in Subsection 3.3, after some preliminaries needed to settle the precise functional framework.
3.1. The functional space $S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$. We recall here the results contained in [8], where a variational approach to the Faber-Krahn inequality for the Robin-Laplacian, i.e., the optimization of the first eigenvalue, is presented.

We consider the space

$$
\begin{equation*}
S B V^{1 / 2}\left(\mathbb{R}^{N}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right): u \geq 0 \text { a.e. in } \mathbb{R}^{N} \text { and } u^{2} \in S B V\left(\mathbb{R}^{N}\right)\right\} \tag{3.1}
\end{equation*}
$$

Fine properties of functions in $S B V^{1 / 2}\left(\mathbb{R}^{N}\right)$ are detailed below (see [8, Lemma 1]).
Lemma 3.1. Let $u \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$. Then the following facts hold true.
(a) $u$ is a.e. approximately differentiable (see [1, Definition 3.70]) with approximate gradient $\nabla u$ such that

$$
\nabla\left(u^{2}\right)=2 u \nabla u \quad \text { a.e. in } \mathbb{R}^{N}
$$

(b) The jump set $J_{u}$ is $\mathcal{H}^{N-1}$-countably rectifiable with normal $\nu_{u}$ such that the jump part of the derivative is given by

$$
D^{j}\left(u^{2}\right)=\left[\gamma_{2}(u)^{2}-\gamma_{1}(u)^{2}\right] \nu_{u} d \mathcal{H}^{N-1}\left\llcorner J_{u}\right.
$$

(c) For every $\varepsilon>0$ we have $(u-\varepsilon)^{+} \in S B V\left(\mathbb{R}^{N}\right)$.

The main compactness and lower semicontinuity properties of $S B V^{\frac{1}{2}}$ are contained in the following result. For the convenience of the reader, we describe it briefly since it involves arguments that will be used frequently in the rest of the section. For details we refer to [8, Theorem 2].

Theorem 3.2. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\int_{J_{u_{n}}}\left[\gamma_{1}\left(u_{n}\right)^{2}+\gamma_{2}\left(u_{n}\right)^{2}\right] d \mathcal{H}^{N-1}+\int_{\mathbb{R}^{N}} u_{n}^{2} d x \leq C \tag{3.2}
\end{equation*}
$$

for some $C>0$. Then there exist $u \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ and a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ such that the following items hold true.
(a) Compactness: $u_{n_{k}} \rightarrow u$ strongly in $L_{l o c}^{2}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
\nabla u_{n_{k}} \rightharpoonup \Phi \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right) \tag{3.3}
\end{equation*}
$$

with
(b) Lower semicontinuity: for every open set $A \subseteq \mathbb{R}^{N}$ we have

$$
\begin{equation*}
\int_{A}|\nabla u|^{2} d x \leq \liminf _{k \rightarrow+\infty} \int_{A}\left|\nabla u_{n_{k}}\right|^{2} d x \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{J_{u} \cap A}\left[\gamma_{1}(u)^{2}+\gamma_{2}(u)^{2}\right] d \mathcal{H}^{N-1} \leq \liminf _{k \rightarrow+\infty} \int_{J_{u_{n_{k}}} \cap A}\left[\gamma_{1}\left(u_{n_{k}}\right)^{2}+\gamma_{2}\left(u_{n_{k}}\right)^{2}\right] d \mathcal{H}^{N-1} \tag{3.6}
\end{equation*}
$$

Proof. A direct calculation shows that

$$
\left\|u_{n}^{2}\right\|_{B V\left(\mathbb{R}^{N}\right)} \leq \tilde{C}
$$

for some $\tilde{C}>0$. Then there exist a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}, u \in L^{2}\left(\mathbb{R}^{N}\right)$ with $u^{2} \in B V\left(\mathbb{R}^{N}\right)$ and $\Phi \in L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$ such that

$$
u_{n_{k}} \rightarrow u \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N}\right)
$$

and

$$
\nabla u_{n_{k}} \rightharpoonup \Phi \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)
$$

Let us fix $\varepsilon>0$. Then we have

$$
\left(u_{n_{k}}-\varepsilon\right)^{+} \in S B V\left(\mathbb{R}^{N}\right)
$$

with

$$
\left(u_{n_{k}}-\varepsilon\right)^{+} \rightarrow(u-\varepsilon)^{+} \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N}\right)
$$

Moreover

$$
\int_{\mathbb{R}^{N}}\left|\nabla\left(u_{n_{k}}-\varepsilon\right)^{+}\right|^{2} d x \leq \int_{\mathbb{R}^{N}}\left|\nabla u_{n_{k}}\right|^{2} d x
$$

and

$$
\mathcal{H}^{N-1}\left(J_{\left(u_{n_{k}}-\varepsilon\right)^{+}}\right) \leq \frac{1}{\varepsilon^{2}} \int_{J_{u_{n_{k}}}}\left[\gamma_{1}\left(u_{n_{k}}\right)^{2}+\gamma_{2}\left(u_{n_{k}}\right)^{2}\right] d \mathcal{H}^{N-1}
$$

Finally, $\left(u_{n_{k}}-\varepsilon\right)^{+}$has a uniformly bounded total variation.
By Ambrosio's Theorem 2.2, taking into account Remark 2.3, we deduce that $(u-\varepsilon)^{+} \in$ $S B V\left(\mathbb{R}^{N}\right)$. Moreover

$$
\nabla\left(u_{n_{k}}-\varepsilon\right)^{+} \rightharpoonup \nabla(u-\varepsilon)^{+} \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)
$$

and for every $A \subseteq \mathbb{R}^{N}$ open, by lower semicontinuity in $S B V$ (see for example [7, Theorem 2.12])

$$
\begin{aligned}
& \int_{J_{(u-\varepsilon)+} \cap A}\left[\gamma_{1}\left((u-\varepsilon)^{+}\right)^{2}+\gamma_{2}\left((u-\varepsilon)^{+}\right)^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \liminf _{k \rightarrow+\infty} \int_{J_{\left(u_{\left.n_{k}-\varepsilon\right)}+\cap A\right.}}\left[\gamma_{1}\left(\left(u_{n_{k}}-\varepsilon\right)^{+}\right)^{2}+\gamma_{2}\left(\left(u_{n_{k}}-\varepsilon\right)^{+}\right)^{2}\right] d \mathcal{H}^{N-1} \\
& \quad \leq \liminf _{k \rightarrow+\infty} \int_{J_{u_{n_{k}} \cap A} \cap}\left[\gamma_{1}\left(u_{n_{k}}\right)^{2}+\gamma_{2}\left(u_{n_{k}}\right)^{2}\right] d \mathcal{H}^{N-1}
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we get $u^{2} \in S B V\left(\mathbb{R}^{N}\right)$, and recover inequality (3.6). Since

$$
\nabla\left(u_{n_{k}}-\varepsilon\right)^{+}=\nabla u_{n_{k}} 1_{\left\{u_{n_{k}} \geq \varepsilon\right\}}
$$

we get

$$
\nabla u 1_{\{u \geq \varepsilon\}}=\Phi 1_{\{u \geq \varepsilon\}}
$$

so that we recover relation (3.4) and the lower semicontinuity inequality (3.5).
The main result contained in [8] is the following weak form of the Faber-Krahn inequality for the Robin-Laplacian. It will play an important role it in the proof of Theorem 4.6.
Theorem 3.3 (Faber-Krahn inequality in $S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ ). For every $u \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ we have

$$
\frac{\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\beta \int_{J_{u}}\left[\gamma_{1}(u)^{2}+\gamma_{2}(u)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} u^{2} d x} \geq \lambda_{1, \beta}\left(B_{u}\right)
$$

where $B_{u} \subseteq \mathbb{R}^{N}$ is a ball such that $\left|B_{u}\right|=|\operatorname{supp}(u)|$, and $\lambda_{1, \beta}\left(B_{u}\right)$ is the associated first eigenvalue of the Robin-Laplacian.
3.2. The functional space $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$. In order to handle the case of higher eigenvalues, and thus in particular to admit functions which change sign, we consider the following space.
Definition 3.4. We say that

$$
u:=\left(u_{1}, \ldots, u_{k}\right) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

if

$$
\left(u_{i}\right)^{ \pm} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right) \quad i=1, \ldots, k
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1}<+\infty \tag{3.7}
\end{equation*}
$$

where $J_{u}:=J_{u_{1}} \cup \cdots \cup J_{u_{k}}$ and $\gamma_{1 / 2}(u):=\left(\gamma_{1 / 2}\left(u_{1}\right), \ldots, \gamma_{1 / 2}\left(u_{k}\right)\right)$.
In the case $k=1$, we will denote the space simply by $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$.
Remark 3.5. Notice that if $u=\left(u_{1}, \ldots, u_{k}\right) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$, then in view of Lemma 3.1, for every $i=1, \ldots, k$ we have that $u_{i}$ is a.e. approximately differentiable with

$$
\nabla u_{i}=\nabla u_{i}^{+}-\nabla u_{i}^{-}
$$

Moreover we have that

$$
J_{u_{i}}=J_{u_{i}^{+}} \cup J_{u_{i}^{-}}
$$

is countably $\mathcal{H}^{N-1}$-rectifiable. Since

$$
\nabla u=\left(\nabla u_{1}, \ldots, \nabla u_{k}\right)
$$

and

$$
J_{u}=J_{u_{1}} \cup \cdots \cup J_{u_{k}} \quad \text { with } \quad \gamma_{i}(u)=\left(\gamma_{i}\left(u_{1}^{+}\right)-\gamma_{i}\left(u_{1}^{-}\right), \ldots, \gamma_{i}\left(u_{k}^{+}\right)-\gamma_{i}\left(u_{k}^{-}\right)\right),
$$

all terms in (3.7) are well defined.
The following compactness and lower semicontinuity result holds true.
Proposition 3.6 (Compactness and lower-semicontinuity in $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ ). Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\int_{J_{u_{n}}}\left[\left|\gamma_{1}\left(u_{n}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1}+\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2} d x \leq C \tag{3.8}
\end{equation*}
$$

for some $C>0$. Then there exist $u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right), \Phi \in L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k N}\right)$, and a subsequence $\left(u_{n_{h}}\right)_{h \in \mathbb{N}}$ such that

$$
u_{n_{h}} \rightarrow u \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

and

$$
\begin{equation*}
\nabla u_{n_{h}} \rightharpoonup \Phi \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k N}\right) \tag{3.9}
\end{equation*}
$$

with

$$
\Phi 1_{\operatorname{supp}(u)}=\nabla u
$$

Moreover, for every open set $A \subseteq \mathbb{R}^{N}$ we have

$$
\begin{equation*}
\int_{A}|\nabla u|^{2} d x \leq \liminf _{h \rightarrow+\infty} \int_{A}\left|\nabla u_{n_{h}}\right|^{2} d x \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{J_{u} \cap A}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \liminf _{h \rightarrow+\infty} \int_{J_{u_{n_{h}}} \cap A}\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \tag{3.11}
\end{equation*}
$$

Proof. If

$$
u_{n}:=\left(u_{1}^{n}, \ldots, u_{k}^{n}\right),
$$

we can apply Theorem 3.2 to the functions $\left(u_{i}^{n}\right)^{ \pm} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ for every $i=1, \ldots, k$.
We deduce that we can find a subsequence $\left(u_{n_{h}}\right)_{h \in \mathbb{N}}$ such that for every $i=1, \ldots, k$

$$
\begin{aligned}
u_{i}^{n_{h}} & \rightarrow u_{i} \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N}\right), \\
\nabla u_{i}^{n_{h}} & \rightarrow \Phi_{i} \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)
\end{aligned}
$$

with $u_{i}^{ \pm} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ and $\Phi_{i} 1_{\text {supp }\left(u_{i}\right)}=\nabla u_{i}$. We deduce that (3.9) holds true with $\Phi:=$ $\left(\Phi_{1}, \ldots, \Phi_{k}\right)$. Clearly also (3.10) holds true.

In order to prove (3.11), let us fix $\varepsilon>0$ and consider

$$
u_{n_{h}}^{\varepsilon}:=\left(\left(u_{n_{h}}^{\varepsilon}\right)_{1}, \ldots,\left(u_{n_{h}}^{\varepsilon}\right)_{k}\right)
$$

where

$$
\left(u_{n_{h}}^{\varepsilon}\right)_{i}:=\left(\left(u_{n_{h}}\right)_{i}^{+}-\varepsilon\right)^{+}-\left(\left(u_{n_{h}}\right)_{i}^{-}-\varepsilon\right)^{+} .
$$

Let us denote by $u^{\varepsilon}$ the corresponding function for $u$. By Lemma 3.1 we get $u_{n_{h}}^{\varepsilon} \in S B V\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$, with

$$
u_{n_{h}}^{\varepsilon} \rightarrow u^{\varepsilon} \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

Moreover by construction we have

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{n_{h}}^{\varepsilon}\right|^{2} d x \leq \int_{\mathbb{R}^{N}}\left|\nabla u_{n_{h}}\right|^{2} d x
$$

and

$$
\int_{J_{u_{n_{h}}^{\varepsilon}}}\left[\left|\gamma_{1}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \int_{J_{u_{n_{h}}}}\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1}
$$

Finally

$$
\mathcal{H}^{N-1}\left(J_{u_{n_{h}}^{\varepsilon}}\right) \leq \frac{1}{\varepsilon^{2}} \int_{J_{u_{n_{h}}}}\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq C
$$

As a consequence, by lower semicontinuity in $S B V$ (see for example [7, Theorem 2.12]) we deduce that for every open set $A \subseteq \mathbb{R}^{N}$

$$
\begin{aligned}
& \int_{J_{u} \varepsilon \cap A} {\left[\left|\gamma_{1}\left(u^{\varepsilon}\right)\right|^{2}+\left|\gamma_{2}\left(u^{\varepsilon}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \liminf _{h \rightarrow+\infty} } \\
& \int_{J_{u_{n_{h}}} \cap A}\left[\left|\gamma_{1}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \liminf _{h \rightarrow+\infty} \int_{J_{u_{n_{h}} \cap A}}\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1}
\end{aligned}
$$

Property (3.11) is recovered by sending $\varepsilon$ to 0 .
Notice finally that

$$
\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1}<+\infty
$$

so that $u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$, and the proof is concluded.

Remark 3.7. We will make use of the following strengthened version of the lower semicontinuity inequality (3.11): for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ with $\varphi \geq 0$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \varphi \cdot\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \liminf _{h \rightarrow+\infty} \int_{\mathbb{R}^{N}} \varphi \cdot\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \tag{3.12}
\end{equation*}
$$

This improvement follows by using again [7, Theorem 2.12] to infer

$$
\begin{aligned}
\int_{J_{u} \in \cap A} \varphi \cdot\left[\left|\gamma_{1}\left(u^{\varepsilon}\right)\right|^{2}+\left|\gamma_{2}\left(u^{\varepsilon}\right)\right|^{2}\right] d \mathcal{H}^{N-1} & \leq \liminf _{h \rightarrow+\infty} \int_{J_{u_{n_{h}} \cap} \cap A} \varphi \cdot\left[\left|\gamma_{1}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}^{\varepsilon}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \liminf _{h \rightarrow+\infty} \int_{J_{u_{n_{h}} \cap A}} \varphi \cdot\left[\left|\gamma_{1}\left(u_{n_{h}}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n_{h}}\right)\right|^{2}\right] d \mathcal{H}^{N-1}
\end{aligned}
$$

and letting $\varepsilon \rightarrow 0$.
When dealing with the free discontinuity functional introduced in the next section, we need to consider linear combinations of the components of functions in $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$.

Lemma 3.8. Let $u=\left(u_{1}, \ldots, u_{k}\right) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$. Then for every $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ we have

$$
a_{1} u_{1}+\cdots+a_{k} u_{k} \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)
$$

Proof. It suffices to check the result for $k=2$ and $a=(1,1)$. Given $u=\left(u_{1}, u_{2}\right)$, let us check that setting

$$
v:=u_{1}+u_{2}
$$

we have

$$
\begin{equation*}
v^{ \pm} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\int_{J_{v}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}<+\infty . \tag{3.14}
\end{equation*}
$$

Let us start with (3.13), dealing for example with the positive part. Let $\varepsilon_{n} \searrow 0$. Since $u_{1}, u_{2} \in$ $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$, we get that

$$
v_{n}:=\left(u_{1}^{+}-\varepsilon_{n}\right)^{+}-\left(u_{1}^{-}-\varepsilon_{n}\right)^{+}+\left(u_{2}^{+}-\varepsilon_{n}\right)^{+}-\left(u_{2}^{-}-\varepsilon_{n}\right)^{+} \in S B V\left(\mathbb{R}^{N}\right)
$$

As a consequence $v_{n}^{+} \in S B V\left(\mathbb{R}^{N}\right)$ with

$$
\begin{equation*}
v_{n}^{+} \rightarrow v^{+} \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N}\right) \tag{3.15}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\left|\nabla v_{n}^{+}\right| \leq\left|\nabla u_{1}\right|+\left|\nabla u_{2}\right|, \quad\left|v_{n}^{+}\right| \leq\left|u_{1}\right|+\left|u_{2}\right| \quad \text { a.e. on } \mathbb{R}^{N} \tag{3.16}
\end{equation*}
$$

and that

$$
\begin{equation*}
J_{v_{n}^{+}} \subseteq J_{u_{1}} \cup J_{u_{2}}=J_{u} \tag{3.17}
\end{equation*}
$$

Moreover, on $J_{v_{n}^{+}}$we obtain readily the inequality

$$
\gamma_{1}\left(v_{n}^{+}\right)^{2}+\gamma_{2}\left(v_{n}^{+}\right)^{2} \leq 2\left[\gamma_{1}\left(u_{1}\right)^{2}+\gamma_{2}\left(u_{1}\right)^{2}+\gamma_{1}\left(u_{2}\right)^{2}+\gamma_{2}\left(u_{2}\right)^{2}\right]
$$

Since $u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{2}\right)$ entails

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{1}\right|^{2}+\left|\nabla u_{2}\right|^{2} d x+\int_{J_{u}}\left[\gamma_{1}\left(u_{1}\right)^{2}+\gamma_{1}\left(u_{2}\right)^{2}+\gamma_{2}\left(u_{1}\right)^{2}+\gamma_{2}\left(u_{2}\right)^{2}\right] d \mathcal{H}^{N-1}<+\infty \tag{3.18}
\end{equation*}
$$

in view of $(3.16),(3.17)$ and of the chain rule in BV (see [1, Theorem 3.96]), we get that $\left(v_{n}^{+}\right)^{2} \in$ $S B V\left(\mathbb{R}^{N}\right)$, with

$$
\int_{\mathbb{R}^{N}}\left|\nabla v_{n}^{+}\right|^{2} d x+\int_{J_{v_{n}^{+}}}\left[\gamma_{1}\left(v_{n}^{+}\right)^{2}+\gamma_{2}\left(v_{n}^{+}\right)^{2}\right] d \mathcal{H}^{N-1} \leq C
$$

for some $C>0$ independent of $n$. From (3.15) and Theorem 3.2 we thus deduce $v^{+} \in S B V^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$.

Inequality (3.14) is then a consequence of (3.18), so that the proof is complete.
3.3. The free discontinuity functional. In order to mimic the min/max representation of the Robin-Laplacian eigenvalues (2.1), we consider the following free discontinuity functional.
Definition 3.9 (The space $\mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ and the functional $\left.R_{k, \beta}\right)$. We say that $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ if

$$
u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right) \quad \text { and } \quad \operatorname{dim}(V(u))=k,
$$

where $V(u):=\operatorname{span}\left\{u_{1}, \ldots, u_{k}\right\}$.
Given $\beta>0$ and $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ we set

$$
R_{k, \beta}(u):=\max _{v \in V(u), v \neq 0} \frac{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\int_{J_{u}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v^{2} d x} .
$$

Remark 3.10. Some comments are in order.
(a) Thanks to Lemma 3.8, for $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$, we have that

$$
V(u) \subseteq S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)
$$

As a consequence the functional $R_{k, \beta}(u)$ is well defined and finite (the jump term is finite thanks to the bound (3.7)).
(b) Notice that the integration of the surface term in $R_{k, \beta}(u)$ takes place on the entire jump set $J_{u}$, so that it may happen that on some of its parts the function $v$ does not admit discontinuities.

Remark 3.11 (Link with the Robin eigenvalue). Let $\Omega \subseteq \mathbb{R}^{N}$ be an open bounded set with Lipschitz boundary, and let $\left\{u_{1}, \ldots, u_{k}\right\}$ denote the first $k$-eigenfunctions of the Robin-Laplacian with constant $\beta$. After an extension by zero outside the domain (still denoted by the same symbol), we get easily

$$
u:=\left(u_{1}, \ldots, u_{k}\right) \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)
$$

with $J_{u}=\partial \Omega$ and

$$
R_{k, \beta}(u)=\lambda_{k, \beta}(\Omega) .
$$

We will need the following lower semicontinuity result.
Proposition 3.12 (Lower semicontinuity of $\left.R_{k, \beta}\right)$. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ such that

$$
u_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

for some $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$. Then

$$
\begin{equation*}
R_{k, \beta}(u) \leq \liminf _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right) . \tag{3.19}
\end{equation*}
$$

Proof. It is not restrictive to assume that $\left(R_{k, \beta}\left(u_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded. Since every component of $u_{n}$ belongs to $V\left(u_{n}\right)$, we infer immediately that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\int_{J_{u_{n}}}\left[\left|\gamma_{1}\left(u_{n}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq C \tag{3.20}
\end{equation*}
$$

for some $C>0$.
Let $u=\left(u_{1}, \ldots, u_{k}\right)$ and let us consider

$$
v:=a_{1} u_{1}+\cdots+a_{k} u_{k} \in V(u)
$$

with $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k} \backslash\{0\}$, so that $v \neq 0$.
Writing $u_{n}:=\left(u_{1}^{n}, \ldots, u_{k}^{n}\right)$ we get

$$
\begin{equation*}
v_{n}:=a_{1} u_{1}^{n}+\cdots+a_{k} u_{k}^{n} \rightarrow v \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N}\right) . \tag{3.21}
\end{equation*}
$$

By Lemma 3.8 we deduce that $v_{n} \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$ : moreover, thanks to (3.20), we have

$$
\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} d x+\int_{J_{v_{n}}}\left[\gamma_{1}\left(v_{n}\right)^{2}+\gamma_{2}\left(v_{n}\right)^{2}\right] d \mathcal{H}^{N-1} \leq \tilde{C}
$$

for some constant $\tilde{C}$ independent of $n$. In view of Proposition 3.6 we get that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\int_{J_{v}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \liminf _{n \rightarrow+\infty}\left[\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} d x+\int_{J_{v_{n}}}\left[\gamma_{1}\left(v_{n}\right)^{2}+\gamma_{2}\left(v_{n}\right)^{2}\right] d \mathcal{H}^{N-1}\right]
\end{aligned}
$$

Since $v_{n} \in V\left(u_{n}\right)$ with $v_{n} \neq 0$ if $n$ is large enough, taking into account (3.21) we deduce

$$
\begin{align*}
& \frac{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\int_{J_{v}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v^{2} d x}  \tag{3.22}\\
& \quad \leq \liminf _{n \rightarrow+\infty} \frac{\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} d x+\int_{J_{v_{n}}}\left[\gamma_{1}\left(v_{n}\right)^{2}+\gamma_{2}\left(v_{n}\right)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v_{n}^{2} d x} \leq \liminf _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right)
\end{align*}
$$

Recall that the set $D$ of vectors $a:=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ for which

$$
J_{v}=J_{a_{1} u_{1}+\cdots+a_{k} u_{k}}=J_{u_{1}} \cup J_{u_{2}} \cdots \cup J_{u_{k}}=J_{u} \quad \text { up to } \mathcal{H}^{N-1} \text {-negligible sets }
$$

is dense in $\mathbb{R}^{k}$ (see Remark 3.13 below). Then for such functions $v$ we can replace $J_{v}$ with $J_{u}$ in (3.22) so that by density we infer

$$
\begin{equation*}
\frac{\int_{\mathbb{R}^{N}}|\nabla w|^{2} d x+\int_{J_{u}}\left[\gamma_{1}(w)^{2}+\gamma_{2}(w)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} w^{2} d x} \leq \liminf _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right) \tag{3.23}
\end{equation*}
$$

for every $w \in V(u)$. The desired lower semicontinuity result now follows passing to the max on $w$.

Remark 3.13. In the previous proof we used the following property: the set of parameters $a:=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ for which

$$
J_{a_{1} u_{1}+\cdots+a_{k} u_{k}}=J_{u_{1}} \cup J_{u_{2}} \cdots \cup J_{u_{k}}=J_{u} \quad \text { up to } \mathcal{H}^{N-1} \text {-negligible sets }
$$

is dense in $\mathbb{R}^{k}$. The proof that follows employees arguments similar to those of [22, Lemma 3.1] and [17, Lemma 4.5].

Let us consider firstly the case $k=2$. Let $\mathcal{N}$ be the set of vectors $b=\left(b_{1}, b_{2}\right) \in \mathbb{R}^{2}$ such that $J_{b_{1} u_{1}+b_{2} u_{2}}$ is strictly contained in $J_{u}$, that is

$$
\mathcal{H}^{N-1}\left(J_{u} \backslash J_{b_{1} u_{1}+b_{2} u_{2}}\right)>0
$$

This means that if we set

$$
C_{b}:=\left\{x \in J_{u}: b_{1} \gamma_{1}\left(u_{1}\right)(x)+b_{2} \gamma_{1}\left(u_{2}\right)(x)=b_{1} \gamma_{2}\left(u_{1}\right)(x)+b_{2} \gamma_{2}\left(u_{2}\right)(x)\right\}
$$

we have $\mathcal{H}^{N-1}\left(C_{b}\right)>0$. If $b^{\prime} \in \mathcal{N}$ is not a multiple of $b$, then we have immediately

$$
\mathcal{H}^{N-1}\left(C_{b^{\prime}} \cap C_{b}\right)=0
$$

since otherwise on $C_{b^{\prime}} \cap C_{b} \subseteq J_{u}$ we would get $\gamma_{1}\left(u_{1}\right)=\gamma_{2}\left(u_{1}\right)$ and $\gamma_{1}\left(u_{2}\right)=\gamma_{2}\left(u_{2}\right)$. Since $J_{u}$ is $\sigma$-finite with respect to $\mathcal{H}^{N-1}$, we deduce that the set $\mathcal{N}$ is composed, up to a scaling factor, by at most countably many vectors (the family $\left\{C_{b}: b \in \mathcal{N},|b|=1\right\}$ is composed by at most a countable number of sets), so that $\mathbb{R}^{2} \backslash \mathcal{N}$ is dense in $\mathbb{R}^{2}$. This proves our density property.

The case $k>2$ can be treated easily by induction. Given $b \in \mathbb{R}^{k}$, we can find ( $b_{1}^{\prime}, \ldots, b_{k-1}^{\prime}$ ) arbitrarily closed to $\left(b_{1}, \ldots, b_{k-1}\right)$ in such a way that

$$
J_{b_{1}^{\prime} u_{1}+\cdots+b_{k-1}^{\prime} u_{k-1}}=J_{u_{1}} \cup \cdots \cup J_{u_{k-1}} \quad \text { up to } \mathcal{H}^{N-1} \text {-negligible sets. }
$$

Setting $v:=b_{1}^{\prime} u_{1}+\cdots+b_{k-1}^{\prime} u_{k-1}$, by the previous step we can find $\left(\alpha, b_{k}^{\prime}\right)$ arbitrarily close to $\left(1, b_{k}\right)$ and such that

$$
J_{\alpha v+b_{k}^{\prime} u_{k}}=J_{v} \cup J_{u_{k}}=J_{u_{1}} \cup \cdots \cup J_{u_{k}}=J_{u} \quad \text { up to } \mathcal{H}^{N-1} \text {-negligible sets. }
$$

Since

$$
\alpha v+\alpha_{k} u_{k}=\alpha b_{1}^{\prime} u_{1}+\cdots+\alpha b_{k-1}^{\prime} u_{k-1}+b_{k}^{\prime} u_{k}
$$

we see that $\left(\alpha b_{1}^{\prime}, \ldots, \alpha b_{k-1}^{\prime}, b_{k}^{\prime}\right)$ can be chosen arbitrarily closed to $\left(b_{1}, \ldots, b_{k}\right)$, so that the conclusion follows.

## 4. The main Result

As mentioned in the Introduction, we are interested in the minimization of the $k$-th eigenvalue of the Robin-Laplace operator with coefficient $\beta>0$ among bounded Lipschitz domains with volume $m>0$. Using the monotonicity of the eigenvalues under dilation, this is equivalent to the shape optimization problem

$$
\begin{equation*}
\inf _{\Omega \in \mathcal{A}_{m}\left(\mathbb{R}^{N}\right)} \lambda_{k, \beta}(\Omega) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}_{m}\left(\mathbb{R}^{N}\right):=\left\{\Omega \subset \mathbb{R}^{N} \text { open, bounded, with Lipschitz boundary and }|\Omega| \leq m\right\} \tag{4.2}
\end{equation*}
$$

Following the considerations of the previous section, in particular in view of Remark 3.11, we are led to consider the free discontinuity problem

$$
\begin{equation*}
\inf _{u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)} R_{k, \beta}(u) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right):=\left\{u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right):|\operatorname{supp}(u)| \leq m\right\} \tag{4.4}
\end{equation*}
$$

Here $\mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ and $R_{k, \beta}$ are given in Definition 3.9.
The main result of the paper is the following.
Theorem 4.1 (The main result). For every $k \geq 1$ the free discontinuity problem (4.3) admits a solution with bounded support. Moreover

$$
\begin{equation*}
\min _{u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)} R_{k, \beta}(u)=\inf _{\Omega \in \mathcal{A}_{m}\left(\mathbb{R}^{N}\right)} \lambda_{k, \beta}(\Omega)=: \lambda_{k, \beta}^{m} \tag{4.5}
\end{equation*}
$$

Remark 4.2. In view of the previous theorem, we can consider the well posed free discontinuity problem (4.3) as a sort of relaxation of the original shape optimization problem (4.1). Intuitively speaking, the optimal shape should be given by the support of a minimizer $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ : to put this intuition on a solid ground, a regularity analysis for the support of minimizers is required. In this direction, we are able at the moment to treat only the case $k=1$ (and some semilinear variants), in which we can show that the support is a ball (see [13]).

The rest of the section is devoted to the proof of Theorem 4.1: in Subsection 4.1 we prove an approximation result which yields the relaxation equality (4.5). In Subsection 4.2 we collect some technical lemmas which are essential to prove the existence of minimizers for problem (4.3), which is addressed in Subsection 4.3 by means of a combination of a concentration-compactness principle and an induction argument, as done in [10].
4.1. A density issue. In Remark 3.11 we pointed out a connection between the free discontinuity functional $R_{k, \beta}$ on the space $\mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ and the $k$-th eigenvalue of the Robin-Laplacian of a bounded Lipschitz domain. We improve the connection with the following result.
Theorem 4.3 (Density). For every $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ with $|\operatorname{supp}(u)| \leq m$, there exists a sequence $\left(\Omega_{n}\right)_{n \in \mathbb{N}}$ of bounded Lipschitz domains in $\mathbb{R}^{N}$ with $\left|\Omega_{n}\right| \leq m$ and

$$
\limsup _{n \rightarrow+\infty} \lambda_{k, \beta}\left(\Omega_{n}\right) \leq R_{k, \beta}(u)
$$

Proof. The idea is to approximate $u$ using the Cortesani-Toader regularization given in Theorem 2.4. We divide the proof in several steps.

Step 1. It is not restrictive to assume $u=\left(u_{1}, \ldots, u_{k}\right) \in\left(S B V \cap L^{\infty}\right)\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ with $\mathcal{H}^{N-1}\left(J_{u}\right)<$ $+\infty$, and with support contained in a compact set.

Indeed it is sufficient to consider for every $i=1, \ldots, k$ and $\varepsilon_{n} \searrow 0$ the functions

$$
\left(u_{i}^{+}-\varepsilon_{n}\right)^{+}-\left(u_{i}^{-}-\varepsilon_{n}\right)^{+}
$$

truncated at levels $\pm n$ and multiplied by smooth cut-off functions between $B_{n}(0)$ and $B_{n+1}(0)$. Let us denote these functions by $u_{i}^{n}$, and let us set

$$
u_{n}:=\left(u_{1}^{n}, \ldots, u_{k}^{n}\right)
$$

Clearly $\left|\operatorname{supp}\left(u_{n}\right)\right| \leq m$. By Lemma 3.1 we get $u_{n} \in\left(S B V \cap L^{\infty}\right)\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$, and $\operatorname{dim}\left(V\left(u_{n}\right)\right)=k$ for $n$ large enough, i.e. $u_{n} \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$. In addition

$$
\mathcal{H}^{N-1}\left(J_{u_{n}}\right) \leq \frac{1}{\varepsilon_{n}^{2}} \int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1}<+\infty
$$

The claim follows if we prove that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right)=R_{k, \beta}(u) \tag{4.6}
\end{equation*}
$$

Notice that

$$
u_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

with

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\int_{J_{u_{n}}}\left[\left|\gamma_{1}\left(u_{n}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq C
$$

for some $C>0$ independent of $n$. By Proposition 3.12 we get

$$
\begin{equation*}
R_{k, \beta}(u) \leq \liminf _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right) \tag{4.7}
\end{equation*}
$$

For every $n$, let

$$
v_{n}:=a_{1}^{n} u_{1}^{n}+\ldots a_{k}^{n} u_{k}^{n} \in V\left(u_{n}\right)
$$

be a function which realizes $R_{k, \beta}\left(u_{n}\right)$. We may assume that up to a subsequence

$$
a_{n}:=\left(a_{1}^{n}, \ldots, a_{k}^{n}\right) \rightarrow a:=\left(a_{1}, \ldots, a_{k}\right)
$$

with $|a|=1$. Then

$$
v_{n} \rightarrow v:=a_{1} u_{1}+\cdots+a_{k} u_{k} \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N}\right)
$$

with

$$
\nabla v_{n} \rightarrow \nabla v \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)
$$

and

$$
\lim _{n \rightarrow+\infty} \int_{J_{u_{n}}}\left[\gamma_{1}\left(v_{n}\right)^{2}+\gamma_{2}\left(v_{n}\right)^{2}\right] d \mathcal{H}^{N-1}=\int_{J_{u}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}
$$

the last relation coming by dominated convergence (recall that $J_{u_{n}} \subseteq J_{u}$ and that $\left|\gamma_{i}\left(u_{n}\right)\right| \leq$ $\left.\left|\gamma_{i}(u)\right|\right)$. We infer

$$
\begin{align*}
& \limsup _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right)=\limsup _{n \rightarrow+\infty} \frac{\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} d x+\int_{J_{u_{n}}}\left[\gamma_{1}\left(v_{n}\right)^{2}+\gamma_{2}\left(v_{n}\right)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v_{n}^{2} d x}  \tag{4.8}\\
&= \frac{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\int_{J_{u}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}}{\int_{\mathbb{R}^{N}} v^{2} d x} \leq R_{k, \beta}(u)
\end{align*}
$$

Equation (4.6) follows gathering (4.7) and (4.8), so that the claim of the step follows.
Step 2. Let us consider $u \in\left(S B V \cap L^{\infty}\right)\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ with $\mathcal{H}^{N-1}\left(J_{u}\right)<+\infty$, supp $(u)$ compactly contained in $B_{R}(0)$ for some $R>0$, and such that $|\operatorname{supp}(u)| \leq m$.

We claim that we can find $w_{n} \in S B V\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$ with $J_{w_{n}}$ polyhedral, $\mathcal{H}^{N-1}\left(\overline{J_{w_{n}}} \backslash J_{w_{n}}\right)=0$, $w_{n} \in\left(W^{1,2} \cap C^{0}\right)\left(\mathbb{R}^{N} \backslash \bar{J}_{w_{n}} ; \mathbb{R}^{k}\right)$,

$$
\begin{equation*}
\overline{\operatorname{supp}\left(w_{n}\right)} \subset \subset B_{R}(0), \quad\left|\overline{\operatorname{supp}\left(w_{n}\right)} \backslash \operatorname{supp}\left(w_{n}\right)\right|=0, \quad \limsup _{n \rightarrow+\infty}\left|\operatorname{supp}\left(w_{n}\right)\right| \leq m \tag{4.9}
\end{equation*}
$$

such that

$$
\begin{gathered}
\nabla w_{n} \rightarrow \nabla u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k N}\right) \\
w_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right) \\
\limsup _{n \rightarrow+\infty} \mathcal{H}^{N-1}\left(J_{w_{n}}\right) \leq \mathcal{H}^{N-1}\left(J_{u}\right)
\end{gathered}
$$

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{J_{w_{n}}}\left[\left|\gamma_{1}\left(w_{n}\right)\right|^{2}+\left|\gamma_{2}\left(w_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{align*}
\limsup _{n \rightarrow+\infty} \int_{J_{w_{n}}}\left[\gamma _ { 1 } \left(a_{1}\left(w_{n}\right)_{1}\right.\right. & \left.\left.+\cdots+a_{k}\left(w_{n}\right)_{k}\right)^{2}+\gamma_{2}\left(a_{1}\left(w_{n}\right)_{1}+\cdots+a_{k}\left(w_{n}\right)_{k}\right)^{2}\right] d \mathcal{H}^{N-1}  \tag{4.11}\\
& \leq \int_{J_{u}}\left[\gamma_{1}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}+\gamma_{2}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}\right] d \mathcal{H}^{N-1}
\end{align*}
$$

for every $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ with $|a|=1$. Moreover, since the Sobolev 2-capacity of the intersection of simplexes is zero, we may assume that the jump set is composed of a union of disjoint, closed, $(N-1)$ dimensional simplexes.

Indeed, let $\left(v_{h}\right)_{h \in \mathbb{N}}$ be the approximation of $u$ given by Theorem 2.4 in $B_{R}(0)$. If $\eta>0$, let us denote by $u^{\eta}$ the function obtained by replacing each component $u_{i}$ with the function

$$
\left(u_{i}^{+}-\eta\right)^{+}-\left(u_{i}^{-}-\eta\right)^{+}
$$

and let $v_{h}^{\eta}$ denote the function obtained operating in the same way on $v_{h}$. Clearly we have

$$
\begin{gathered}
\nabla v_{h}^{\eta} \rightarrow \nabla u^{\eta} \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k N}\right), \\
v_{h}^{\eta} \rightarrow u^{\eta} \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
\end{gathered}
$$

and

$$
\limsup _{h \rightarrow+\infty} \int_{J_{v_{h}^{\eta}}}\left[\left|\gamma_{1}\left(v_{h}^{\eta}\right)\right|^{2}+\left|\gamma_{2}\left(v_{h}^{\eta}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq \int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1}
$$

The last inequality follow by the corresponding one for $v_{h}$ in view of the choice $\varphi(a, b, \nu)=|a|^{2}+|b|^{2}$ in Theorem 2.4. Moreover, since the choice $\varphi(a, b, \nu) \equiv 1$ yields

$$
\limsup \mathcal{H}^{N-1}\left(J_{v_{h}}\right) \leq \mathcal{H}^{N-1}\left(J_{u}\right)
$$

we deduce that for every $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$ (choose $\left.\varphi(c, d, \nu):=(a \cdot c)^{2}+(a \cdot d)^{2}\right)$

$$
\begin{aligned}
& \limsup _{h \rightarrow+\infty} \int_{J_{v_{h}^{\eta}}}\left[\gamma_{1}\left(a_{1}\left(v_{h}^{\eta}\right)_{1}+\cdots+a_{k}\left(v_{h}^{\eta}\right)_{k}\right)^{2}+\gamma_{2}\left(a_{1}\left(v_{h}^{\eta}\right)_{1}+\cdots+a_{k}\left(v_{h}^{\eta}\right)_{k}\right)^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \limsup _{h \rightarrow+\infty} \int_{J_{v_{h}}}\left[\gamma_{1}\left(a_{1}\left(v_{h}\right)_{1}+\cdots+a_{k}\left(v_{h}\right)_{k}\right)^{2}+\gamma_{2}\left(a_{1}\left(v_{h}\right)_{1}+\cdots+a_{k}\left(v_{h}\right)_{k}\right)^{2}\right] d \mathcal{H}^{N-1}+e_{\eta}(a) \\
& \quad \leq \int_{J_{u}}\left[\gamma_{1}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}+\gamma_{2}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}\right] d \mathcal{H}^{N-1}+e_{\eta}(a)
\end{aligned}
$$

where $e_{\eta}(a) \rightarrow 0$ as $\eta \rightarrow 0$ uniformly for $a$ varying in compact sets of $\mathbb{R}^{N}$.
Finally notice that

$$
\limsup _{h \rightarrow+\infty}\left|\operatorname{supp}\left(v_{h}^{\eta}\right)\right| \leq m
$$

and that it is not restrictive, multiplying by a suitable cut-off function, to assume that $\operatorname{supp}\left(v_{h}^{\eta}\right)$ is compactly contained in $B_{R}(0)$.

Finally for a.e. $\eta>0$ and for every $h \in \mathbb{N}, i=1, \ldots, k$ we have (the sets are disjoint)

$$
\begin{equation*}
\left|\left\{x \in \mathbb{R}^{N} \backslash \overline{J_{v_{h}}}:\left|\left(v_{h}\right)_{i}(x)\right|=\eta\right\}\right|=0 \tag{4.12}
\end{equation*}
$$

The required approximation is then obtained in the form $w_{n}:=v_{h_{n}}^{\eta_{n}}$, by considering $\eta_{n} \rightarrow 0$ satisfying (4.12), and using a diagonal argument to define $h_{n}$.

Step 3. Let $\left(w_{n}\right)_{n \in \mathbb{N}}$ be given by Step 2. Let us choose $A_{n} \subset \subset B_{R}(0)$ open with smooth boundary, containing $\overline{\operatorname{supp}\left(w_{n}\right)}$, and such that

$$
\limsup _{n \rightarrow+\infty}\left|A_{n}\right| \leq m
$$

This is possible in view of the properties of $\overline{\operatorname{supp}\left(w_{n}\right)}$ given in (4.9). Let us infinitesimally enlarge the disjoint $(N-1)$-simplexes forming $\overline{J_{w_{n}}}$ by considering the closed neighborhood $U_{n}:=\{x \in$


Figure 1. The domain $\Omega_{n}$.
$\left.\mathbb{R}^{N}: \operatorname{dist}\left(x, \overline{J_{w_{n}}}\right) \leq \eta_{n}\right\}$ with $\eta_{n} \rightarrow 0$ small enough such that $U_{n} \subset A_{n}$ and $U_{n}$ is Lipschitz. Let us denote $\Omega_{n}:=A_{n} \backslash U_{n}$ (see Figure 1). Then $\Omega_{n}$ is Lipschitz with

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty}\left|\Omega_{n}\right| \leq m \tag{4.13}
\end{equation*}
$$

Let $u_{n}$ be the restriction of $w_{n}$ to $\Omega_{n}$. We have $u_{n} \in W^{1,2}\left(\Omega_{n}\right)$, and $u_{n}=0$ on $\partial A_{n}$. The enlargement of $\overline{J_{w_{n}}}$ can be chosen so small that, after an extension by zero outside $\Omega_{n}$ (still denoted by the same symbol)

$$
\begin{gathered}
\nabla u_{n} \rightarrow \nabla u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k N}\right), \\
u_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
\end{gathered}
$$

and, in view of (4.10) and (4.11), also such that

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{\partial \Omega_{n}}\left|u_{n}\right|^{2} d \mathcal{H}^{N-1} \leq \int_{J_{u}}\left[\left|\gamma_{1}(u)\right|^{2}+\left|\gamma_{2}(u)\right|^{2}\right] d \mathcal{H}^{N-1} \tag{4.14}
\end{equation*}
$$

and

$$
\begin{align*}
\limsup _{n \rightarrow+\infty} \int_{\partial \Omega_{n}}\left(a_{1}\left(u_{n}\right)_{1}+\right. & \left.\cdots+a_{k}\left(u_{n}\right)_{k}\right)^{2} d \mathcal{H}^{N-1}  \tag{4.15}\\
& \leq \int_{J_{u}}\left[\gamma_{1}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}+\gamma_{2}\left(a_{1} u_{1}+\cdots+a_{k} u_{k}\right)^{2}\right] d \mathcal{H}^{N-1}
\end{align*}
$$

for every $a \in \mathbb{R}^{k}$ with $|a|=1$.
Notice that for $n$ large enough, $\left\{\left(u_{n}\right)_{1}, \ldots,\left(u_{n}\right)_{k}\right\}$ are linearly independent. Let $a^{n}:=\left(a_{1}^{n}, \ldots, a_{k}^{n}\right)$ with $\left|a^{n}\right|=1$ be such that

$$
\max _{v \in \operatorname{span}\left\{\left(u_{n}\right)_{1}, \ldots,\left(u_{n}\right)_{k}\right\}} \frac{\int_{\Omega_{n}}|\nabla v|^{2} d x+\beta \int_{\partial \Omega_{n}} v^{2} d \mathcal{H}^{N-1}}{\int_{\Omega_{n}} v^{2} d x}
$$

is achieved on

$$
v_{n}:=a_{1}^{n}\left(u_{n}\right)_{1}+\cdots+a_{k}^{n}\left(u_{n}\right)_{k} \in W^{1,2}\left(\Omega_{n}\right)
$$

We may assume up to a subsequence that

$$
a^{n} \rightarrow a:=\left(a_{1}, \ldots, a_{k}\right)
$$

Then we have, by considering $\tilde{v}_{n}:=a_{1}\left(u_{n}\right)_{1}+\cdots+a_{k}\left(u_{n}\right)_{k}$ and taking into account (4.14) and (4.15)

$$
\begin{aligned}
& \limsup _{n \rightarrow+\infty} \lambda_{k, \beta}\left(\Omega_{n}\right) \leq \limsup _{n \rightarrow+\infty} \frac{\int_{\Omega_{n}}\left|\nabla v_{n}\right|^{2} d x+\beta \int_{\partial \Omega_{n}} v_{n}^{2} d \mathcal{H}^{N-1}}{} \\
& \int_{\Omega_{n}} v_{n}^{2} d x \\
&=\limsup _{n \rightarrow+\infty} \frac{\int_{\Omega_{n}}\left|\nabla \tilde{v}_{n}\right|^{2} d x+\beta \int_{\partial \Omega_{n}} \tilde{v}_{n}^{2} d \mathcal{H}^{N-1}}{\int_{\Omega_{n}} \tilde{v}_{n}^{2} d x} \leq R_{k, \beta}(u)
\end{aligned}
$$

Thanks to (4.13), the conclusion follows up to a small dilation (see (2.2)), if necessary, to match the constraint $\left|\Omega_{n}\right| \leq m$.

Remark 4.4. The approximation result of Theorem 4.3 and Remark 3.11 entail immediately the validity of equality (4.5). In view of the rescaling property (2.2), we get also that for every $t>0$

$$
\begin{equation*}
\inf _{u \in \mathcal{F}_{k}^{t{ }^{N} m}\left(\mathbb{R}^{N}\right)} R_{k, \beta}(u)=\frac{1}{t^{2}} \inf _{u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)} R_{k, t \beta}(u) \tag{4.16}
\end{equation*}
$$

Finally, using the monotonicity property (2.4), we deduce that for every $t>1$

$$
\lambda_{k, \beta}^{m t^{N}} \leq \frac{1}{t} \lambda_{k, \beta}^{m}<\lambda_{k, \beta}^{m}
$$

The last strict inequality is a consequence of the fact that for every $\beta, m>0$ we have $\lambda_{k, \beta}^{m}>0$. We conclude that for every $t>1$

$$
\begin{equation*}
\lambda_{k, \beta}^{m t}<\lambda_{k, \beta}^{m} \tag{4.17}
\end{equation*}
$$

This inequality will be used in the proof of Theorem 4.1.
4.2. Some technical lemmas. In this subsection we collect some technical lemmas which will be pivotal in the proof of the existence of minimizers of the free discontinuity problem (4.3), based on a concentration compactness principle. Lemma 4.5 and Theorem 4.6 will be used to deal with the so called "compact" case, while Lemma 4.7 will be employed in the "dichotomy" case.

Lemma 4.5 (Distinguished minimizers). Let $\left(\Omega_{n}\right)_{n \in \mathbb{N}}$ be a sequence of Lipschitz domains with $\left|\Omega_{n}\right|=m$ and

$$
\begin{equation*}
\lambda_{k, \beta}\left(\Omega_{n}\right) \rightarrow \lambda_{k, \beta}^{m}=\inf _{u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)} R_{k, \beta}(u) \tag{4.18}
\end{equation*}
$$

Let $\left\{u_{1}^{n}, \ldots, u_{k}^{n}\right\}$ denote the first $k$ eigenfunctions of the Robin-Laplacian for $\Omega_{n}$, which we assume, as usual, to form an orthonormal system in $L^{2}\left(\Omega_{n}\right)$.

After an extension by zero outside $\Omega_{n}$, still denoted by the same symbol, we have

$$
u_{n}:=\left(u_{1}^{n}, \ldots, u_{k}^{n}\right) \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)
$$

and the following items hold true.
(a) $\left(u_{n}\right)_{n \in \mathbb{N}}$ is a minimizing sequence for problem (4.3).
(b) Assume that

$$
u_{n} \rightarrow u:=\left(u_{1}, \ldots, u_{k}\right) \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

Then $\left\{u_{1}, \ldots, u_{k}\right\}$ forms an orthonormal system in $L^{2}\left(\mathbb{R}^{N}\right)$, and $u$ is a minimizer of problem (4.3) such that for every $i=1, \ldots, k$ and $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ with $\varphi \geq 0$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \nabla u_{i} \cdot \nabla\left(\varphi u_{i}\right) d x+\beta \int_{J_{u_{i}}} \varphi \cdot\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \leq \lambda_{k, \beta}^{m} \int_{\mathbb{R}^{N}} \varphi u_{i}^{2} d x \tag{4.19}
\end{equation*}
$$

Proof. The fact that $u_{n} \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)$ together with point (a) follow from Remark 3.11 in view of equation (4.18). In particular we have for every $n \in \mathbb{N}$ (recall that $J_{u_{n}}=\partial \Omega$ since $u_{n}=0$ outside $\left.\Omega_{n}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\beta \int_{J_{u_{n}}}\left[\left|\gamma_{1}\left(u_{n}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq k \lambda_{k, \beta}\left(\Omega_{n}\right) \tag{4.20}
\end{equation*}
$$

Let us come to point (b). Thanks to (4.20), by Proposition 3.6 we infer

$$
u \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

Moreover $|\operatorname{supp}(u)| \leq m$, and $\operatorname{dim}(V(u))=k$, as $\left\{u_{1}, \ldots, u_{k}\right\}$ is an orthonormal system in $L^{2}\left(\mathbb{R}^{N}\right)$. We thus conclude that $u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)$. Moreover $u$ is a minimizer of problem (4.3) thanks to the lower semicontinuity property of $R_{k, \beta}$ given in Proposition 3.12.

Let us prove inequality (4.19). Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ with $\varphi \geq 0$. Since $u_{i}^{n}$ is an eigenfunction for $\Omega_{n}$ we may write

$$
\int_{\Omega_{n}} \nabla u_{i}^{n} \cdot \nabla\left(\varphi \cdot u_{i}^{n}\right) d x+\beta \int_{\partial \Omega_{n}} \varphi \cdot\left(u_{i}^{n}\right)^{2} d \mathcal{H}^{N-1}=\lambda_{i, \beta}\left(\Omega_{n}\right) \int_{\Omega_{n}} \varphi \cdot\left(u_{i}^{n}\right)^{2} d x
$$

After the extension to zero outside $\Omega_{n}$ we get

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \nabla u_{i}^{n} \cdot \nabla\left(\varphi \cdot u_{i}^{n}\right) d x+\beta \int_{J_{u_{i}^{n}}} \varphi \cdot\left[\gamma_{1}\left(u_{i}^{n}\right)^{2}+\gamma_{2}\left(u_{i}^{n}\right)^{2}\right] d \mathcal{H}^{N-1}=\lambda_{i, \beta}\left(\Omega_{n}\right) \int_{\mathbb{R}^{N}} \varphi \cdot\left(u_{i}^{n}\right)^{2} d x \tag{4.21}
\end{equation*}
$$

We know that, up to a subsequence,

$$
\nabla u_{i}^{n} \rightharpoonup \Phi^{i} \quad \text { weakly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)
$$

with $\Phi^{i} 1_{\operatorname{supp}\left(u_{i}\right)}=\nabla u_{i}$. This is a consequence of (4.20) and the strong convergence in $L^{2}$. By expanding the first term in (4.21) as

$$
\int_{\mathbb{R}^{N}} \nabla u_{i}^{n} \cdot \nabla\left(\varphi \cdot u_{i}^{n}\right) d x=\int_{\mathbb{R}^{N}} u_{i}^{n} \nabla u_{i}^{n} \cdot \nabla \varphi d x+\int_{\mathbb{R}^{N}} \varphi \cdot\left|\nabla u_{i}^{n}\right|^{2} d x
$$

in view of the strong convergence of $u_{n}$ and since $\varphi \geq 0$, we obtain

$$
\begin{align*}
\liminf _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}} \nabla u_{i}^{n} \cdot \nabla\left(\varphi u_{i}^{n}\right) d x & \geq \int_{\mathbb{R}^{N}} u_{i} \Phi^{i} \cdot \nabla \varphi d x+\int_{\mathbb{R}^{N}} \varphi \cdot\left|\Phi^{i}\right|^{2} d x  \tag{4.22}\\
& \geq \int_{\mathbb{R}^{N}} u_{i} \nabla u_{i} \cdot \nabla \varphi d x+\int_{\mathbb{R}^{N}} \varphi \cdot\left|\nabla u_{i}\right|^{2} d x=\int_{\mathbb{R}^{N}} \nabla u_{i} \cdot \nabla\left(\varphi u_{i}\right) d x
\end{align*}
$$

Moreover by Remark 3.7 we get also

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \int_{J_{u_{i}^{n}}} \varphi \cdot\left[\gamma_{1}\left(u_{i}^{n}\right)^{2}+\gamma_{2}\left(u_{i}^{n}\right)^{2}\right] d \mathcal{H}^{N-1} \geq \int_{J_{u_{i}}} \varphi \cdot\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \tag{4.23}
\end{equation*}
$$

Finally since

$$
\lambda_{i, \beta}\left(\Omega_{n}\right) \leq \lambda_{k, \beta}\left(\Omega_{n}\right)=R_{k, \beta}\left(u_{n}\right) \rightarrow \lambda_{k, \beta}^{m}
$$

we infer

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \lambda_{i, \beta}\left(\Omega_{n}\right) \int_{\mathbb{R}^{N}} \varphi \cdot\left(u_{i}^{n}\right)^{2} d x \leq \lambda_{k, \beta}^{m} \int_{\mathbb{R}^{N}} \varphi \cdot u_{i}^{2} d x \tag{4.24}
\end{equation*}
$$

Collecting (4.22), (4.23) and (4.24), we deduce that inequality (4.19) holds true, so that point (b) follows, and the proof is concluded.

Theorem 4.6 (Boundedness of the support of distinguished minimizers). Let $u \in$ $\mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)$ be a minimizer of problem (4.3) satisfying point (b) of Lemma 4.5. Then supp (u) is bounded.

Proof. Assume by contradiction that $\operatorname{supp}(u)$ is unbounded. Up to a rotation and a translation, Q18 it is not restrictive to assume that

$$
\operatorname{supp}(u) \cap\left\{x_{1}>t\right\}
$$

has positive volume for every $t \geq 0$. We divide the proof in several steps.
Step 1. For a.e. $t \in \mathbb{R}$ large enough we have $u 1_{\left\{x_{1}<t\right\}} \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)$. We claim that for a.e. $t \geq 0$ large enough

$$
\begin{equation*}
R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \leq R_{k, \beta}(u)+\frac{2 \beta \delta(t)}{c_{2}(t)} \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta(t):=\int_{\left\{x_{1}=t\right\}}|\nabla u|^{2} d \mathcal{H}^{N-1}+\beta \sum_{i=1}^{k} \int_{J_{u_{i}} \cap\left\{x_{1}=t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-2} \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}(t)=\lambda_{1, \beta}\left(B^{\prime}(t)\right) \tag{4.27}
\end{equation*}
$$

where $B^{\prime}(t) \subset \mathbb{R}^{N-1}$ is a ball such that

$$
\left|B^{\prime}(t)\right|=\mathcal{H}^{N-1}\left(\operatorname{supp}(u) \cap\left\{x_{1}=t\right\}\right)>0
$$
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In order to prove the claim, let us write the quantity $R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right)$ as (notice that $\left\{x_{1}=t\right\}$ is now a possible jump set for $\left.u 1_{\left\{x_{1}<t\right\}}\right)$

$$
\frac{\int_{\left\{x_{1}<t\right\}}|\nabla U(t)|^{2} d x+\beta \int_{J_{u} \cap\left\{x_{1}<t\right\}}\left[\gamma_{1}(U(t))^{2}+\gamma_{2}(U(t))^{2}\right] d \mathcal{H}^{N-1}+\beta \int_{\left\{x_{1}=t\right\}} U(t)^{2} d \mathcal{H}^{N-1}}{\int_{\left\{x_{1}<t\right\}} U^{2}(t) d x},
$$

where

$$
U(t):=\sum_{i=1}^{k} a_{i}(t) u_{i} \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right) \quad \text { with } \quad \sum_{i=1}^{k} a_{i}(t)^{2}=1
$$

is such that $U(t) 1_{\left\{x_{1}<t\right\}}$ realizes $R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right)$. Since $\left\{u_{1}, \ldots, u_{k}\right\}$ forms an orthonormal system in $L^{2}\left(\mathbb{R}^{N}\right)$ we have

$$
\int_{\left\{x_{1}<t\right\}} U(t)^{2} d x=1-\int_{\left\{x_{1}>t\right\}} U(t)^{2} d x
$$

so that

$$
\begin{align*}
R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \leq & \frac{1}{1-\int_{\left\{x_{1}>t\right\}} U^{2}(t) d x}\left[R_{k, \beta}(u)+\beta \int_{\left\{x_{1}=t\right\}} U^{2}(t) d \mathcal{H}^{N-1}\right.  \tag{4.28}\\
& \left.-\int_{\left\{x_{1}>t\right\}}|\nabla U(t)|^{2} d x-\beta \int_{J_{u} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}(U(t))^{2}+\gamma_{2}(U(t))^{2}\right] d \mathcal{H}^{N-1}\right] .
\end{align*}
$$

We have

$$
\int_{\left\{x_{1}>t\right\}} U^{2}(t) d x \leq \sum_{i=1}^{k} \int_{\left\{x_{1}>t\right\}} u_{i}^{2} d x \xrightarrow{t \rightarrow+\infty} 0
$$

The last equality can be seen as a consequence of the dominated convergence theorem. Thus we can write for $t$ large enough

$$
\begin{aligned}
R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \leq & \left(R_{k, \beta}(u)+\beta \int_{\left\{x_{1}=t\right\}} U^{2}(t) d \mathcal{H}^{N-1}-\int_{\left\{x_{1}>t\right\}}|\nabla U(t)|^{2} d x\right. \\
& \left.-\beta \int_{J_{u} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}(U(t))^{2}+\gamma_{2}(U(t))^{2}\right] d \mathcal{H}^{N-1}\right) \cdot\left(1+2 \int_{\left\{x_{1}>t\right\}} U(t)^{2} d x\right),
\end{aligned}
$$

using the fact that the second factor on the right hand side in (4.28) is nonnegative since
$R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \geq 0$. Finally,

$$
\begin{aligned}
R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \leq R_{k, \beta}(u) & +2 R_{k, \beta}(u) \int_{\left\{x_{1}>t\right\}} U(t)^{2} d x+2 \beta \int_{\left\{x_{1}=t\right\}} U(t)^{2} d \mathcal{H}^{N-1} \\
& -\int_{\left\{x_{1}>t\right\}}|\nabla U(t)|^{2} d x-\beta \int_{J_{u} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}(U(t))^{2}+\gamma_{2}(U(t))^{2}\right] d \mathcal{H}^{N-1}
\end{aligned}
$$

If we reflect the function $U(t) 1_{\left\{x_{1}>t\right\}}$ across the hyperplane $\left\{x_{1}=t\right\}$, we obtain a new function $v(t) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N}\right)$. We can thus use the Faber-Krahn inequality of Theorem 3.3 for the positive and negative parts of $v(t)$ and obtain (in terms of $U(t)$ )

$$
\int_{\left\{x_{1}>t\right\}}|\nabla U(t)|^{2} d x+\beta \int_{J_{u} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}(U(t))^{2}+\gamma_{2}(U(t))^{2}\right] d \mathcal{H}^{N-1} \geq c_{1}(t) \int_{\left\{x_{1}>t\right\}} U(t)^{2} d x
$$

with

$$
\begin{equation*}
c_{1}(t)=\lambda_{1, \beta}(B(t)) \tag{4.29}
\end{equation*}
$$

where $B(t) \subseteq \mathbb{R}^{N}$ is a ball such that

$$
|B(t)|=2\left|\operatorname{supp}(U(t)) \cap\left\{x_{1}>t\right\}\right| \leq 2\left|\operatorname{supp}(u) \cap\left\{x_{1}>t\right\}\right|
$$

Notice that $c_{1}(t) \rightarrow+\infty$ as $t \rightarrow+\infty$ since $|B(t)| \rightarrow 0$ (see (2.3)). We conclude that for $t$ large enough

$$
\begin{equation*}
R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right) \leq R_{k, \beta}(u)+2 \beta \int_{\left\{x_{1}=t\right\}} U(t)^{2} d \mathcal{H}^{N-1} \leq R_{k, \beta}(u)+2 \beta \sum_{i=1}^{k} \int_{\left\{x_{1}=t\right\}} u_{i}^{2} d \mathcal{H}^{N-1} \tag{4.30}
\end{equation*}
$$

Note that the above inequality entails immediately that $\mathcal{H}^{N-1}\left(\operatorname{supp}(u) \cap\left\{x_{1}=t\right\}\right)>0$, otherwise it would be against the strict inequality (4.17), since $\left|\operatorname{supp}(u) \cap\left\{x_{1}>t\right\}\right|>0$.

In view of the theory of sections for BV functions (see [1, Section 3.11]), we have that for a.e. $t \in \mathbb{R}$ the section of $u_{i}$ on the hyperplane $\left\{x_{1}=t\right\}$ belongs to $S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N-1}\right)$, with associated jump set given by $J_{u_{i}} \cap\left\{x_{1}=t\right\}$, and pair of traces given again by $\left(\gamma_{1}\left(u_{i}\right), \gamma_{2}\left(u_{i}\right)\right)$. Using the Faber-Krahn inequality in dimension $N-1$ we obtain

$$
\begin{align*}
\int_{\left\{x_{1}=t\right\}} & u_{i}^{2} d \mathcal{H}^{N-1}  \tag{4.31}\\
& \leq \frac{1}{c_{2}(t)}\left(\int_{\left\{x_{1}=t\right\}}\left|\nabla^{\prime} u_{i}\right|^{2} d \mathcal{H}^{N-1}+\beta \int_{J\left(u_{i}\right) \cap\left\{x_{1}=t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-2}\right) \tag{1}
\end{align*}
$$
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,
where $\nabla^{\prime}$ stands for gradient with respect to $x_{2}, \ldots, x_{N}$, and $c_{2}(t)$ is given in (4.27). Claim (4.25) follows by combining (4.30) and (4.31).

Step 2. We claim that for a.e. $t \geq 0$ large enough

$$
\begin{equation*}
\int_{\left\{x_{1}>t\right\}}|\nabla u|^{2} d x+\beta \sum_{i=1}^{k} \int_{J_{u_{i}} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \leq \frac{2 \delta(t)}{\sqrt{c_{2}(t)}} \tag{4.32}
\end{equation*}
$$

where $\delta(t)$ and $c_{2}(t)$ are given in (4.26) and (4.27) respectively.
In order to prove the claim, let us make use of inequality (4.19). By letting $\varphi$ approach the function

$$
\varphi_{\varepsilon}(x):=\frac{\left(x_{1}-t\right)^{+}}{\varepsilon} \wedge 1
$$

we obtain for every $i=1, \ldots, k$

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \varphi_{\varepsilon}\left|\nabla u_{i}\right|^{2} d x+\frac{1}{\varepsilon} \int_{\left\{t<x_{1}<t+\varepsilon\right\}} u_{i} \nabla u_{i} \cdot e_{1} d x+\beta \int_{J_{u_{i}}} \varphi_{\varepsilon} \cdot\left[\gamma_{1}\left(u_{i}\right)^{2}+\right. & \left.\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \lambda_{k, \beta}^{m} \int_{\mathbb{R}^{N}} \varphi_{\varepsilon} \cdot u_{i}^{2} d x
\end{aligned}
$$

where $e_{1}$ is the horizontal vector $(1,0, \ldots, 0)$. Letting $\varepsilon \rightarrow 0^{+}$, we obtain for a.e. $t \in \mathbb{R}$

$$
\begin{aligned}
\int_{\left\{x_{1}>t\right\}}\left|\nabla u_{i}\right|^{2} d x+\beta & \int_{J_{u_{i}} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \\
& \leq \lambda_{k, \beta}^{m} \int_{\left\{x_{1}>t\right\}} u_{i}^{2} d x+\int_{\left\{x_{1}=t\right\}}\left|u_{i}\right|\left|\nabla u_{i}\right| d \mathcal{H}^{N-1} \\
\leq & \lambda_{k, \beta}^{m} \int_{\left\{x_{1}>t\right\}} u_{i}^{2} d x+\left(\int_{\left\{x_{1}=t\right\}}\left|u_{i}\right|^{2} d \mathcal{H}^{N-1} \int_{\left\{x_{1}=t\right\}}\left|\nabla u_{i}\right|^{2} d \mathcal{H}^{N-1}\right)^{1 / 2}
\end{aligned}
$$

We estimate the last term using the Faber-Krahn inequality on the section of $u_{i}$ on $\left\{x_{1}=t\right\}$ as in the previous step: recalling (4.31), and replacing the tangential gradient with the full one we may write

$$
\begin{align*}
& \int_{\left\{x_{1}>t\right\}}\left|\nabla u_{i}\right|^{2} d x+\beta \int_{J_{u_{i}} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1} \leq \lambda_{k, \beta}^{m} \int_{\left\{x_{1}>t\right\}} u_{i}^{2} d x  \tag{4.33}\\
&+\frac{1}{\sqrt{c_{2}(t)}}\left[\int_{\left\{x_{1}=t\right\}}\left|\nabla u_{i}\right|^{2} d \mathcal{H}^{N-1}+\beta \int_{J_{u^{i}} \cap\left\{x_{1}=t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-2}\right]
\end{align*}
$$

By employing a reflection with respect to $\left\{x_{1}=t\right\}$, and using the Faber-Krahn inequality of Theorem 3.3 for the positive and negative parts of $u_{i}$ we have

$$
\int_{\left\{x_{1}>t\right\}} u_{i}^{2} d x \leq \frac{1}{c_{1}(t)}\left[\int_{\left\{x_{1}>t\right\}}\left|\nabla u_{i}\right|^{2} d x+\beta \int_{J_{u_{i}} \cap\left\{x_{1}>t\right\}}\left[\gamma_{1}\left(u_{i}\right)^{2}+\gamma_{2}\left(u_{i}\right)^{2}\right] d \mathcal{H}^{N-1}\right]
$$

where $c_{1}(t)$ is given in (4.29). Since $c_{1}(t) \rightarrow+\infty$ as $t \rightarrow+\infty$, we deduce that the first term on the right hand side of (4.33) is negligible with respect to the left hand side. Summing over $i=1, \ldots, k$, we obtain claim (4.32).

Step 3. Let

$$
\begin{equation*}
\sigma(t):=\left|\operatorname{supp}(u) \cap\left\{x_{1}=t\right\}\right| \tag{4.34}
\end{equation*}
$$

We claim that there exist $C>0$ and $t_{0} \in \mathbb{R}$ such that for a.e. $t \geq t_{0}$

$$
\begin{equation*}
\int_{t}^{+\infty} \sigma(\tau) d \tau \leq C|\sigma(t)|^{\frac{1}{N-1}}\left(1+|\sigma(t)|^{\frac{1}{N-1}}\right) \delta(t) \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{t}^{+\infty} \delta(\tau) d \tau \leq C|\sigma(t)|^{\frac{1}{2 N-2}}\left(1+|\sigma(t)|^{\frac{1}{2 N-2}}\right) \delta(t) \tag{4.36}
\end{equation*}
$$

where $\delta(t)$ is defined in (4.26).
In order to prove inequality (4.35), recall that

$$
m(t):=\left|\operatorname{supp}(u) \cap\left\{x_{1}>t\right\}\right|=\int_{t}^{+\infty} \sigma(\tau) d \tau
$$

Using the optimality of $u$ together with the rescaling formula (4.16) we obtain that for a.e. $t \in \mathbb{R}$

$$
R_{k, \beta}(u) \leq \frac{1}{\eta^{2}(t)} R_{k, \eta(t) \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right)
$$

with

$$
\eta(t)^{N}:=\frac{|\operatorname{supp}(u)|}{|\operatorname{supp}(u)|-m(t)}
$$

Since $\eta(t)>1$ we have

$$
R_{k, \beta}(u) \leq \frac{1}{\eta(t)} R_{k, \beta}\left(u 1_{\left\{x_{1}<t\right\}}\right)
$$

Using inequality (4.25) we obtain for a.e. $t \geq 0$ large enough

$$
\eta(t) R_{k, \beta}(u) \leq R_{k, \beta}(u)+\frac{2 \beta \delta(t)}{c_{2}(t)}
$$

which yields for $t$ large enough

$$
m(t) \leq \frac{C_{1} \delta(t)}{c_{2}(t)}
$$

for some $C_{1}>0$. By the very definition of $c_{2}(t)$ given in (4.27) and estimate (2.3) for the first Robin eigenvalue we have

$$
\begin{equation*}
c_{2}(t) \geq \frac{\beta}{4|\sigma(t)|^{\frac{1}{N-1}}\left(1+\beta|\sigma(t)|^{\frac{1}{N-1}}\right)}, \tag{4.37}
\end{equation*}
$$

so that inequality (4.35) follows.
Inequality (4.36) is a consequence of (4.32), in view of Fubini's theorem and of the coarea formula on the $\mathcal{H}^{N-1}$-countably rectifiable sets $J_{u_{i}}$ (see [1, Theorem 2.93]), and using again (4.37).

Step 4: Conclusion. Let us consider

$$
e(t):=\sigma(t)+\delta(t)
$$

and the absolutely continuous decreasing function $E:\left[t_{0},+\infty[\rightarrow] 0,+\infty[\right.$

$$
E(t):=\int_{t}^{+\infty} e(\tau) d \tau
$$

where $\sigma(t)$ and $\delta(t)$ are given in (4.34) and (4.26) respectively.
Summing inequalities (4.35) and (4.36), we deduce that for a.e. $t \geq t_{0}$

$$
\begin{equation*}
\frac{E^{\prime}(t)}{\Phi^{-1}(E(t))} \leq-1 \tag{4.38}
\end{equation*}
$$

where $\Phi:[0,+\infty[\rightarrow[0,+\infty[$ is the increasing function

$$
\Phi(s):=C_{1} s^{1+\frac{1}{2(N-1)}}\left[1+C_{2} s^{\frac{3}{2(N-1)}}\right]
$$

for suitable $C_{1}, C_{2}>0$. This inequality leads immediately to a contradiction. Indeed on one hand we have

$$
\left.\int_{t_{0}}^{+\infty} \frac{E^{\prime}(\tau)}{\Phi^{-1}(E(\tau))} d \tau=-\int_{0}^{E\left(t_{0}\right)} \frac{d s}{\Phi^{-1}(s)} \in\right]-\infty, 0[
$$

as for $s$ near zero we have

$$
\Phi^{-1}(s) \geq C_{3} s^{\left(1+\frac{1}{2(N-1)}\right)^{-1}}
$$

for some $C_{3}>0$. On the other, (4.38) entails

$$
\int_{t_{0}}^{+\infty} \frac{E^{\prime}(\tau)}{\Phi^{-1}(E(\tau))} d \tau=-\infty
$$

a contradiction. Note that this contradiction heavily relies on the fact that the support was supposed unbounded, so that the above integration in $t$ could be carried up to $+\infty$.

Lemma 4.7 (Splitting geometry). Let $u \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ be such that

$$
u=u_{1}+u_{2}
$$

with supp $\left(u_{1}\right)$ and supp $\left(u_{2}\right)$ well separated (see subsection 2). The following items hold true.
(a) If $u_{1}=\left(v_{1}, 0\right)$ and $u_{2}=\left(0, v_{2}\right)$ with $v_{1} \in \mathcal{F}_{k_{1}}\left(\mathbb{R}^{N}\right)$ and $v_{2} \in \mathcal{F}_{k_{2}}\left(\mathbb{R}^{N}\right)$, we have

$$
R_{k, \beta}(u)=\max \left\{R_{k_{1}, \beta}\left(v_{1}\right), R_{k_{2}, \beta}\left(v_{2}\right)\right\} .
$$

(b) If $m_{i}:=\left|\operatorname{supp}\left(u_{i}\right)\right|>0$, then

$$
R_{k, \beta}(u) \geq \min _{j=0, \ldots, k} \max \left\{\lambda_{j, \beta}^{m_{1}}, \lambda_{k-j, \beta}^{m_{2}}\right\},
$$

with the convention $\lambda_{0, \beta}^{m}:=0$.

Proof. Let us start with point (b), proving that

$$
\begin{equation*}
R_{k, \beta}(u) \geq \max \left\{\lambda_{h_{1}, \beta}^{m_{1}}, \lambda_{h_{2}, \beta}^{m_{2}}\right\} \tag{4.39}
\end{equation*}
$$

for some $h_{1}+h_{2}=k$.
Let us consider the finite dimensional spaces $V\left(u_{1}\right)$ and $V\left(u_{2}\right)$ and their direct sum

$$
V:=V\left(u_{1}\right) \oplus V\left(u_{2}\right)
$$

If we denote the associated dimensions by $k_{1}$ and $k_{2}$, we have clearly

$$
k \leq k_{1}+k_{2} \leq 2 k
$$

Let us proceed by computing some kind of "discrete" eigenvalues on $V$ using the standard Rayleigh minimization process. More precisely, let $w_{1}$ be a minimizer of the quadratic energy

$$
Q(v):=\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x+\beta \int_{J_{u}}\left[\gamma_{1}(v)^{2}+\gamma_{2}(v)^{2}\right] d \mathcal{H}^{N-1}
$$

on those functions $v \in V$ with $\|v\|_{L^{2}\left(\mathbb{R}^{N}\right)}=1$, and let $w_{j}$ be a minimizer of $Q$ on those functions in $V$, with unit $L^{2}$-norm, and $L^{2}$-orthogonal to $\left\{w_{1}, \ldots, w_{j-1}\right\}$. Let $\mu_{j}$ denote the associated "eigenvalues".

Using the inequality

$$
\frac{a+b}{c+d} \geq \min \left\{\frac{a}{c}, \frac{b}{d}\right\}
$$

we see that $w_{1}$, and recursively each $w_{j}$, belongs either to $V\left(u_{1}\right)$ or to $V\left(u_{2}\right)$. As a consequence

$$
\left\{\mu_{1}, \ldots, \mu_{k_{1}+k_{2}}\right\}=\left\{\eta_{1}, \ldots, \eta_{k_{1}}, \zeta_{1}, \ldots, \zeta_{k_{2}}\right\}
$$

where $\eta_{i}$ and $\zeta_{j}$ are the "discrete" eigenvalues associated to $V\left(u_{1}\right)$ and $V\left(u_{2}\right)$, obtained by the same variational procedure.

Assume

$$
\left\{\mu_{1}, \ldots, \mu_{k}\right\}=\left\{\eta_{1}, \ldots, \eta_{h_{1}}, \zeta_{1}, \ldots, \zeta_{h_{2}}\right\}
$$

with $h_{1}+h_{2}=k$. Since we can find in $V(u)$ an element which is $L^{2}$-orthogonal to $w_{1}, \ldots, w_{k-1}$ (since the orthogonality requires $k-1$ linear relations), we get that

$$
\begin{equation*}
R_{k, \beta}(u) \geq \mu_{k}=\max \left\{\eta_{h_{1}}, \zeta_{h_{2}}\right\} \tag{4.40}
\end{equation*}
$$

Since $\eta_{h_{1}} \geq \lambda_{h_{1}, \beta}^{m_{1}}$ and $\zeta_{h_{2}} \geq \lambda_{h_{2}, \beta}^{m_{2}}$, inequality (4.39) follows, and point (b) is proved.
Let us come back to point (a). Notice that by assumption

$$
V(u)=V_{k_{1}}\left(u_{1}\right) \oplus V_{k_{2}}\left(u_{2}\right)
$$

Then we get that in the preceding argument $h_{1}=k_{1}$ and $h_{2}=k_{2}$, with $\eta_{h_{1}}=R_{k_{1}, \beta}\left(u_{1}\right)$, $\zeta_{h_{2}}=R_{k_{2}, \beta}\left(u_{2}\right)$, and $R_{k, \beta}(u)=\mu_{k}$. From (4.40) we deduce that point (a) holds true, and the proof is concluded.
4.3. Proof of Theorem 4.1. We are now ready to prove Theorem 4.1. Equality (4.5) is a consequence of Theorem 4.3 and of Remark 3.11. We can thus concentrate on the existence of minimizers with bounded support: this is obtained through a vanishing/dichotomy/compactness alternative together with an induction argument.

The result is known for $k=1$, being essentially the Faber-Krahn inequality of Theorem 3.3: minimizers are given by the first eigenfunctions of the ball, extended by zero to the entire space. We now proceed by induction, assuming that the result holds true for $k-1$, and proving it for $k$.

Let $\left(\Omega_{n}\right)_{n \in \mathbb{N}}$ be a "minimizing" sequence of Lipschitz domains, i.e., such that $\left|\Omega_{n}\right| \leq m$ and

$$
\lambda_{k, \beta}\left(\Omega_{n}\right) \rightarrow \lambda_{k, \beta}^{m}=\inf _{u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)} R_{k, \beta}(u)
$$

Its existence is secured by relation (4.5). By Lemma 4.5, we know that

$$
u_{n}:=\left(u_{1}^{n}, \ldots, u_{k}^{n}\right) \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

is a minimizing sequence for problem (4.3), where $\left\{u_{i}^{n}\right\}_{i=1, \ldots .}$ is the orthonormal family of the first $k$ eigenfunctions, extended to zero outside $\Omega_{n}$. Notice that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x+\beta \int_{J_{u_{n}}}\left[\left|\gamma_{1}\left(u_{n}\right)\right|^{2}+\left|\gamma_{2}\left(u_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq k \lambda_{k, \beta}\left(\Omega_{n}\right) \leq C \tag{4.41}
\end{equation*}
$$

where $C$ is independent of $n$.
Let us perform a concentration compactness alternative by considering the function

$$
\frac{1}{k}\left|u_{n}\right|^{2}=\frac{1}{k}\left[\left(u_{1}^{n}\right)^{2}+\cdots+\left(u_{k}^{n}\right)^{2}\right] \in L^{1}\left(\mathbb{R}^{N}\right)
$$

For every $r>0$ let us consider the monotone increasing functions $\alpha_{n}:[0,+\infty[\rightarrow[0,+\infty[$

$$
\alpha_{n}(r):=\sup _{y \in \mathbb{R}^{N}} \int_{Q_{r}(y)} \frac{1}{k}\left|u_{n}\right|^{2} d x
$$

Up to a subsequence, in view of Helly's selection theorem, we may assume that up to a subsequence

$$
\alpha_{n} \rightarrow \alpha \quad \text { pointwise on }[0,+\infty[
$$

for a suitable monotone increasing function $\alpha:[0,+\infty[\rightarrow[0,+\infty[$.
The following situations may occur.
(a) Vanishing: $\lim _{r \rightarrow+\infty} \alpha(r)=0$;
(b) Dichotomy: $\left.\lim _{r \rightarrow+\infty} \alpha(r)=\bar{\alpha} \in\right] 0,1[$;
(c) Compactness: $\lim _{r \rightarrow+\infty} \alpha(r)=1$.

Let us deal with the three cases separately.
Step 1: Vanishing cannot occur. Let us see that the vanishing case cannot occur. Thanks to (4.41), by [8, Lemma 4] applied to the positive and negative parts of the components of $u_{n}$, we can find $y_{n} \in \mathbb{R}^{N}$ such that

$$
\begin{equation*}
\left|\operatorname{supp}\left(u_{n}\right) \cap Q_{1}\left(y_{n}\right)\right| \geq c>0 \tag{4.42}
\end{equation*}
$$

with $c$ independent of $n$. Since

$$
\lim _{n \rightarrow+\infty} \int_{Q_{1}\left(y_{n}\right)}\left|u_{n}\right|^{2} d x=0
$$

up to reducing the side of the cube, we may assume that for every $n \in \mathbb{N}$

$$
\mathcal{H}^{N-1}\left(J_{u_{n}} \cap \partial Q_{1}\left(y_{n}\right)\right)=0
$$

and

$$
\lim _{n \rightarrow+\infty} \int_{\partial Q_{1}\left(y_{n}\right)}\left|u_{n}\right|^{2} d \mathcal{H}^{N-1}=0
$$

still preserving (4.42). Let us consider

$$
w_{n}:=u_{n} 1_{\mathbb{R}^{N} \backslash Q_{1}\left(y_{n}\right)} \in S B V_{ \pm}^{\frac{1}{2}}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

Notice that $\left|\operatorname{supp}\left(w_{n}\right)\right| \leq m-c$. Assume for a moment that $w_{n} \in \mathcal{F}_{k}^{m-c}\left(\mathbb{R}^{N}\right)$, that is that the associated vectorial space $V\left(w_{n}\right)$ has dimension $k$. A direct calculation shows that

$$
\liminf _{n \rightarrow+\infty} R_{k, \beta}\left(w_{n}\right) \leq \liminf _{n \rightarrow+\infty} R_{k, \beta}\left(u_{n}\right)
$$

so that

$$
\lambda_{k, \beta}^{m-c} \leq \lambda_{k, \beta}^{m}
$$

This is against the monotonicity property (4.17).
Notice that if $V\left(w_{n}\right)$ has not dimension $k$, we can perturb the components by adding vanishing perturbations in $C_{c}^{\infty}\left(Q_{1}\left(y_{n}\right)\right)$ without affecting the previous considerations. We conclude that the vanishing case cannot occur.

Step 2: Existence in the dichotomy case. Let us assume that

$$
\lim _{r \rightarrow+\infty} Q(r)=\bar{\alpha}
$$

with $0<\bar{\alpha}<1$. Following [28, Lemma 1.1], for every $0<\varepsilon<1$ there exist $R>0$ and $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that, up to a subsequence, we can find $R_{n} \rightarrow+\infty$ with

$$
\begin{equation*}
\left.\left.\left|\int_{B_{R}\left(x_{n}\right)} \frac{1}{k}\right| u_{n}\right|^{2} d x-\bar{\alpha} \right\rvert\,<\varepsilon \quad \text { and } \left.\left.\quad\left|\int_{\mathbb{R}^{N} \backslash B_{R_{n}}\left(x_{n}\right)} \frac{1}{k}\right| u_{n}\right|^{2} d x-(1-\bar{\alpha}) \right\rvert\,<\varepsilon \tag{4.43}
\end{equation*}
$$

We can thus construct a cut-off function $\varphi_{n} \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ with $\left\|\nabla \varphi_{n}\right\|_{\infty}<\varepsilon, \varphi_{n}=1$ on $B_{R}\left(x_{n}\right)$ and on $\mathbb{R}^{N} \backslash B_{R_{n}}$, and such that $\operatorname{supp}\left(\varphi_{n}\right)=A_{n} \cup B_{n}$ with $B_{R}\left(x_{n}\right) \subseteq A_{n},\left(\mathbb{R}^{N} \backslash B_{R_{n}}\right) \subseteq B_{n}$ and $\operatorname{dist}\left(A_{n}, B_{n}\right) \rightarrow+\infty$.

Let us concentrate on the function $\varphi_{n} u_{n}$ which we may see as

$$
\varphi_{n} u_{n}=v_{n}+w_{n}
$$

with $\operatorname{supp}\left(v_{n}\right) \subseteq A_{n}$ and $\operatorname{supp}\left(w_{n}\right) \subseteq B_{n}$. We have

$$
\begin{equation*}
\left\|u_{n}-v_{n}-w_{n}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}<2 k \varepsilon \tag{4.44}
\end{equation*}
$$

Moreover, taking into account (4.41) and the properties of $\varphi_{n}$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} d x+\int_{J_{v_{n}}}\left[\left|\gamma_{1}\left(v_{n}\right)\right|^{2}+\left|\gamma_{2}\left(v_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq C_{1} \tag{4.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla w_{n}\right|^{2} d x+\int_{J_{w_{n}}}\left[\left|\gamma_{1}\left(w_{n}\right)\right|^{2}+\left|\gamma_{2}\left(w_{n}\right)\right|^{2}\right] d \mathcal{H}^{N-1} \leq C_{2} \tag{4.46}
\end{equation*}
$$

for some $C_{1}, C_{2}>0$ independent of $\varepsilon$.
Let

$$
\left|\operatorname{supp}\left(v_{n}\right)\right|=m_{n, 1} \quad \text { and } \quad\left|\operatorname{supp}\left(w_{n}\right)\right|=m_{n, 2}
$$

We may assume up to a subsequence

$$
m_{n, 1} \rightarrow m_{1}^{\varepsilon} \quad \text { and } \quad m_{n, 2} \rightarrow m_{2}^{\varepsilon}
$$

with $m_{1}^{\varepsilon}+m_{2}^{\varepsilon} \leq m$. In view of (4.45), (4.46), (4.43) and of the Faber-Krahn inequality of Theorem 3.3 (applied to positive and negative parts of $v_{n}$ and $w_{n}$ ), we deduce that $m_{1}^{\varepsilon}>\eta$ and $m_{2}^{\varepsilon}>\eta$ for some $\eta>0$ independent of $\varepsilon$.

It is not restrictive to assume $\varphi_{n} u_{n} \in \mathcal{F}_{k}\left(\mathbb{R}^{N}\right)$ : indeed, the associated vectorial space $V\left(\varphi_{n} u_{n}\right)$ can be made $k$-dimensional up to adding vanishing smooth functions with small compact support, without affecting the asymptotic behaviour outlined above.

Taking into account (4.41) and (4.44) we get

$$
e(\varepsilon)+R_{k, \beta}\left(u_{n}\right) \geq R_{k, \beta}\left(v_{n}+w_{n}\right)
$$

where $e(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$.
Up to a subsequence we obtain thanks to Lemma 4.7

$$
e(\varepsilon)+R_{k, \beta}\left(u_{n}\right) \geq \min _{h=0, \ldots, k} \max \left\{\lambda_{h, \beta}^{m_{n, 1}}, \lambda_{k-h, \beta}^{m_{n, 2}}\right\}
$$

with the convention $\lambda_{0, \beta}^{m}:=0$. Passing to the limit for $n \rightarrow+\infty$ and $\varepsilon \rightarrow 0^{+}$, and using a rescaling argument, we find $m_{1}>0, m_{2}>0$ with $m_{1}+m_{2}=m$ and such that

$$
\begin{equation*}
\lambda_{k, \beta}^{m} \geq \min _{h=0, \ldots, k} \max \left\{\lambda_{h, \beta}^{m_{1}}, \lambda_{k-h, \beta}^{m_{2}}\right\}=\max \left\{\lambda_{j, \beta}^{m_{1}}, \lambda_{k-j, \beta}^{m_{2}}\right\} \tag{4.47}
\end{equation*}
$$

for some $0 \leq j \leq k$. We can exclude the cases $j=0$ and $j=k$ : indeed we would get $\lambda_{k, \beta}^{m} \geq \lambda_{k, \beta}^{m_{1}}$ or $\lambda_{k, \beta}^{m} \geq \lambda_{k, \beta}^{m_{2}}$ against the monotonicity property (4.17).

Using the inductive hypothesis, let $v \in \mathcal{F}_{j}^{m_{1}}\left(\mathbb{R}^{N}\right)$ and $w \in \mathcal{F}_{k-j}^{m_{2}}\left(\mathbb{R}^{N}\right)$ be minimizers for $\lambda_{j, \beta}^{m_{1}}$ and $\lambda_{k-j, \beta}^{m_{2}}$ with bounded support, which up to a translation, we may assume to be well separated. Let us consider the function

$$
u:=(v, 0)+(0, w) \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)
$$

By Lemma 4.7 we deduce

$$
R_{k, \beta}(u)=\max \left\{R_{j, \beta}(v), R_{k-j, \beta}(w)\right\}=\max \left\{\lambda_{j, \beta}^{m_{1}}, \lambda_{k-j, \beta}^{m_{2}}\right\}
$$

Thanks to (4.47) we deduce that $u$ is a minimizer of problem (4.3) with bounded support, and the step is concluded.

Step 3: Existence in the compact case. Let us assume that $\lim _{r \rightarrow+\infty} \alpha(r)=1$. There exists $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that for every $\varepsilon>0$ there exist $R>0$ with

$$
\begin{equation*}
\left.\left.\left|\int_{Q_{R}\left(x_{n}\right)} \frac{1}{k}\right| u_{n}\right|^{2} d x-1 \right\rvert\,<\varepsilon \tag{4.48}
\end{equation*}
$$

We may assume $x_{n}=0$. Up to a subsequence, thanks to (4.41) and to Theorem 3.6 (recall that $\frac{1}{k} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2} d x=1$ ) we have

$$
u_{n} \rightarrow u \quad \text { strongly in } L_{l o c}^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

for some $u \in L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)$. Since by (4.48) we get $\|u\|_{L^{2}}=1$, we deduce

$$
u_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{k}\right)
$$

We can now apply Lemma 4.5 and Theorem 4.6: we deduce that $u \in \mathcal{F}_{k}^{m}\left(\mathbb{R}^{N}\right)$ is a minimizer of problem (4.3) with bounded support. The proof is now concluded.

## 5. Further remarks and open questions

More regularity of optimal geometries. Obtaining more qualitative results on the optimal solution is a challenging problem. In particular, just to prove that the optimal solution corresponds to an open set, with a topological boundary of finite $\mathcal{H}^{N-1}$-measure, would be a very interesting result. Some techniques have already been developed in [9, 15] to handle energy type problems, as for instance corresponding to the first eigenvalue. A nontrivial such a problem is to replace the full space $\mathbb{R}^{N}$ (where the minimum for $\lambda_{1, \beta}$ is the ball) by a bounded, Lipschitz, open set $D$, i.e. to solve

$$
\min \left\{\lambda_{1, \beta}(\Omega): \Omega \subset D,|\Omega|=m\right\}
$$

If $D$ does not contain a ball of volume $m$, one could prove that an optimal set exists, it is open and has a topological boundary of finite $\mathcal{H}^{N-1}$-measure. Moreover, it is likely that the regularity techniques developed in [15] could be extended to this problem.

Nevertheless, in order to get qualitative information for higher order eigenvalues, the crucial difficulty comes from the fact that $\lambda_{k}$ is itself a critical point. In the case of Dirichlet boundary conditions, some properties of the corresponding optimal sets have been obtained in [10] using the tool of shape subsolutions. The key idea was to transform optimality of the critical point $\lambda_{k}$, in some suboptimality of the torsion energy. This was a consequence of the possibility to control the variation of the $k$-th eigenvalue by the variation of the torsion energy for inner perturbations of a domain. In the case of Robin boundary conditions, this strategy seems to fail. In fact, if such a control would be available, it would also give an ordering of the shape derivatives of the $k$-th eigenvalue, and the torsion energy, respectively. Looking to the both shape gradients, this seems to be false, as their expression contains both curvature terms multiplied by the state functions and tangential parts of their gradients. These terms are difficult, if not impossible, to compare.

About simplicity of eigenvalues at optimal sets. For Dirichlet boundary conditions, it is a longstanding conjecture to prove that the $k$-th eigenvalue on an optimal set is multiple, precisely equal to $\lambda_{k-1}$. For Robin boundary conditions, the same property is expected to occur. We can even justify it, at least for solutions $\Omega$ of (1.1) which are open sets. Assume for contradiction, that $\Omega$ is such a solution for (1.1), and that $\lambda_{k, \beta}(\Omega)>\lambda_{k-1, \beta}(\Omega)$. One can moreover assume that $\Omega$ is connected, otherwise we contradict the statement for some $1<k^{\prime}<k$. Necessarily, the $k$-th eigenfunction $u_{k}$ has a nontrivial nodal line $\mathcal{N}_{k}=\left\{u_{k}=0\right\} \cap \Omega$. There exists a point $x_{0} \in \mathcal{N}_{k}$ such that $\mathcal{N}_{k}$ is an analytic surface around $x_{0}$. We remove a set $S$ from this neigbourhood which is analytic surface of dimension $(N-1)$ and has a small capacity. The size in terms of capacity can be chosen such that the $(k-1)$ eigenvalue of the mixed problem with Robin boundary conditions
on $\partial \Omega$ and Dirichlet boundary conditions on $S$ is still lower than $\lambda_{k, \beta}(\Omega)$. For this mixed problem, we notice

$$
\lambda_{k-1}^{\text {mixed }}<\lambda_{k, \beta}(\Omega)=\lambda_{k}^{\text {mixed }}
$$

The last equality is true, since $u_{k}$ is already vanishing on $S$, hence is an eigenfunction of the mixed problem.

On the other hand, by monotonicity of spaces $\left\{u \in H^{1}(\Omega \backslash S): u=0\right.$ on $\left.S\right\} \subset H^{1}(\Omega \backslash S)$, one can order

$$
\lambda_{k, \beta}(\Omega \backslash S) \leq \lambda_{k}^{\text {mixed }}=\lambda_{k, \beta}(\Omega)
$$

Since the inequality above can not be strict, as $\Omega$ is an optimal set, we have to have equality, and in this case the eigenfunction $u_{k}$ of $\Omega$ is also an eigenfunction for $\lambda_{k, \beta}(\Omega \backslash S)$. From the Robin boundary condition on $S$, this means that $\nabla u_{k}$ has to vanish on $S$. This is in contradiction with the Hopf principle.
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