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Numerical methods for one-dimensional aggregation equations

Francois James* Nicolas Vauchelet?

October 29, 2014

Abstract

We focus in this work in the numerical discretization of the one dimensional aggregation
equation 0:p + 0;(vp) = 0, v = a(W’ x p), in the attractive case. Finite time blow up of
smooth initial data occurs for potential W having a Lipschitz singularity at the origin. A
numerical discretization is proposed for which the convergence towards duality solutions of
the aggregation equation is proved. It relies on a careful choice of the discretized macroscopic
velocity v in order to give a sense to the product vp. Moreover, using the same idea, we pro-
pose an asymptotic preserving scheme for a kinetic system in hyperbolic scaling converging
towards the aggregation equation in hydrodynamical limit. Finally numerical simulations
are provided to illustrate the results.

Keywords. aggregation equation, duality solutions, finite volume schemes, asymptotic pre-
serving schemes, weak measure solutions, hydrodynamical limit.
2010 AMS classifications. 35B40, 35D30, 35160, 35Q92, 65MO0S.

1 Introduction

This paper is devoted to the numerical approximation of the so-called aggregation equation
which writes in one space dimension

01p + Oz (a(W' x p)p) =0, (1.1)

complemented with some initial data p(0, ) = p™(x). This nonlocal and nonlinear conservation
equation is involved in many applications in physics and biology, where it describes the behaviour
of a population of particles (in physical applications) or cells (in biological applications) inter-
acting under a continuous interaction potential W. The quantity p denotes the density of these
particles or cells. The function a is often linear (a(u) = +u), see e.g. [3], 11, 34} B35, 37, B3], but
in several applications, such as pedestrian motion [I4], [I5] or chemotaxis (see [24] and Section
below) a specific nonlinearity has to be considered. Depending on the choice of the potential
W and the function a, one can be in the repulsive or in the attractive case, the latter leading to
aggregation phenomena.

In this work we focus on the case involving attractive forces. Individuals attract one another
under the action of the potential W, assumed to be smooth away from 0 and bounded from
below. More precisely, W satisfies the following properties:
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Assumption 1.1 We assume that W € CY(R\ {0}) is a pointy attractive potential, i.e.
W"=—-6o+w, weCyR), with |w|(r) =wo < oo, (1.2)

in the distributional sense, where &g is the Dirac measure at 0.

Under Assumption [LLT], attractivity in the nonlinear case is ensured provided the function a
satisfies
a € CY(R), 0<d(z)<a, VzeR. (1.3)

This case has been extensively studied in the linear case a = id [, [5, [6] and it is known that if
the potential W has a Lipschitz singularity then weak solutions blow up in finite time (see e.g.
[4, 24]), so that measure valued solutions arise. At the theoretical level, global in time existence
has been obtained in the linear case a = id and in any space dimension by Carrillo et al. [13], in
the space Ps of probability measures with finite second moment, using the geometrical approach
of gradient flows. In the nonlinear case, but in one space dimension, global existence of measure
solutions has been obtained by completely different means in [27], namely thanks to the notion
of duality solutions. It has also been proved in [27] that in the linear case a = id, both notions
coincide. In the same respect, we refer to [7], where gradient flow solutions are proved to be
equivalent to entropy solutions of the Burgers equation, with a particular focus on the repulsive
case. The key point leading to both uniqueness of solutions and equivalence between the two
notions is the definition of the macroscopic velocity. In the framework of gradient flows, it
is defined as the unique element with minimal norm in the subdifferential of the interaction
energy associated to W, where Pj is endowed with the Wasserstein distance (see [2, [I3] for more
details). In [27], the macroscopic velocity is defined using the chain rule for BV functions, and
this is the viewpoint adopted for numerical analysis.

In some applications, the aggregation equation can be obtained as the hydrodynamic limit
of some kinetic system. For instance, we consider here the following two velocities kinetic model
in hyperbolic scaling which is used to model the so-called run-and-tumble process in bacterial
chemotaxis (see [16] [I7, 24]). The dynamics of the distribution function of cells f= at time ¢,
position x and with velocity 41 is governed by

O 0ufE = £ (6 W' % p2) [ — O(W % p2) ). (14)

The left hand side corresponds to the free transport (run phase) whereas the right hand side
models the velocity reorientation, called tumble process. The function ¢ is given by ¢(z) =
$(1 — a(z)) where the function a is assumed to be odd, in addition to (L3). Existence of global
in time L weak solutions for such a kinetic equation with fixed £ > 0 is well-known (see e.g.
[10, B38]). However the bound is not uniform in ¢ and it actually turns out that limit when e
goes to zero of the total density p = lim._,o(f-" + f) solves the aggregation equation (LI, see
Section [3 below for details.

Therefore an interesting issue consists in providing a numerical scheme for the kinetic system
(L)) which allows to recover the asymptotic limit when € — 0. Such schemes are usually called
asymptotic preserving (AP) [29]. They are of great interest for kinetic equations since letting
€ — 0 with the mesh size and time step fixed, the scheme becomes a scheme for the macroscopic
limit (see e.g. [I8] [30] 32]). In other words, AP schemes allow a numerical discretization whose
time step is not constrained by some constant depending on €. We refer to [28] for a review on
AP schemes.



The aim of this work is precisely to design numerical methods for (L) and (I4]) that are
able to capture the measure solutions after blow-up. The main difficulty is that after blow up
the velocity a(W’xp) is discontinuous, so that the definition of the flux has to be considered with
great care. Following the principle that holds at the continuous level, the numerical velocity is
obtained thanks a careful discretization of the Vol'pert calculus for BV functions. We emphasize
that the numerical solution may depend upon the way of discretizing the velocity. For equation
(L) we work directly on the definition of a(W' x p), for the kinetic model, the discretization is
defined through the right-hand side of equation (I4]). The final scheme is obtained by a splitting
technique, as in for instance [30, B1], which is in this particular case very easy to implement.
As we shall see, this is not completely satisfactory in the sense that the fluxes at equilibrium
are not correctly computed. A more sophisticated technique consists in using well-balanced
schemes [23 21] as it has been successfully used for chemotaxis models in [22] 19} 20] for smooth
solutions. However, it is not clear that such schemes allow to recover the solutions after blow
up.

The outline of the paper is as follows. Section [ is devoted to the aggregation equation
([LI). After recalling existence and uniqueness result for this system, we provide a numerical
scheme and prove its convergence. In Section 3] we consider the kinetic equation (L4]). We first
establish the rigorous derivation of the aggregation equation thanks to a hyperbolic limit ¢ — 0.
Then we propose an asymptotic preserving scheme and prove its convergence. Finally, Section
M is devoted to some numerical simulations.

Part of these results were announced in [26].

2 Aggregation equation

2.1 Existence of duality solutions

For Y and Z two metric spaces we denote C(Y,Z) the set of continuous functions from Y to
Z. We denote Cp(R) the set of continuous functions that vanish at infinity and C.(R) the
set of those with compact support. Let My(R) be the set of bounded Radon measures and
by P1(R) the set of positive measure in M;(R) such that [, |z[du(z) < oo. From now on,
the space M (RY) is always endowed with the weak topology (M, Cy). We denote Sy :=
C([0,T); Mp(RY) = o(My, Co)).

Duality solutions have been introduced in [§] to solve scalar conservation laws with discon-
tinuous coefficients. More precisely, it gives sense to measure valued solutions of the scalar
conservation law

Orp(t, ) + 0 (b(t, x)p(t, x)) = 0,
where b € L>°((0,T") x R) satisfies the so-called one-sided Lipschitz condition

0.b(t,.) < B(t) for B € L'(0,T), in the distributional sense. (2.1)

This key point suggests that the velocity field should be compressive. We refer to [§] for the
precise definition and general properties of these solutions.
Let us first define a notion of duality solution for the aggreagation equation (L)) in the spirit

of [91 25]:

Definition 2.1 We say that p € C([0,T]; Mp(R)) is a duality solution to (L)) if there exists
a, € L=((0,T) x R) and a € L}, .(0,T) satisfying 0,0, < a in D'((0,T) x R), such that for all

loc



0<t1 <ty < T,
Orp + 0z (app) =0 in the sense of duality on (t1,t2),
and @, = a(W'* p) a.e.

From now on, we denote by A the antiderivative of a such that A(0) = 0. Using the chain
rule, a natural definition of the flux is

J = =0, AW’ x p) + a(W' x p)(w * p). (2.2)
In fact, a formal computation shows that
— 0z AW % p) = —a(W' * p)(W" % p) = a(W' * p)(p — w * p),

where we use ([L2)) for the last identity.
Then we are in position to state the existence and uniqueness result of [27].

Theorem 2.2 ([27], Theorem 3.9) Let us assume that p'™ is given in Py(R). Under As-
sumption [L1 on the potential W and (I.3) for the nonlinear function a, for all T > O there
exists a unique duality solution p of {I1l) in the sense of Definition [Z1l with p > 0, p(t) € P1(R)
fort € (0,T) and which satisfies in the distributional sense:

Orp + 0y d =0, (2.3)

where J is defined in (22). Moreover, there exists a, called universal representative, such that
G =a(W'xp) a.e. Then p= Xy p™, where X is the Filippov flow associated to the velocity a.

2.2 Numerical discretization

Let us consider a uniform space discretization with step dx and denote by dt the time step; then
t, = ndt and x; = xg + idx, 1 € Z. We assume that the initial datum ,omi is given in Py (R).

For n € N, we assume to have computed an approximation (p})icz of (p(tn,x;))icz, we
denote by (SI")icz an approximation of (W * p(t,,x;))icz and by (v]");cz an approximation of
(w * p(tn, 7;))icz. Let us denote A = §t/dz and M the total mass of the system, M = [p™|(R).
We obtain an approximation of p(t,1,z;) denoted p?“ by using the following Lax-Friedrichs
discretization of equation (23)—(2.2]):

T n n n >\ n ‘0 n
Pt =pf - A S1e = Jilape) + §C(Pz‘+1 =207 + pi-1) (24)
n A(aﬂﬂsf 1) _A(8$S?) n Viein Tty
i+1/2 = 7 - 5z ai+1/27+ 5 ) (2.5)

where we have defined
c:= max la(x)]. (2.6)
z€[—M (14wo),M (1+wo)]

In this scheme, we use the discretization

n n
n SZ'+2_S‘

AP A B 2.



and the approximation

ali 1, =1 A(0,57 ) — A0, S" 28
+1/2 ( 8$§;+13 — Bx(Sf ) otherwise. 2

We need now a scheme for S}'. From Assumption [[LT] we deduce by taking the convolution of
([C2) with p that —W" % p+ w % p = p. This equation is discretized by using a standard finite

difference scheme: . 957 4+ gn
i+1 29 i—1
R T (2.9)
For the computation of (v]');, there are multiple ways; here we propose to use a piecewise

constant approximation for p on each interval [x;, z;+1), so that

Tr41
=3 [ ute -,
kez Tk
which can be rewritten
Ti—Tp (i—k)dx
e szwki’ Wi = / w(z)dz = /( w(z)dz. (2.10)
X

keZ i Lh4+1 Z*l*k)(;:l?

We turn back now to the discrete macroscopic flux (23], and notice that using ([2.8]) we have

0p ST 1 — 057 v+
Jﬁ#l/zza?—i-l/Q(_ : 5z -4 5 Z)-

Using then (27) and (29) we obtain the following result.

Lemma 2.3 With the choice (Z8) for the discretization of the macroscopic velocity a;‘+1/2, the
macroscopic flux (Z3) rewrites
Piv1 T P
Jiv1ye = a?+1/2%- (2.11)

This lemma is actually the discretization of the universal representative @ of Theorem It
emphasizes the importance of the choice of the discretization of the macroscopic velocity a?H /2
in (Z8). Numerical examples showing wrong dynamics with a different discretization choice will
be provided in Section

Finally, injecting the expression (ZI1]) of the flux into (Z4]), we obtain

n+l _ n 1—\ A n n A a?_l/2 n A a?‘i‘l/Q n 2192
pi = (1 C"‘Z(aiq/z_aiﬂ/z))"‘g ct— Pt 5 | Pirr (2.12)

Remark 2.4 The choice of the discretization (2Z.8) for the macroscopic velocity can be seen as
a consequence of the chain rule (or Vol’pert calculus) for BV functions [39] (see also remark
3.98 of [1]): for a BV function u, the fonction ay defining the chain rule 0, A(u) = ayOyu is
constructed by

1
v (2) = /O a(tur(x) + (1 — tua(x)) dt,



where

(u,u) if t € R\ Sy,
(ul’u2) = (u+au7) /l’fx € Ju,
arbitrary elsewhere.

We have denoted by S, the set of x € R where u does not admit an approximate limit and by
Ju C Sy the set of jump points. Applying that to u = 9,5, we obtain,

a(0;8(x)) if x € R\ Sy,
co(e) = A0:S@T)) — A(G:S(7)) .
S R R R e I AR
arbitrary elsewhere.

2.3 Numerical analysis

In this subsection, we prove the convergence of the numerical scheme defined in (24])—(2.8)
towards the unique duality solution of Theorem We first state a Lemma which proves a
CFL-like condition for the scheme:

Lemma 2.5 Let us assume that [(1.3) holds and that the condition

ot 1
o1 2.13
or — 2¢’ (2.13)
is satisfied with c defined in (Z4). Let us assume that p'™ € Py(R) is given, compactly supported
and nonnegative, and we define p) = & ;;_”1 P (dx) > 0.
Then for alli and n € N, the sequences computed thanks to the scheme defined in (2.7)-(239)
satisfy

p? >0, ‘a?+1/2’ sc

Proof.
e Preliminaries. Let us define M]* = dx ., p}. Since the scheme (Z4)) is conservative, the

total mass of the system is conserved, then MZ = M) = M. Clearly, pI' = (M — M ,)/x
and from (Z.II)) we have Sy = a;‘H/Q(MZ}H — M ,)/(20zx). Then we deduce from (2.4)) that

A A
MM = (1= Ae)M! + 3 <c - a?+1/2> My +5 (C + a?+1/2> M4y (2.14)

Thus M i"H can be written as a convex combination of M]* , M and M/, ; provided the CFL
condition is satisfied and |a}', | /2] < ¢, which we prove below by induction.
We first establish some estimates. By definition of v* in (ZI0)), we deduce from (L2]) that
for all ¢ € Z,
5w2|uﬂ SéprZwo = Muwy. (2.15)
J<i keZ

Moreover, from the definition of 9,57 in (Z7) and using equation ([29), we deduce

Sty — 0uS) Vi + VP il + o7
ox 2 2




Summing this latter equation over i, we obtain
9,80 = (M+1 + M =0 (2) v v — ). (2.16)
J<i

e Induction on n. We are now in position to prove the lemma by an induction on n. For
n = 0, by construction of the initial data, we have ,0? > 0. Then for all i € Z, we have
0 < M? < M and with 2I6) and ZI5]) we deduce that

10:5211] < M(1+wp), forallic Z.

Futhermore, since we have

A(0:521) — A(0:57)
a Sz-‘rl amszo

= a(69), € (0:57, 0250 1) € (—M (1 +wo), M(1 + wy)),

we deduce with (Z8) that |a0+1/2| < ¢, which proves the result for n = 0.
+1/2| < ¢, for some n € N. From condition (2ZI3]) and
the induction assumption |a}' /2\ < ¢, we deduce that in the scheme (212, all the coefficients

Let us assume that p' > 0 and |a]

in front of pi' |, pi' and p},; are nonnegative. Thus p"le > 0 for all i. Moreover, we have
clearly by definition that 0 < M* < M. Then, from the condition (213 and induction assump-
tion |a;‘+1/2| < ¢, we deduce with (ZI4) that M is a convex combination of M, M and

M. Then 0 < M < M. Thus, as above, using ZI8) with n + 1 instead of n, we have

02574 < M(1+wp), which implies |af' o] < c. )

For any given sequence (u}');, we define the corresponding piecewise constant reconstruction

us(t, @) = > > Ul L st (nr1)60) [wrswien) (4 T). (2.17)

neN i€z

Then we have the following convergence result:

Theorem 2. 6 Let us assume that p™ € P1(R) is given, compactly supported and nonnegative
and define p) = 5= [T pini(dz) > 0. Under assumption (L3), if (ZI13) is satisfied, then the
discretization ps converges in Syq towards the unique duality solution p of Theorem [2.2 as 0t

and dx go to 0.

Proof. The proof is divided into several steps.

(i) Estimates. Recall that from the proof of Lemma 25, we have 0 < M]* < M. Therefore,
since 0 < p' = (M]* — M ;)/dx, equation (ZI2]) implies a BV (R) estimate on (M]");, provided
([213)) is satisfied. More precisely the scheme is TVD for the sequence (M]");.

(i) Convergence. Standard techniques imply a LN BV ((0,7) x R) estimate on the function
M; defined from (M]") by (2ZI7). It implies the convergence, up to a subsequence, of M;s in
L} (RT x R) towards a function M e L>®n BV ((0,T) x R) when 6t and dx go to 0 and satisfy
&.13). N

Let us define p = 0, M € L*°((0,T); Mp(R)). Obviously, noting that p = (M]* — M* ) /dz,
we deduce that p is the limit in Sy of ps. By definition ([ZI0), we have that vs = w * ps.
Therefore, the sequence (vs)s converges, up to a subsequence, towards v := w * p for a.e. t >0
and x € R.



From (2I6), we deduce that we have the same bound on the sequence (9;5}");, as on
(M])in. We conclude that the sequence (9,5"); is bounded in L> N BV ((0,T) x R). As
above, we get the convergence, up to a subsequence, in Lllo J(RT xR) of 8,55 towards a function
0,5 belonging to L> N BV ((0,T) x R) as §t and 0z go to 0 and satisfy (ZI3]). By definition of
9,Ss, we have the strong convergence up to a subsequence in L} (R, VVZIO’C1 (R)) of Ss towards
S.

(iii) Passing to the limit. Passing to the limit in the equation (29]) we deduce that S and w
satisfy in the weak sense the equation

—02S + w = p.

Moreover, from Lemma[2.5] we deduce that the sequence (as)s is bounded in L, thus we can ex-
tract a subsequence converging in L> —weak™ towards a. From the L}Oc convergence of (9;S5)s,
we deduce that @ = a(0,S5) a.e. Then, from (Z.5]), we have the convergence in the sense of distri-
bution of Js towards J = —39,(A(9,S5)) + aw a.e. Finally, taking the limit in the distributional
sense of equation (24 we deduce that p is a solution in the sense of distribution of ([Z.3)—(22]).
By uniqueness of this solution, we deduce that p is the unique duality solution of Theorem 2.2

Finally, we notice that, as in the continuous case (see [25]), the nonnegativity of the density
p allows to ensure an one-sided Lipschitz condition on the discretized macroscopic velocity.

Proposition 2.7 With the notations and assumptions of Theorem/[2.8, the discrete macroscopic
velocity in (2.8) satisfies the discrete one-sided Lipschitz condition:

1
@(aﬁq/z —aj ) < 2Malwle,

where M s the total mass of the system and « is defined in (I1.3).

Proof. From definition (Z.8]) we have, applying the mean value Theorem:

1 n 1 n n al(’yzn)( n n )

%(aﬁlﬂ - a¢71/2) = a(a(eulp) —af i71/2)) = T Vitl2 T Yic12)

where 07, € (025", 0,57 1) and 7" € ( f71/2,9f+1/2) (where the notation (u,v) stands for the
interval (v, u) when v < p). Then, using assumption (L3)),

1 n n a’ Vi n n n n
g(ai+1/2 - ai71/2) < gx ) maX{O 8 Z+1 axSZ 7({91;5 8 S 1,8 Z+1 8 S 1}

From the definition ([2.7) and with (29]), we have
Sty — 0S¢ VotV pila o} - Vit + 1"

ox 2 2 - 2 ’

and
0:50' 1 — 0.5y Vo + 20+ Pl 207 0 - Vito + 21" + 114

ox 2 2 - 2 ’
where we use the nonnegativity on the sequence (p');,. By definition (IZ:GI), the sequence
(v ),n is uniformly bounded in L* by |w|ocM. We deduce that (9,57, — 0,5;")/0x and

(02871 — 0:S{ 1)/éx are uniformly bounded from above by ||w||oo M. Using moreover assump-
tion (L3) allows to conclude the proof. 0




Remark 2.8 In some applications, we have w = W. In this case, we prefer to set v]' =
SI instead of (ZI0). The sequence (SI');n is then entirely determined by solving (Z43). The
convergence result in Theorem[2.0 still holds true, with a straightforward adaptation of the proof.

3 Asymptotic preserving scheme

In this section, we consider an asymptotic preserving scheme allowing to recover the numerical
discretization (24])-(Z3]) from a kinetic model (L4]).

Asymptotic preserving (AP) schemes have been widely developed since the 90s for a wide
range of time-dependent kinetic and hyperbolic equations. The basic idea is to develop a numer-
ical discretization that preserves the asymptotic limits from the microscopic to the macroscopic
models [28]. Moreover, in the definition of [29], an AP scheme should be implemented explicitely
(or at least more efficiently than using a Newton type solvers for nonlinear algebraic systems).

3.1 Hydrodynamic limit

As already mentioned, aggregation equation (ILI]) can be derived as the hydrodynamic limit of
the kinetic system (). We recall that the function ¢ satisfies

1
o(x) = 5(1 —a(z)) with a an odd function satisfying (L3]) and ||a|/~ < 1. (3.1)
We introduce the potential S = W x p., which, due to (2] is a weak solution to

— OpzSe +w * Pe = Pe- (3-2)

Using the fact that ¢(x) + ¢(—x) = 1, we can rewrite these equations as

O + 0,1 = L (6(F0,50)p- — 12), (3.3)

€

Remark 3.1 For the sake of clarity, and since our examples are limited to this case, we consider
only the two-velocities model (33). However the results can be adapted to more general models
with continuous and bounded wvelocities.

As above, we denote by A an antiderivative of a and by ® an antiderivative of ¢, so that,

from (3.2)),
IF = ¢(£0:5:)pe = FOu (P(£0,:S:)) + (w * pe)d(£0:Se). (3.4)

Now we recall briefly the derivation of the aggregation equation (II]) from the two velocities
kinetic system (3.3). We first notice that the momentum equations obtained by adding and
substracting the two equations in (B3] are given by

Bupe + Dy = 0, (3.5)
Lio— o+
Oy e + Dupe = = (Ha I - JE), (3.6)
€
where p. = fI + fZ and J. = f — f. From (1) and (3.4)), we deduce

- — I = a(0,5:)pe = —0,A(0:5:) + (w * pe)a(dySe). (3.7)



Letting formally ¢ — 0 in (3.0]), we get
Jo — Jo =y =TI = =0, A(0:50) + (w * po)a(d:So).
Inserting in ([B.1]), we recover the aggregation equation
Opo + 0 Jy = 0, Jo = —0,A(0,50) + (w * po)a(9zSo), (3.8)

where Sy = W * pg.
The preceding formal computations can be made rigorous. Following the lines of proof of
Theorem 3.10 of [25], we can indeed state the following theorem.

Theorem 3.2 Assume ¢ is given by (31) and W as in (I2). Let ™ >0 be given such that
ini — finit 4 fini= pelongs to P1(R). Let f£ be solutions to (33)-(32). Then, ase — 0, fF

converge in the following sense:
pe = [+ fo —=p in Spm = C([0,T]; My(R) — a(My, Co)),

where p is the unique duality solution of Theorem [2.2

3.2 An AP numerical scheme

As above, we consider a time discretization of step 6t and a uniform space discretization of
step dx. We denote f;z ’Ei an approximation of fEjE at time t,, = ndt, for n € N. Before giving
the numerical scheme, we explain formally the main idea which is based on the following time
splitting argument:

e Assuming that approximations f"’jE and Sy of fF and S. are known at time t,, we set

Phe= ,?’;_ + f; . We have now everything at hand to compute H * from B4):
M = F0,®(£0,55.) + (w * pf. ) $(£0,ST..). (3.9)

We solve in this first step, during a time step dt, the relaxation equation

1
Ocfi. = S~ Fio)s (3.10)

ntl/2,+ . Summing the equations for f,j and fh_8 in (310, we deduce

n+1/2 _ S}?
76‘

which allows to compute f,

that dpp . = 0. Then pn+1/2 = pj - and since (.2) depends only on py, ., we have S,

n+1/2:i: Hn:l:

Therefore Hh is constant during this time step: II; so that we can solve exactly

equation (B10) by
n+1/2:l: 7515/5 n,+ n,F n,F
i (frd - 1) 4 pF (3.11)

e In a second step, we discretlze during a time step 0t the free transport equation:
Denoting by D, some discrete derivative with respect to x, we obtain

10



+1 _ n+1 + n+1,— : +1
Then we compute pj, . + fr. and solve ([B.2)) to obtain S 7" We can start then a
new iteration.
The main advantage of this method is that the small parameter ¢ is taken into account only
in the first step. Letting & — 0, we deduce easily from (BIT]) that at the limit &€ — 0, we have

fn+1/2:|: n+1/2,+ Hn+1/2:|: et
= 0,

= fro
since as explained above pn+1/ 2 = pj . and S}?ng/ 2= Sy _. Moreover, with ([3.9) we obtain
x
HZ,O = =0, ®(£0:S) o) + (w * py o) (£S5 o)

Then by applying the first step ([B.12]), we have

+1E et/ n+1/2,+
f" 1T, o F 0tD,II, )

Summing, we deduce, using the notations pp, g = f,jo + fro and Jpo = f,jo — fno that

p;lHo_l _ pZng/2 o 57fD Jn+1/2‘

n+1/2

Moreover, we have p, = pg and Jn+1/ 2 = Jgy. Then,

p%l = Pﬁo - 5thJﬁO,

which is an explicit in time discretization of the conservation equation (B.8]).

Numerical discretization. We recall the time and space discretization ¢, = ndt, n € N and
x; =10z, © € Z. As above, (p')in, (S")in and (V") ,, are approximations of resp. (p(tn,Z;))in,
(S(tn,zi))in and (W x p(tn,xi))i,n. Moreover, we denote by (fin’i)l-m an approximation of
(fF(tn,7i))ijn and by (Hn )i an approximation of (IIZ (¢, x;));n defined in ([B3.4).

Assuming (f;"); , are known for some n € N, we compute the approximated density

=T =T

Then we compute (v'); as in previous Section thanks to (ZI0) and the macroscopic potential

1
(S7)i by solving
m,—28"4+ 8"
+1 -1
- 5;2 = Ut =l (3.13)
We have seen in the previous Section that the flux and therefore the corresponding macro-
scopic velocity should be defined with care. Then we use the following discretization of the

macroscopic velocity

0, if 0, Sz+1/2 = amszn—l/Z’

al = A(0y Sz+1/2) A0S 1/2) ) (3.14)
, otherwise.
0 Sz+1/2 9 Sz 1/2

In this expressmn we use the notation 0,5 /2 = = (S — S;')/6x. We define then the approxi-
mations ¢, £ of ¢(£0,5:(tn, x;)) by

(1+af). (3.15)



Then the quantity IT defined in ([B.4)) is approximated by
I = ¢ pl. (3.16)

Using (3.14) and (3.I3), we also have

1 1 A(BxS’fH/z) — A(GJCS."_UQ)
i =5l £l F g 5 (3.17)
Then we compute
fin+1/27i _ e—(st/{;‘find: + (1 o e—(St/&)H?,ﬂ:. (318)

Summing the two equations in (8I8]), we deduce using the definition ([BI5])-(B.I6]) that p?H/ -
pir. In fact, from (B.I5]) we have clearly that ¢?’+ + ¢~ = 1. Then, we obtain (f;;“)m by, for
instance, applying an upwind discretization for the step 2:

fn+1,+ _ fn+1/2,+ . )\(fn+1/2,+ . fn+1/2,+)

i 7 i i—1

(3.19)

finJrl,f _ fin+1/2,f + )\(fzr_z:rll/zf o fin+1/2,7),

where we recall that A = 6t/dz.

The following theorem states the AP property of the scheme defined above.

Theorem 3.3 Let us assume that the initial distributions f™% are nonnegative and such that
Pt = fimit o finh= pelongs to P1(R). Let us assume that ¢ satisfies (31]). Let us consider
the sequence (fin’i)@n computed thanks to (313)-(319). Then, under the CFL condition,

ot
=—<1 2
A 5z ) (3:20)

as € — 0, the sequence (p');n = (f;“L + "7 )i converges weakly, up to a subsequence, towards
the sequence (p}')in, computed by a Laz-Friedrichs discretization as in (2.4)-(2.3) of the equation

Op+0,J =0,  J=—0,A8,5) + a(0,5)S.

Proof. The proof is divided into several steps.
(i) Nonnegativity. Assume f?’i > 0 for all i € Z. By the assumption ||al/~ < 1, we have that

the function ¢ is nonnegative and therefore (ﬁ?’i defined in ([B.I5]) is nonnegative. With (B.10)),
we deduce H?j’i > 0. Then, from (BI8]), we conclude that fZJrl/ % is nonnegative. Next, from
(319) and provided the CFL condition ([3.20) is satisfied, we deduce that f;" 1% g a convex

o 1/2 1/2 1/2
combination of fl-nJr / ’i, fnfl 2% and onJrl /2% Then fi"H’i > 0.

1 +
1) Mass conservation. We recall that we have from that ntl/2 _ . Summin
Pi Pi g

BI9) over i € Z, we deduce that
ox Z Pt = 6z Z p?—H/Q.
1€Z 1€EZ

Then the scheme is conservative:

5w2p§‘+1 :5362;)? = M.

1€Z 1€Z

12



n+1/2 n+1/2 _ Sn and Vn—l— /2 _

(1i1) Estimates. Since p; = pi', we have S;
conservation, we still have the bound in ([2.13]), i.e. for all 7 and n,

vi'. Due to the mass

x| < Muy. (3.21)
J<i

Adding the equations ([3.19]), we deduce,

ntbl _ ntl1/2 ﬁ( n+1/2 2pn+1/2

= +7 L2y _ )\(Jn+1/2 B Jn+1/2)’ (3.22)

Pix1  —2p; + Pt 5 Wit

where Jn+1/2 = fn+1/2 a f:H/?’*. We introduce the quantity
+1/2 +1/2
J;:—l/ +Jn / if n+1/2 n+1/2 0
n+1/2 _ n+1/2 nriz Pl TP 7
Tiv1/2 =\ Pir1 t P
0 otherwise

n+1/2

iy | < 1. Then, equation ([B.22) rewrites

We clearly have that |y,

b\ A +1/2 +1/2
pitt = plt 4 (P =208 + i) — 5 (0 zn-i-l//Q (Pfer+07) =7 1//2 (b +pi0). (3:23)

As in the proof of Theorem [2.6] we introduce the quantity M = 0z Zkﬁ pr. By definition of
M}, we have dx(pj, | + p}) = M| — M’ ;. Therefore, summing ([3.23)), we deduce

1

A 1172, A +1/2
MPF = ML= )+ SME (L= 0+ S ME (L), (3.24)
Thus Mi"+1 is a convex combination of M ;, M* and M, provided the CFL condition (3.20))
is satisfied. It is then obvious by an induction on n to deduce that for all 7z and n, 0 < M* < M

and that we have a BV-estimate on the sequence (M").
Using (ZI0), we deduce, by using p}} = (M} — M;!_)/0x, that

(i—k)ox _
o = ZMI?/ w(z + 0x) — w(z) &,

= (i—1—k)da oz

Since the function w is bounded, we deduce that the integral in the right hand side is bounded.
Therefore, from the bound on (M"); ,,, we deduce a BV-bound on the sequence (v}"); .
From BI3)), we have

8 ST 0 ST
z+1/25x i—1/2 U=, (3.25)
Summing this latter equation on ¢, we deduce,
0pS}'y g = Y Swvjt — MY". (3.26)

k<i
Using moreover ([B.2]]), we have the bound for all i, n

102710l < M(1+w).

13



(iv) Passing to the limit ¢ — 0. We will denote with a tilde ~ all the limits of considered
quantities when they exist.
From the L*° N BV bound independant of € on the sequences (M"); , and (v]"); , we deduce

7
that we can extract a subsequence that converges strongly in Llloc as ¢ = 0 to (M");, and

(U1)in respectively. We deduce using moreover ([3.26) that, up to a subsequence, (0,5, /2),~7n

K3
. . /2y . .
converges strongly in L} . as € — 0. Moreover, since the sequence (’yzrfl /2 )in is bounded in

L™ independantly of €, we can extract a subsequence converging in L>* — weak* as € — 0 to
~n+1/2
(Vi1 /2 Jin

Taking the limit ¢ — 0 in ([B.24]), we deduce that the limit sequences (]\Z")m and (7?:11/22)17n

satisfy the same relation ([3.:24]). Defining p' = (Z\Z” - Z\z?ll) /dz, this sequence satisfies equation
B23). Moreover, we have the weak convergence in Spq of (pI!); n, towards (pi') as € — 0. Letting
e — 0 the relation ([3.20) is still available for the limit quantities.

From the strong convergence, we can pass to the limit in (8I4]) to deduce the L™ — weaksx
convergence of (al'); . Passing to the limit in ([BI7)), we deduce that the sequence (H?’i)im
converges to a limit still satisfying (B.I7) with a tilde on all quantities. This equation can also
be rewritten

3 (2

- ~ 1
,E £ ~
M= = ¢ pht = 5(1 +a;')py.
Finally, from (3I8]), we have
TPV = 70t g (1 — eyt 1),

Since |J"| < M, we can take the weak limit as ¢ — 0 and deduce that

JPTE ST T = Ay
We conclude the proof by passing to the limit ¢ — 0 in (3.22]). 0

4 Numerical simulations

We present in this Section some numerical examples to illustrate our results. In particular, we
present two examples with applications in biology or plasma physics, where w =0 or w = W.

The analytical results presented above are setted on the whole real line R. For the numerical
simulations, we have to restrict our domain of computation to a finite domain of R. Then
boundary conditions should be fixed. This point is really challenging due to the convolution
products which requires to know the solution on the whole real line. Since we are focusing on
aggregation equation, it is known (see e.g. [25] [I3]) that initial data with compact support are
compactly supported and collapse in finite time into a single Dirac delta. Therefore analytical
solutions never reach the boundaries. Then, since we expect the density to be 0 outside of
the domain, we impose homogeneous Dirichlet boundary conditions on the density (and on the
distribution function for the kinetic equation) and homogeneous Neumann boundary conditions
for the potential S.

4.1 Simulation of an aggregation equation

In this subsection we consider the case W = —%|x| and a = id. Then the equation writes

Orp + 0 (W' % p)p) = 0.

14



This equation appears in several applications in biology or physics, see for instance [36] where this
system is the high field limit of a Vlasov-Poisson-Fokker-Planck system, the quantity S = W xp
being the solution of the Poisson equation. In biology, it can be seen as a Patlack-Keller-Segel
model without diffusion, the quantity .S being the chemoattractant concentration.

Numerical scheme (24)-(25) is implemented. We notice that in the case a(z) = =z, ([2.8)
rewrites a;', | 2 = %(BxSﬁH + BxS{L). Numerical results are display in Figure [ for two different

initial data. In Figure D left, we take p™(z) = e~ 107" We observe that the initial bump stiffens
and the solutions blows up in finite time to form one stationary single Dirac. In Figure [I] right
we take pi"(z) = e~ 10(@=125)* 4 () ge=202" 4 o~10(z+1)*  Ag for the previous initial data, the
initial bumps blow up and collapse in one single Dirac mass in finite time.

density (p)
density (p)

o Rk N W A O OB N

l l\

position (x) position (x)

Figure 1: Dynamics of the density p with two different intial data in the case W = —%|x|

In this case W” = —dy. Then, setting S = W x p, we have that —9,,5 = p and —9,.S is an
antiderivative of p. Then, integrating the aggregation equation, we can rewrite it as

1
01005 + 50:(0:5)" = 0.

We recognize the Burgers equation for d,.S. Moreover, in this particular case where ' = 0, we

can deduce from (Z4)-(29) a scheme on (0;S5"); . First, (23] rewrites

)

n 1 n n
J¢+1/2 = _g(A( 2 Sit1) — A0z ))

Moreover, denoting p’, ; 5 = $(p + p? 1), we deduce from (ZJ) and (Z7)

n 1 n n
Pit1/2 = _a( St — 025
We deduce

1
Y Pl = ~5, 0050
k<i

Equation (2.4]) implies straightforwardly

pi_:—ll/Q = Pi+1/2(1 — Ac) + §C(Pi71/2 + Pz‘+3/2) + 5(!]2‘71/2 - i+3/2)'
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Summing this latter equation, we deduce
8152?”1 = 0,57 (1 = Xe) + %c(&,ﬁ?,l +0:57 1) — g(A( 2 Si1) — A(@mS{Ll)).

In the case at hand where a = id, we have A(x) = 22/2, we recognize the well-known Lax-
Friedrichs discretization for the Burgers equation. Here we have ¢ = M where M is the total
mass of the system. Then the numerical results of Figure [l were expected; we recover the
convergence in finite time in a single Dirac mass as established for instance in [I3] Section 4].

4.2 A kinetic model for chemotaxis

Let us consider the so-called Othmer-Dunbar-Alt model, describing the motion of cells by chemo-
taxis, in one dimension. This model has been used since the 80’s when it has been observed
that the motion of bacteria is due to the alternance of straigth swim in a given direction, called
run phase, with cells reorientation to choose a new direction, called tumble phase. This system
governs the dynamics of the distribution function f.. In the hyperbolic scaling, it reads:

Btfg + Uaxfg = é K/ (T[’U/ — ’U]fe(q),) _ T[’U — f()/]fe(’(})) dq)’.

In this equation T'[v" — v] is the turning rate, corresponding to the probability of cells to change
their velocities from v’ to v during a tumble phase. In [I6] the following expression has been
taken for the turning rate

T — v] = ¢(v'8,8:).

In this equation, the quantity S. corresponds to the chemoattractant concentration which solves
the elliptic equation
— OpzSe + 8 = Pes (4'1)

where p. = fV fe(v) dv is the density of cells. This latter equation can be rewritten S. = W x p.
for W = %e*m; therefore we have W = w in (L.2)).

The velocity v is assumed to have a constant modulus which is fixed to 1 by normalization.
Then, in one dimension, the kinetic equation reduces to:
1
e

O fE + 0, fE = Z(P(F0uS:) fE — ¢(£8,5.) f). (4.2)

The density of cells is defined by p. := fI + f-. We assume that the turning rate satisfies (3.1]).
Then, we can rewrite ([L2]) as (33). Applying Theorem B2 the limiting model when ¢ — 0 is
given by

Op + 0 J =0, J = =0, A(0:8) + a(0,.5)S. (4.3)

This equation has been studied in [25].

Remark 4.1 As in the first example of this Section, we can recover an equation for the potential
S = W % p, which turns out here to be nonlocal. Indeed, taking the convolution with W = %e*m

of (£.3), we obtain
0S4+ A(0;5) — W s A(0;S) + 0, W * (a(0,5)S) = 0.
Then by recombining (4-1]) and (4-3), this latter equation can rewrite

1S — OrzaS + O | — 0o A(0,5) + a(9,5)S] = 0.
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It bears some resemblance with the well-known Camassa-Holm equation [12], and exhibits the
same peakon-like solutions. However the underlying dynamics is completely different and in the
present case peakons collapse. Notice also that there are no anti-peakons because of the positivity
of p.

The computational domain is assumed to be [—2.5,2.5] and the velocity v is normalized to
1. We consider the function a(xz) = 2/7 Arctan(10z), which clearly satisfies (L3)), and recall
that W = %e*m.

4.2.1 Macroscopic model
First we consider (A3]) and discretize the system thanks to (Z4])-(Z3]), with v]* replaced by S7
in (29). Figure [2 displays the numerical results for the following two initial data:

pan(x) _ 6710(33*0-7)2 + 6*10($+0-7)27 (44)

pimi(z) = e~ 10(z=1.25)> | () g, —20a | —10(z+1)* (4.5)

As expected, we have a fast blow up of the regular solution and a finite-time collapse in a single
Dirac mass, at a rate much higher than in the case W = —%|x|, compared with Figure [lright.

cell density (p)
ok N W A O O

cell density (p)

o N & o

g

0

time (t) position (x)

position (x)

Figure 2: Macroscopic model [@3]): cell density p for initial data [@4]) (left) and (LX) (right)

The behaviour of such Dirac solutions can be recovered by studying solutions in the form
p(t,x) =31 mid(z — x;(t)). Then we have S(t,x) = W p(t,z) = 1 370 me~l#=2Ol After
straightforward computations, we deduce from the expression in ([A3]) that

J=- Z:[A(axS)M(w — (1)),

where the notation [f];, denotes the jump of the function f at the point z;. In particular, we
have that p satisfies system (€3] provided,

ma(t) = —[A(0.S)]a,-

Moreover, the function a being increasing and odd, the function A is strictly convex and can be
chosen even. Then, equilibrium states satisfy

—[A(029)]z, = A(%(mZ + ijeflrr:m\)) — A<%( —m; + ijeflmr:m\» =0.

j#i J#
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This equality is true only if Zj £i mje*‘:’f]'*mi| = 0, which implies n = 1. Therefore stationary
states are given by a single stationary Dirac mass. Convergence towards this equilibrium is

proved in [25] [13].

4.2.2 Kinetic framework

We turn now to the kinetic framework and implement the scheme described in Section Bl In
Figure[Bland @ we display the dynamics of the cell density p for the two regular bumps initial data
(@) and an initial distribution function given by f"*(z) = p"(z). We plot in the left part
of the figures the numerical results corresponding to the macroscopic model ([A3]), whereas the
right part corresponds to numerical solution of (£2]) with ¢ = 0.1. The macroscopic behaviour
is the same as in Fig. [2Heft, while in the kinetic case (right), the solution does not blow up,
as it is expected. However, the behaviour is similar to the one for the macroscopic model: we
observe the formation of two interacting aggregates that attract one another to collapse in a
single aggregate in finite time.

cell density (p)
ok N W A O O
cell density (p)
ok N ®w b O o

!
~

|

position (x) position (x)

\
4

Figure 3: Dynamics of the cell density p for an initial data given by a two regular bumps:
comparison between the macroscopic model (left) and the kinetic model for ¢ = 0.1 (right).
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Figure 4: Dynamics of the cell density p for an initial data given by a two regular bumps:
comparison between the macroscopic model (left) and the kinetic model for ¢ = 0.1 (right).

This behaviour can be interpreted formally, since in the kinetic case, stationary states for
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[#2) are given by
1
+0, fE = ~(6(F0uS)pe — ).

€
Summing these two equations, we easily deduce that 9,(f1 — f.°) = 9,J. = 0. Since we expect
J: = 0 at infinity, we can take f. = fo = f.. Then, using the expression of ¢ in ([B.I), the
previous equation rewrites O, f. = %a(@ng) fe. Formally, if we consider that the function a is
an approximation of the sign function, then the latter equation is a linear ODE which can be
solved easily and implies that f is given by a sum of exponential functions with tail i%. This
behaviour corresponds to what is observed in Figure [ right.

We illustrate now the asymptotic preserving property of the scheme: in FigureBlare displayed
numerical results for different values of ¢ and for the three regular bumps initial data (£0]). As
above, we notice the formation of 3 aggregates that merge into one single aggregate. When & — 0,
we observe that the numerical solutions converges to the one computed in the macroscopic case,

which is an illustration of the result of Theorem [3.3] compare with Figure Rright.

cell density (p)

position (x) position (x)

Figure 5: Dynamics of the cell density for an initial data given by a sum of 3 regular bumps:
simulation of the kinetic model with & = 0.1 (left) and & = 1073 (right).

4.2.3 Specific issues

We conclude this section with some important remarks concerning the choice of the schemes
above. First, we emphasize the importance of the choice of the discretized macroscopic velocity.
For instance, in the aggregation equation (LIJ), if instead of defining the discretization ([2.8]) we
take afl, ;o = a((Sj', —Si')/0x), we obtain Figure[l to be compared with Figure[l Concerning
the kinetic model, we display in Figure [ the results obtained when the discretization of ] in
(B.14) is replaced by aj = a(9,S7"), with 0,57 = (S}, — Si*1)/20z. We notice in Figure [
(left) that for ¢ = 10~3 the behaviour of the density remains comparable with the macroscopic
model (see Figure 2). When ¢ goes to zero, namely here ¢ = 107°, we observe the same kind
of result as for the macroscopic case, compare Figures [7 (right) and 6l This emphasizes that in
some sense the asymptotic preserving property has to be complemented with a careful definition
of the nonconservative product when Dirac masses appear in the solution. Notice also that for
weak relaxation this definition is not so crucial.

Next we recall that the time-splitting strategy we have chosen here for its simplicity, which
allows us to prove rigorous convergence results, is known to have some drawbacks concerning
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Figure 6: Wrong velocity discretization for (L)

cell density (p)
s v &2 o
cell density (p)
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0 time (s)
position (x) position (x)

Figure 7: Wrong velocity discretization for kinetic model: € = 1073 (left) — e = 107" (right)

the macroscopic fluxes. Indeed these are expected to be flat for stationary solutions: this is the
so-called well-balanced property. This is not the case here, as evidenced in Figure 8 where are
displayed the numerical fluxes (J. = f© — f-) at the final time corresponding to the numerical
simulations presented in Figure Bl This illustrates the fact that the flux converges to zero merely
in a weak sense. To obtain better results, well-balanced schemes have to be considered, as in
e.g. [21, 22 19]. However these results are obtained mostly for smooth solutions, hence likely
can be applied for weak relaxation (that is “large” values of €), but their behaviour when e
goes to zero is far from clear. The problem is actually twofold: first developing an asymptotic
preserving scheme with the well-balanced property for smooth solutions, next making such a
scheme compatible with the nonconservative product when measure-valued solutions appear.
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for the careful reading and for the constructive remarks that helped to improve this paper.
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