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Abstract. Traditional quality indexes (Inertia, DB, . . . ) are known to
be method-dependent indexes that do not allow to properly estimate the
quality of the clustering in several cases, as in that one of complex data,
like textual data. We thus propose an alternative approach for clustering
quality evaluation based on unsupervised measures of Recall, Precision
and F-measure exploiting the descriptors of the data associated with
the obtained clusters. Two categories of index are proposed, that are
Macro and Micro indexes. This paper also focuses on the construction of
a new cumulative Micro precision index that makes it possible to evalu-
ate the overall quality of a clustering result while clearly distinguishing
between homogeneous and heterogeneous, or degenerated results. The
experimental comparison of the behavior of the classical indexes with our
new approach is performed on a polythematic dataset of bibliographical
references issued from the PASCAL database.

1 Introduction

The use of classification methods is mandatory for analyzing large corpus of data
as it is the case in the domain of scientific survey or in that of strategic analyzes
of research. While carrying out a classification, one seeks to build homogeneous
groups of data sharing a certain number of identical characteristics. Furthermore,
the clustering, or unsupervised classification, makes it possible to highlight these
groups without prior knowledge on the treated data. A central problem that then
arises is to qualify the obtained results in terms of quality: a quality index is
a criterion which indeed makes it possible altogether to decide which clustering
method to use, to fix an optimal number of clusters, and to evaluate or to develop
a new method. Even if there exist recent alternative approaches [2] [8] [9], the
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most usual indexes employed for the evaluation of the quality of clustering are
mainly distance-based indexes relying on the concepts of intra cluster inertia
and inter-cluster inertia [14]:

– Intra-cluster inertia measures the degree of homogeneity between the data
associated with a cluster. It calculates their distances compared to the ref-
erence point representing the profile of the cluster. It can be defined as:

Intra =
1

|C|

∑

c∈C

1

|c|

∑

d∈c

‖ pc − pd ‖2

where C represents the set of clusters associated to the clustering result,
d represents a cluster associated data and px represents the profile vector
associated to the element x.

– Inter-clusters inertia measures the degree of heterogeneity between the clus-
ters. It calculates the distances between the reference points representing the
profiles of the various clusters of the partition.

Inter =
1

|C|2 − |C|

∑

c∈C

∑

c
′∈C,c

′ 6=c

‖ pc − pc′ ‖
2

Thanks to these two quality indexes or their adaptations, like the Dunn index
[5], the Davies-Bouldin index [3], or the Silhouette index [18], a clustering result
is considered as good if it possesses low intra-clusters distances as compared to
its inter-clusters distances. However, it has been shown in [12] that the distance
based indexes are often strongly biased and highly dependent on the cluster-
ing method. They cannot thus be easily used for comparing different methods.
Moreover, as Forest also pointed out [6], the experiments on these indexes in
the literature are often performed on unrealistic test corpora constituted of low
dimensional data and embedding a small number of potential classes. As an ex-
ample, in their reference paper Milligan and Cooper [17] compared 30 different
methods for estimating the number of clusters relying only on simulated data
described in a low dimensional Euclidean space. Nonetheless, using Reuters test
collection, it has been shown by Kassab and Lamirel [10] that aforementioned
indexes are often properly unable to identify an optimal clustering model when-
ever the dataset is constituted by complex data that must be represented in
a both highly multidimensional and sparse description space, as it is often the
case with textual data. To cope with such problems, our own approach takes
its inspiration both from the behavior of symbolic classifiers and from the eval-
uation principles used in Information Retrieval (IR). Our Recall/Precision and
F-measures indexes exploit the properties of the data associated to each clus-
ter after the clustering process without prior consideration of clusters profiles
[12]. Their main advantage is thus to be independent of the clustering methods
and of their operating mode. However, our last experiments highlighted that
these new quality indexes did not make it possible to clearly distinguish be-
tween homogeneous results of clustering and heterogeneous, or degenerated ones



A efficient approach for clustering quality evaluation 3

[7]. After presenting our original quality indexes, we thus describe hereafter some
of their extensions which make it possible to solve the aforementioned problem.
We then experimentally show the effectiveness of our extended approach, as
compared to classical distance-based approach, for discriminating between the
results provided by three different clustering methods which have been applied
on a polythematic documentary corpus containing various bibliographic records
issued from the PASCAL CNRS scientific database.

2 Unsupervised Recall Precision F-measure indexes

2.1 Overall clustering quality estimation

In IR, the Recall R represents the ratio between the number of relevant docu-
ments which have been returned by an IR system for a given query and the total
number of relevant documents which should have been found in the documen-
tary database [19]. The Precision P represents the ratio between the number of
relevant documents which have been returned by an IR system for a given query
and the total number of documents returned for the said query. Recall and
Precision generally behave in an antagonist way: as Recall increases, Preci-

sion decreases, and conversely. The F function has thus been proposed by Van
Rijsbergen [20] in order to highlight the best compromise between these two
values. It is given by:

F =
2(R ∗ P )

R+ P
(1)

Based on the same principles, the Recall and Precision indexes which we intro-
duce hereafter evaluate the quality of a clustering method in an unsupervised
way1 by measuring the relevance of the clusters content in terms of shared prop-
erties, or features. In our further descriptions, a cluster content is supposed to be
represented by the data associated with this latter after the clustering process
and the descriptors (i.e. the properties or features) of the data are supposed to
be weighted by values within the range [0,1].

Let us consider a set of clusters C resulting from a clustering method applied on
a set of data D, the local Recall (Rec) and Precision (Prec) indexes for a given
property p of the cluster c can be expressed as:

Rec
c

(p) =
|c∗p|

|D∗
p|
, P rec

c
(p) =

|c∗p|

|c|

where the notation X∗
p represents the restriction of the set X to the set members

having the property p.

1 Conversely to classical Recall and Precision indexes that are supervised.
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Then, for estimating the overall clustering quality, the averaged Macro-Recall
(RM ) and Macro-Precision (PM ) indexes can be expressed as:

RM =
1

|C|

∑

c∈C

1

|SC |

∑

p∈SC

Rec
c

(p), PM =
1

|C|

∑

c∈C

1

|SC |

∑

p∈SC

Prec
c

(p) (2)

where Sc is the set of peculiar properties of the cluster c, which can be defined
as:

Sc =







p ∈ d, d ∈ c|W p
c = Max

(

W
p

c
′

)

c
′∈C







(3)

and where C represents the peculiar set of clusters extracted from the clusters
of C, which verifies:

C = {c ∈ C|Sc 6= ∅}

and, finally:

W
p

c =

∑

d∈c

W
p
d

∑

c
′∈C

∑

d∈c
′

W
p
d

(4)

where W p
x represents the weight of the property p for element x.

It can be demonstrated (see [12] for more details) that if both values of av-
eraged Recall and Precision reach the unity value, the peculiar set of clusters
C represents a Galois lattice. Therefore, the combination of this two measures
enables to evaluate to what extent a numerical clustering model can be assimi-
lated to a Galois lattice natural classifier.

Macro-Recall and Macro-Precision indexes defined by (Eq. 2) can be consid-
ered as cluster-oriented measures because they provide average values of Recall
and Precision for each cluster. They have opposite behaviors according to the
number of clusters. Thus, these indexes permit to estimate in a global way an
optimal number of clusters for a given method and a given dataset. The best
data partition, or clustering result, is in this case the one which minimizes the
difference between their values (see Figure 1B). However, similarly to the classi-
cal distance-based indexes, their main defect is that they do not permit to detect
degenerated clustering results, whenever those jointly include a small number of
heterogeneous or “garbage” clusters of large size and a big number of “chunk”
clusters of very small size [7]. To correct that, we propose to construct com-
plementary property-oriented indexes of Micro-Recall and Micro-Precision by
averaging the Recall/Precision values of the peculiar properties independently
of the structure of the clusters:

Rm =
1

|L|

∑

c∈C,p∈Sc

Rec
c

(p), Pm =
1

|L|

∑

c∈C,p∈Sc

Prec
c

(p) (5)
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where L represents the size of the data description space.

It is possible to refer not only to the information provided by the indices Micro-
Precision and Micro-Recall, but to the calculation of the Micro-Precision

operated cumulatively. In the latter case, the idea is to give a major influence to
large clusters which are most likely to repatriate the heterogeneous information,
and therefore, by themselves, lowering the quality of the resulting clustering.
This calculation can be made as follows:

CPm =

∑

i=|cinf |,|csup|
1

|Ci+|2

∑

c∈Ci+,p∈Sc

|cp|
|c|

∑

i=|cinf |,|csup|
1

Ci+

(6)

where Ci+ represents the subset of clusters of C for which the number of asso-
ciated data is greater than i, and:

inf = argminci∈C |ci|, sup = argmaxci∈C |ci| (7)

2.2 Cluster labeling and content validation

Complementary to overall clustering model evaluation, the role of clusters la-
beling is to highlight the peculiar characteristics or properties of the clusters
associated to a clustering model at a given time. Labeling can be thus used both
for visualizing or synthesizing clustering results [13] and for validating or opti-
mizing learning of a clustering method [1]. It can rely on endogenous data prop-
erties or on exogenous ones. Endogenous data properties represent the ones being
used during the clustering process. Exogenous data properties represent either
complementary properties or specific validation properties. Some label relevance
indexes can be derivated from our former quality indexes using a probabilistic
approach. The Label Recall L-R derives directly from Eq. 4. It is expressed as:

L−
c
R(p) = W

p

c (8)

The Label Precision P-R can be expressed as:

L−
c
P (p) =

∑

d∈c

W
p
d

∑

p
′∈d,d∈c

W
p
d

(9)

Consequently, the set of labels Lc that can be attributed to a cluster c can be
expressed as the set of endogenous or exogenous cluster data properties which
maximize the Label F-measure that combines the Label Recall (Eq. 8) and Label
Precision (Eq. 9) in the same way than the supervised F-measure described by
(Eq.1) would do. As soon as Label Recall is equivalent to the conditional prob-
ability P (c|p) and Label Precision is equivalent to the conditional probability
P (p|c), this former labeling strategy can be classified as an expectation maxi-
mization approach with respect to the original definition given by Dempster and
al. [4].
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3 Experimentation and Results

To illustrate the behavior of our new quality indexes, and to compare it to the
one of the classical inertia indexes, our test dataset is build up from is a set of
bibliographic records resulting from the INIST PASCAL database and covering
one year of research performed in the French Lorraine area. The structure of the
records makes it possible to distinguish the titles, the summaries, the indexing
keywords and the authors as representatives of the contents of the information
published in the corresponding article. In our experiment, the research topics
associated with the keywords field are solely considered. Our test dataset repre-
sents a dataset of 1341 records. A frequency threshold of 3 being finally applied
on the index terms, it resulted in a data description set of 889 indexing keywords.
These keywords cover themselves a large set of different topics (as far one to an-
other as medicine from structural physics or forest cultivation . . . ). Moreover,
they comprise a high ratio of polysemic forms (like age, stress, structure, . . . )
that are used in the context of many different topics. The resulting experimental
dataset can thus be considered as a complex dataset for clustering.

To carry out the clustering, we exploited in parallel the SOM fixed topology
neural method [11], the Neural Gas (NG) free topology neural method [16] and
the classical K-means method [15]. For each method, we do many different exper-
iments letting varying the number of clusters from 9 to 324 clusters, employing
the size of an increasing square SOM grid as a basic stepping strategy. In the
next paragraphs, for the sake of clarity, we dont specifically report the results of
K-means because they are similar to those of NG.

The analysis of the results performed by an expert showed that only the SOM
method provided homogeneous clustering results on this dataset. Hence, in the
case of the NG (or K-means) method, the analyst highlighted the presence of
“garbage” clusters attracting most of the data in parallel with “chunk” clus-
ters representing either marginal groups or unformed topics. This behavior, that
corresponds to the case of degenerated clustering results due to the dataset clus-
tering complexity, can also be confirmed when one looks to the labels that can
be extracted from the clusters in an unsupervised way using the expectation
maximization methodology described in section 2.2. Hence, it permits to high-
light that the NG mainly produced a “garbage” cluster with very big size that
collects more than 80% of the data and attracts (i.e. maximize) many kinds of
different labels (730 labels among a total of 889). Conversely, the good results
of the SOM method can be confirmed in the same way. Hence, cluster labels
extraction also shows that this latter method produces different clusters of simi-
lar size attracting semantically homogeneous labels groups, which figure out the
main research topics covered by the analyzed dataset.

On the one hand, the results presented in Figure 1A illustrate the fact that
the classical indexes of inertia have an unstable behavior which does not make
it possible to clearly identify an optimal number of clusters in both contexts of
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SOM and NG methods. On the other hand, it also appears in Figure 1B that the
behavior of the Macro- Recall/Precision indexes is stable and makes it possible
to identify an optimal number of clusters in all cases. Indeed, this optimal clus-
ters number can be found out at the break-even point between the Macro-Recall
and the Macro-Precision values (i.e. 100 clusters for NG and 256 clusters for
SOM in Figure 1B).

Nonetheless, none of these former groups of indexes, whenever it is solely con-
sidered, permits to correctly estimate the quality of the results. Those do not
make it possible in particular to discriminate between homogeneous results of
clustering (SOM) and degenerated ones (NG or K-means). In both cases, they
even present the important defect to privilege this last family of results, illus-
trating a contradictory behavior (i.e. the worst results are identified as the best,
and conversely). In the case of degenerated results, one potential explanation of
the better values of aforementioned indexes is that the joint presence of a big
amount of “chunk” clusters which are both coherent and necessarily distant of a
small amount of “garbage” clusters can compensate, and even hide, the impre-
cision of these latter because of the cluster-based averaging process performed
by those indexes.

Fig. 1. Inertia (1A) and Macro Recall Precision (1B) indexes evolution as regards to
the number of clusters.

In the context of our approach, the detection of degenerated clustering re-
sults can although be achieved in two different ways:

The first way is the joint exploitation of the values provided by our Macro-
and Micro- Precision indexes, as it is shown in Figure 2A and Figure 2B. The
Micro-Recall/Precision indexes have general characteristics similar to the Macro-
Recall/Precision. However, by comparing their values with those of the latter in-
dexes, it becomes possible to identify heterogeneous results of clustering. Indeed,
in this last case, the Precisions of the clusters of small size will not compensate
for any more those of the clusters of big size, and the imprecise properties present
in the latter, if they prove to be heterogeneous, will have a considerable effect on
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the Micro-Precision. Thus, in the case of NG the differences between the values
of Micro- and Macro-Precision are increasingly more important than in the case
of SOM, whatever the considered number of clusters (Figure 2A). It proves that
the peculiar properties of the clusters in the partitions generated by NG (or
K-means) are largely less precise than those of the clusters produced by SOM.
The analysis of the evolution of the Micro-Precision curves of the two methods
according to the size of the clusters (Figure 2B) permits to clearly highlight that
this phenomenon affect more particularly the NG clusters of big size.

A second way to appropriately estimate the quality of clustering results is thus to
directly exploit the results provided by the indexes of Cumulated Micro-Precision
(CPm) that focuses on the imprecision of big sized clusters (Eq. 10). In the case
of NG, the value of Cumulated Micro-Precision remains very low, regardless to
the expected number of clusters (Figure 3A). This is mainly due to the influ-
ence of Micro-Precision of “garbage” clusters with significant size that can never
be split into smaller groups by the method. In a complementary way, whatever
the method considered, the index of Cumulated Micro-Precision ensures accu-
rate monitoring of the quality depending on the chosen configuration in terms
of number of clusters. In the case of SOM, the quality loss occurring for some
grid sizes (eg. 244 clusters model, corresponding to a 12x12 grid, in Figure 3A)
that induces the formation of large heterogeneous clusters is accurately charac-
terized by highly decreasing values of this index. Figure 3B finally illustrates the
interest of correcting the Cumulated-Micro-Precision index (Eq. 10) by factoriz-
ing it with the ratio of non empty clusters for detecting the optimal number of
clusters. The curve associated with this corrected index shows a plateau whose
starting point (eg. 256 clusters model in Figure 4B) permits to identify the most
efficient partition. In this case, such point highlights that no quality progress can
be obtained with higher number of clusters. This information is compliant with
the one obtained with Macro-Recall and Macro-Precision indexes (see Figure
1B and associated comments) and thus validates the choice of such point as the
characteristic value of the clustering results for a given method.

Fig. 2. Evolution of the values of the Micro-Precision (MIC-P) and Macro-Precision
(MAC-P) indexes according to the number of clusters (2A) and their size (2B).
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Fig. 3. Evolution of the values of Cumulated Micro-Precision (3A) and Corrected Cu-
mulated Micro-Precision (3B) indexes according to the number of clusters.

4 Conclusion

We have proposed a new approach for the evaluation of the quality of clustering
based on the exploitation of the properties associated with the clusters through
the indexes of Macro- and Micro- Recall/Precision and their extensions. We have
shown the advantage of this approach with respect to traditional of evaluation
of clustering quality based on distances, at the same time, by justifying its theo-
retical basis through its relationship with the symbolic classification approaches,
and by showing practical results for the optimization of the number of clusters
of a given method. Our experimental have been achieved in a realistic context
constituted by a complex textual dataset. In such context, we have shown that
our new indexes can accurately assess the global quality of a clustering result
while giving the additional possibility to distinguish clearly between homoge-
neous and degenerated clustering results. We have also shown that our approach
can apply to the comparison of the results issued from different methods, as well
as to the fine-grained analysis of the results provided by a given method, avoid-
ing in both cases to lead to clustering quality misinterpretation. We have finally
shown, through our experiments, the additional capabilities of our approach for
synthesizing and labeling the clusters content and we have yet proved their use-
fulness for a better understanding of the nature of the clustering results. We
more specifically tried out our methodology on textual data, but it proves suf-
ficiently general to be naturally applicable on any other type of data, whatever
is their nature.
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