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Abstract: JSP with discretely controllable processing times 

(JSP-DCPT) that are perturbed in a turbulent environment is 

formulated, based on which, a time-cost tradeoff based 

predictive-reactive scheduling approach is proposed for solving 

the problem. In the predictive scheduling process, on the basis 

of a proposed three-step decomposition approach for solving 

JSP-DCPT, a solution initialization algorithm is presented by 

incorporating a hybrid algorithm of tabu search and simulated 

annealing and a fast elitist non-dominated sorting genetic 

algorithm; in the reactive scheduling process, Pareto-optimal 

schedules are generated, among which every schedule that is 

not dominated by any initial schedule can be selected as the 

responding schedule so as to maintain optimality of the 

objective that is to minimize both the makespan and the cost. 

Experimental simulations demonstrate the effectiveness of the 

proposed approach. 
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1- Introduction 

Job-shops with uncertainties are provided with dynamic and 

complexity. Various kinds of perturbations, such as order 

alteration, raw materials delay, machine breakdown, 

processing time fluctuation, and process defects, etc., emerge 

during the scheduling process. Usually, perturbations cause 

current schedules suboptimal, non-effective, or even unfeasible. 

Studies on scheduling with uncertainties can be classified into 

three classes based on the problem formulation used: 

completely reactive scheduling, robust scheduling, and 

predictive-reactive scheduling, among which predictive-

reactive scheduling is widely used [AL1]. Predictive-reactive 

scheduling is presented as a two step process. First, a 

predictive schedule representing the desired behavior of the 

shop floor over the considered time horizon is generated. 

Then, the schedule is modified during execution in response 

to unexpected disruptions. The two main questions for 

predictive-reactive scheduling are when to initiate a 

rescheduling action and what that rescheduling action should 

be. While in this paper, we focus primarily on the latter. 

Several different scheduling approaches encountered at a 

specific rescheduling point have been presented. In the 

match-up scheduling approach (see [AG1] for e.g.), the 

objective is for the realized schedule to return to the 

predictive schedule within a certain time after the disruption 

occurring. This approach will clearly yield high-quality 

schedules if there is sufficient idle time in the original 

predictive schedules. A considerable number of researchers 

have viewed the rescheduling as that of selecting an 

appropriate action from among a suite of options in the face 

of different disruptions (see [JE1] for e.g.), which is 

essentially the rule-based heuristic procedure. One tool for 

this has been case-based reasoning (see [O1] for e.g.). 

Since measures of both the schedule performance that must 

be maintained and the disruption caused by rescheduling are 

needed to be taken into account, which automatically leads to 

the formulation of the rescheduling problem as a multi-

objective scheduling problem, a naturally adopted approach 

is the multi-objective optimization approach, which is to 

generate Pareto-optimal schedules. [TU1] considered a static 

rescheduling problem in which a number of new jobs must 

be inserted into an existing schedule so as to minimize the 

total completion time of the new jobs without causing 

existing jobs to miss their deadlines. [AA1] investigated the 

problem of rescheduling identical parallel machines with 

disruptions and provide heuristic algorithms to minimize the 

number of rescheduled jobs subject to optimizing the total 

completion time of all jobs in the system. 

In real-life job-shops, the operation processing time could be 

controllable by allocating resources, such as additional 
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money, overtime, energy, fuel, catalysts, subcontracting, or 

additional manpower, to the operation. Therefore the operation 

processing time can have a finite number of possible durations 

[SS1]. JSP with discretely controllable processing times (JSP-

DCPT) is a generalization of JSP, to which operation 

processing times can be reduced by allocating additional 

resource that is limited and discretely divisible. In this paper, 

the discretely controllable processing time is taken into account, 

and a time-cost tradeoff based predictive-reactive scheduling 

approach is investigated in order to deal with the processing 

time uncertainty in job-shops.  

The remainder of this paper is organized as follows: Section 2 

gives the formulation of JSP-DCPT with processing time 

perturbations. In Section 3, a time-cost tradeoff based 

predictive-reactive scheduling approach is proposed for solving 

the problem. Experimental simulations are implemented in 

Section 4. Finally in Section 5, conclusions are presented. 

2- Formulation 

A feasible solution of JSP-DCPT is specified by a JSP 

schedule that indicates job sequences on each machine and a 

mode selection vector that ascertains the mode selection for 

processing each operation. In order to formulate JSP-DCPT 

with processing time perturbations, notations used in this paper 

are given as follows: σ   the JSP schedule; δ   the mode selection vector for all operations; 

( , )T σ δ the makespan of the JSP-DCPT solution 

specified by σ  and δ ; 

( )C δ the cost of the JSP-DCPT solution specified 

by δ ; 
n the job number; 
m  the machine number; 

iJ job i ; 

jM machine ; j

ijO  the operation of job iJ  that is processed on 

machine jM ; 

ijs  the time when operation  starts being 

processed; 

ijO

ijx the selected mode for processing ; ijO

ijl  the total number of different modes for 

processing ; ijO

,1ijμ the nominal processing time for processing 

 in the normal mode; ijO

, ijij lμ the nominal processing time for processing 

 in the most crash mode; ijO

ε  the uncertain degree of the processing times; 

( , )ij ijt x ε the actual time elapsed for processing  in 

mode 

ijO

ijx  with uncertain degree ε ; 

( )ij ijc x   the cost spent for processing  in mode ijO ijx . 

The uncertain degree of processing time is defined by its 

variety range, for example, if ijμ  is the nominal processing 

time of the operation , then the actual processing time can 

by expressed by 

ijO

,
ij ij ij ij ij

μ μ εμ μ εμ⎡ ⎤∈ − +⎣ ⎦ , where [ ]0,1ε ∈ .

The objective is to minimize both the time and the cost 

criterion, that is to minimize the bicriteria ( , )T σ δ  and 

( )C δ . By extending the standard three-field notation 

| |α β γ  introduced by [LG1], the problem can be 

represented as | | ( ( , ), (mJ DCPT T C ))σ δ δ , where mJ

indicates the job-shop context; DC  is the abbreviation of 

discretely controllable processing times; ( (

PT

, ), ( ))T Cσ δ δ  is 

the objective to minimize. JSP-DCPT with processing time 

perturbations is formulated as follows: 

min( max( ( , )), ( ))ij ij ij ij ijs t x c xε+ ∑    (1) 

. .s t  

( , ),  

for all 1, ;  , 1, ;and 

ij ik ik iks s t x

i n j k m j k

ε≥ +
= = ≠… …

(2) 

( , ), 

for all , 1, ; 1, ;and 

ij hj hj hjs s t x

i h n j m i h

ε≥ +
= = ≠… …

(3) 

[ ]
, , , ,

,1 ,2 ,

( , ) , ,

for all 1, ;  1, ;  

1, 2, ,  0,1 ,

and 0

ij ij ij ij

ij

ij ij ij x ij x ij x ij x

ij ij

ij ij ij l

t x

i n j m

x l

ε μ εμ μ εμ

ε
μ μ μ

⎡ ⎤∈ − +⎣ ⎦
= =

= ∈
> > > ≥

… …
…

"

(4) 

Equation (1) indicates that the objective is to minimize both 

the makespan (that is max( ( , ))ij ij ijs t x ε+ ) and the cost (that 

is ( )ij ijc x∑ ) for JSP-DCPT; Equation (2) guarantees

operation precedence constraints between machine jM  and 

kM  for job iJ  , i.e.,  succeeds its job predecessor ; 

Equation (3) guarantees un-overlapping constraints among 

operations on 

ijO
ikO

jM , i.e.,  succeeds its machine predecessor 

 on 

ijO

hjO jM . Equation (4) ensures the actual time elapsed for 

processing  (i.e., ijO ( , )ij ijt x ε ) can only be a value from a 

variety range that is determined by the nominal value 

and the uncertain degree 

, ijij xμ
ε . 

3- Approach 

3.1 Predictive scheduling 

The fact that a feasible solution of JSP-DCPT is specified by 

a JSP schedule and a mode selection vector inspires a 

decomposition approach for solving JSP-DCPT. JSP-DCPT, 

which is denoted by , can be solved by using a three-step 

decomposition approach. 

P

Firstly, all JSP schedules are obtained by solving the 

corresponding JSP (denoted by ) that is transformed from 

the JSP-DCPT problem by setting all operations in the most 

crash mode. Secondly, for each JSP schedule 

PI

iσ  that 

determines the job sequences on each machine, the optimal 

mode selection vectors are derived by solving the 

corresponding discrete time-cost tradeoff problem (denoted 

by ( )iPII σ ). At last, by searching for dominant JSP-DCPT 

solutions among all solutions that are derived by composing 

the two parts, i.e., the JSP schedule iσ  and the 
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corresponding optimal mode selection vectors, the optimal 

JSP-DCPT solutions can be found. 

The time-cost phase plane is introduced to describe tradeoffs of 

( )iPII σ . Point ( , )j j jP c t  corresponds to tradeoff js  of 

( )iPII σ .  

Definition 1. Point dominance 

Given two points  and , if either 1 1 1( , )P c t 2 2 2( , )P c t 1 2c c< , 

 or ,  is satisfied, then  strictly dominates 

, written as . 

1 2t t≤ 1 2c c≤ 1 2t t< 1P

2P 1 2P P;
Let A  denote the collection of all JSP schedules that are 

obtained by solving the corresponding JSP problem PI . 

A = { | 1,2,..., ,...,i i u }σ = vv ,  is the size of collection A . 
i

tσ  is

the makespan for ( )iPII σ  at the tradeoff where all operations 

are set in the most crash mode. 

On the basis of the proposed three-step decomposition 

approach for solving JSP-DCPT, a solution initialization 

algorithm for predictive scheduling is presented by 

incorporating a hybrid algorithm of tabu search and simulated 

annealing (TSSA, see [ZL2]) and a fast elitist non-dominated 

sorting genetic algorithm (NSGA-II, see [DA1]), so as to 

effectively and efficiently solve the two kinds of sub problems 

(i.e., JSPs and the discrete time-cost tradeoff problems) 

decomposed from JSP-DCPT. 

Algorithm 1. Solution initialization for predictive scheduling 

Step1: For JSP-DCPT, set each operation in the most crash 

mode and solve the corresponding JSP problem PI  by using 

TSSA. A collection A = { }v| 1, 2,...,i iσ =  satisfying 

1 2
 ...

v
t t tσ σ< < < σ  is derived. 

Step2: Set integer ; and set collection . 0i = B = ∅
Step3: Do: 

Step3.1: . 1i i= +
Step3.2: Solve discrete time-cost tradeoff sub-problem 

( )iPII σ  by using NSGA-II. All dominant tradeoffs 

derived from solving ( )iPII σ  are then added to 

collection .  B

Step3.3: Sort B  in a descending order by using the 

point dominance defined in definition 1. 

Step3.4: Truncate all non-dominant tradeoffs in 

collection . B

Until . i v=
Step4: Return B , which is a collection of all Pareto-optimal 

solutions of JSP-DCPT. 

3.2 Predictive-reactive scheduling 

A time-cost tradeoff based predictive-reactive scheduling 

approach for dealing with processing time perturbations in job-

shops is presented as follows: 

Procedure 1. Predictive-reactive scheduling 

Step1: Predictive scheduling: apply algorithm 1 to get the 

initial Pareto-optimal solution collection (denoted by ) for 

JSP-DCPT scheduling. 

1C

Step2: Ascertain one solution from the initial solutions, and 

implement the solution. 

Step3: When perturbations occur, decide whether to respond to 

perturbations or not. 

Step4: In the case when perturbations are responded, execute 

reactive scheduling: 

Step4.1: Ascertain all operations waiting to be 

processed. 

Step4.2: Apply algorithm 1 to generate the new 

Pareto-optimal solution collection (denoted by ) 

for JSP-DCPT scheduling. 

2C

Step4.3: Seek in  solutions that are not 

dominated by any solution in ; all sought 

solutions consist collection . 

2C

1C

3C

Step4.4: if 3 0C > , then return ; else, go to 

Step5. 

3C

Step5: Procedure terminates. 

Any solution in the returned collection  can be selected as 

the new schedule that could keep the optimality of objectives 

in the face of processing time perturbations. 

3C

In order to illustrate the proposed predictive-reactive 

scheduling approach, an illustrative case is given as follows: 

Let 1s , 2s , 3s , and 4s  denote the initial Pareto-optimal JSP-

DCPT tradeoffs. On a time-cost phase plane as shown in 

Fig.2, points , , , and  correspond to 1P 2P 3P 4P 1s , 2s , 3s

and 4s , respectively. In addition, it is assumed that the 

tradeoff selected and applied to the process control is 3s . 

After processing time perturbations occur, the new Pareto-

optimal JSP-DCPT tradeoffs are 
1s
′ , 

2s ′ , 3s ′  and 
4s ′ , which 

is separately denoted by 
1P′ , , , and 

2P ′ 3P ′ 4P ′  on the time-

cost phase plane as shown in Figure 1.  

1P

2P

3P

4P

3P ′

1P′

2P ′

4P ′

Figure 1: Illustrative figure to demonstrate the predictive-

reactive scheduling approach. 

In Figure 1, 
1 1P P′;  and , hence , , 

2 2P P ′; 1P 2P
3P ′ , , 3P

4P ′
and  are on the same Pareto frontier. As a result, in the 

case when perturbations occur, tradeoff 

4P

3s ′  or 
4s ′  can be 

selected as the new tradeoff that is to be implemented in 

order to maintain optimality of the objective that is to 

minimize both the makespan and the cost. 

4- Simulation study 

To simplify a JSP-DCPT instance for simulation, it is 

assumed that each operation can only be processed in two 
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modes, namely the normal mode (in such case, 1ijx = ) and the 

most crash mode (in such case, ). For operation , the 

nominal operation processing time in the normal mode 

(denoted by 

2ijx = ijO

,1ijμ ) is twice as much as that in the most crash 

mode (denoted by ,2ijμ ). In addition, the compression cost is 

assumed to be equal to the time shortened.  and  are the 

compression costs for  in the normal mode and in the most 

crash mode, respectively. The processing data for the JSP-

DCPT instance is given in Table 1. 

,1ijc ,2ijc

ijO

Table 1: The data for the illustrative JSP-DCPT 

Job Machine, ( ,1ijμ , ,2ijμ ), ( , ) ,1ijc ,2ijc

J1 M1,(6,3),(0,3) M2,(4,2),(0,2) M3,(10,5),(0,5) 

J2 M1,(6,3),(0,3) M3,(10,5),(0,5) M2,(2,1),(0,1) 

J3 M2,(4,2),(0,2) M1,(10,5),(0,5) M3,(6,3),(0,3) 

In addition, the actual processing time of an operation with 

perturbations varies randomly in a given range. According to 

Equation (4) in Section 2, the actual processing time of 

processed in the normal and the most crash mode is expressed 

by 

ijO

(1, )ijt ε  and (2, )ijt ε , respectively. 

(1, )ijt ε ∈ ,1 ,1 ,1 ,1,
ij ij ij ij

μ εμ μ εμ⎡ − +⎣ ⎤⎦ , and (2, )ijt ε ∈  

,  where ,2 ,2 ,2 ,2,
ij ij ij ij

μ εμ μ εμ⎡ ⎤− +⎣ ⎦ [ ]0,1ε ∈ .

To verify the effectiveness of the proposed predictive-reactive 

scheduling approach under various uncertainty degrees, 10 

groups of simulations are implemented, and for each group ε  

is set to be a different value from 10% to 100%. Each group 

includes 50 simulations, during which processing time 

perturbations occur. The computational results for the 50 

simulations of each of the 10 groups are given in Table 2. 

Table 2: Computational results for the simulation 

2nε  1n
Average Best Worst 

10% 10 2.8 3 1 

20% 11 4.6 5 2 

30% 13 3.8 4 2 

40% 12 3.9 4 3 

50% 15 5.7 6 3 

60% 16 4.8 5 2 

70% 17 3.9 4 2 

80% 16 4.6 5 3 

90% 18 5.7 6 4 

100% 18 4.8 5 2 

Notes : ε  is the uncertainty degree ;  is the number of initial 

Pareto-optimal tradeoffs;  is the number of tradeoffs that can 

be implemented in order to maintain the optimality of the 

objective that is to minimize both the makespan and the cost. 

1n

2n

5- Conclusion 

JSP-DCPT with processing time perturbations is formulated. 

The time-cost tradeoff based predictive-reactive scheduling 

approach is proposed for solving the problem. Simulations 

for the illustrative JSP-DCPT case demonstrate the 

effectiveness of the proposed approach, which hence could 

be an approach of potentiality for dealing with other kinds of 

uncertainties in job-shops. 
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