
HAL Id: hal-00950544
https://hal.science/hal-00950544v1

Preprint submitted on 21 Feb 2014 (v1), last revised 15 Sep 2017 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Dynamics of a point vortex as limits of a shrinking solid
in an irrotational fluid

Olivier Glass, Alexandre Munnier, Franck Sueur

To cite this version:
Olivier Glass, Alexandre Munnier, Franck Sueur. Dynamics of a point vortex as limits of a shrinking
solid in an irrotational fluid. 2014. �hal-00950544v1�

https://hal.science/hal-00950544v1
https://hal.archives-ouvertes.fr


DYNAMICS OF A POINT VORTEX AS LIMITS

OF A SHRINKING SOLID IN AN IRROTATIONAL FLUID

OLIVIER GLASS, ALEXANDRE MUNNIER, AND FRANCK SUEUR

Abstract. We consider the motion of a rigid body immersed in a two-dimensional perfect fluid. The
fluid is assumed to be irrotational and confined in a bounded domain. We prove that when the body
shrinks to a pointwise massless particle with fixed circulation, its dynamics in the limit is given by the
point vortex equation.

As a byproduct of our analysis we also prove that when the body shrinks with a fixed mass the
limit equation is a second-order differential equation involving a Kutta-Joukowski-type lift force, which
extends the result of [7] to the case where the domain occupied by the solid-fluid system is bounded.
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1. Introduction

The vortex point system is a classical playground which originates from fluid mechanics and goes
back to Helmholtz, Kirchoff, Routh, and Lin. It appeared as a idealized model where the vorticity
of an ideal incompressible two-dimensional fluid is concentrated in a finite number of points. Despite
the fact that it does not constitute a solution of the Euler equations in the sense of distributions, it
is now well-known that point vortices can be viewed as limits of concentrated smooth vortices which
evolve according to the Euler equations. In the case of a single vortex moving in a bounded and
simply-connected domain this was proved by Turkington in [22]. An extension to the case of several
vortices was given by Marchioro and Pulvirenti, see [15]. Recently Gallay has proven in [6] that the
vortex point system can also be obtained as vanishing viscosity limits of concentrated smooth vortices
evolving according to the incompressible Navier-Stokes equations.

The main goal of this paper is to prove that the vortex point system can also be viewed as the limit
of the dynamics of a solid, shrinking into a pointwise massless particle with fixed circulation, in free
motion in an irrotational fluid.

Actually our analysis also allows to cover another asymptotic regime corresponding to the shrinking
of a solid with fixed mass and circulation. In this case we obtain at the limit a second-order differential
equation involving a Kutta-Joukowski-type lift force, which extends the result of [7] to the case where
the solid-fluid system is bounded. Indeed this second case is way easier to tackle and we will therefore
present it first in the sequel as a warm up before the difficulties appearing in the massless case.

We will consider the same setting than Turkington in [22], that is we assume that the fluid is ideal,
confined in a two-dimensional bounded domain and we consider the motion of a single solid immersed
in it. Moreover the flow is supposed to be irrotational.

We are interested in determining the limit of the dynamics of the solid when its size goes to 0,
distinguishing two cases:

• Case (i): when the mass of the solid is fixed (and then the solid tends to a mass pointwise
particle), and

• Case (ii): when the mass tends to 0 along with the size (and then the solid tends to a massless
pointwise particle). This encompasses the case of fixed density.

1.1. Dynamics of a solid with fixed size and mass. To begin with, let us recall the dynamics
of a solid with fixed size and mass. We denote by Ω the bounded open regular connected and simply
connected domain of R2 occupied by the system fluid-solid.

We assume without loss of generality that

0 ∈ Ω,

and that the logarithmic capacity1 Cap∂Ω of ∂Ω satisfies

Cap∂Ω < 1,

using translation and dilatation of the coordinates system if necessary. At the initial time, the domain
of the solid is a non-empty closed regular connected and simply connected set S0 ⊂ Ω and

F0 := Ω \ S̄0,

1also called external conformal radius or transfinite diameter in other contexts [21]
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is the domain of the fluid. Observe that the monotony property of the logarithmic capacity entails
that Cap∂S0

< 1.
There is no loss of generality in assuming that the center of mass of the solid coincides at the initial

time with the origin.
The rigid motion of the solid is described at every moment by a rotation matrix

R(ϑ(t)) :=

[
cos ϑ(t) − sinϑ(t)
sinϑ(t) cos ϑ(t)

]
,

describing the rotation of the solid with respect to its original position and a vector h(t) ∈ R
2 describing

the position of the center of mass. The domain of the solid at every time t > 0 is therefore

S(t) := R(ϑ(t))S0 + h(t),

while the domain of the fluid is

F(t) := Ω \ S̄(t).

The fluid-solid system is governed by the following set of coupled equations:

Fluid equations:

∂u

∂t
+ (u · ∇)u+∇π = 0 in F(t),(1.1a)

div u = 0 in F(t),(1.1b)

Solid equations:

ϑ′ = ω, h′ = ℓ,(1.1c)

mℓ′ =

∫

∂S(t)
πn ds,(1.1d)

Jω′ =

∫

∂S(t)
(x− h(t))⊥ · πn ds,(1.1e)

Boundary conditions:

u · n =
(
ω(· − h)⊥ + ℓ

)
· n on ∂S(t),(1.1f)

u · n = 0 on ∂Ω,(1.1g)

Initial data:

ut=0 = u0 in F0,(1.1h)

ϑ(0) = 0, h(0) = 0, ℓ(0) = ℓ0, ω(0) = ω0.(1.1i)

Above u = (u1, u2) and π denote the velocity and pressure fields in the fluid, m > 0 and J > 0
denote respectively the mass and the moment of inertia of the body while the fluid is supposed to be
homogeneous of density 1, to simplify the notations. When x = (x1, x2) the notation x⊥ stands for
x⊥ = (−x2, x1), n denotes the unit normal vector pointing outside the fluid, ℓ(t) = h′(t) is the velocity
of the center of mass h(t) ∈ R

2 of the body and ω(t) ∈ R denotes the angular velocity of the rigid
body at time t. Let us also emphasize that we will use ds as surface element without any distinction
on ∂Ω, ∂S(t) and on ∂S0.

Let us recall that if the flow is irrotational at the initial time, that is if curlu0 = 0 in F0, it will
remain irrotational for every time, that is

(1.2) curlu(t, ·) = 0 in F(t),
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according to Helmholtz’s third theorem. On the other hand the circulation around the body is constant
in time:

(1.3)

∫

∂S(t)
u(t) · τds = γ,

with

γ =

∫

∂S0

u0 · τds,

according to Kelvin’s theorem. Here τ denotes the unit counterclockwise tangential vector so that
n = τ⊥. Let us mention here that we will also use the notation τ on ∂Ω such that n := τ⊥ so that it
is clockwise.

In the irrotational case, the system (1.1) can be recast as an ODE whose unknowns are the degrees
of freedom of the solid, namely ϑ and h. In particular the motion of the fluid is completely determined
by the solid position and velocity. In order to state this, let us introduce the variables

h := (h1, h2), q := (ϑ, h1, h2) ∈ R
3,

and their time derivatives

ℓ := (ℓ1, ℓ2), p := (ω, ℓ1, ℓ2) ∈ R
3.

Since the domains S(t) and F(t) depend on q only, we shall rather denote them S(q) and F(q) in the
rest of the paper. Since throughout this paper we will not consider any collision, we introduce:

(1.4) Q := {q ∈ R
3 : d(S(q), ∂Ω) > 0},

where d(A,B) denotes for two sets A and B in the plane

d(A,B) := min {|x− y|R2 , x ∈ A, y ∈ B}.

Above and all along the paper we will use the notation | · |Rd for the Euclidean norm in R
d. Since S0

is a closed subset in the open set Ω the initial position q(0) = 0 of the solid belongs to Q.

Now we will need to introduce various objects depending on the geometry and on m, J , γ, in order
to make the ODE explicit.

Kirchhoff potentials. Consider the functions ξj, for j = 1, 2, 3, defined for (q, x) ∈ ∪q∈Q

(
{q}×F(q)

)
,

by the formula

(1.5) ξ1(q, x) := (x− h)⊥ and ξj(q, x) := ej−1, for j = 2, 3.

Above e1 and e2 are the unit vectors of the canonical basis. For any j = 1, 2, 3, for any q in Q, we
denote by Kj(q, ·) the normal trace of ξj on ∂Ω ∪ ∂S(q), that is:

(1.6) Kj(q, ·) := n · ξj(q, ·) on ∂Ω ∪ ∂S(q).

We introduce the Kirchhoff’s potentials ϕj(q, ·), for j = 1, 2, 3, which are the unique (up to an additive
constant) solutions in F(q) of the following Neumann problem:

∆ϕj = 0 in F(q),(1.7a)

∂ϕj
∂n

(q, ·) = Kj(q, ·) on ∂S(q),(1.7b)

∂ϕj
∂n

(q, ·) = 0 on ∂Ω.(1.7c)
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We also denote

(1.8) K(q, ·) := (K1(q, ·),K2(q, ·),K3(q, ·))
t and ϕ(q, ·) := (ϕ1(q, ·), ϕ2(q, ·), ϕ3(q, ·))

t,

where the exponent t denotes the transpose of the vector.
Inertia matrices and impulses. We can now define the mass matrices

Mg :=



J 0 0
0 m 0
0 0 m


 ,(1.9a)

Ma(q) :=

∫

∂S(q)
ϕ(q, ·) ⊗

∂ϕ

∂n
(q, ·)ds =

( ∫

F(q)
∇ϕi · ∇ϕjdx

)
16i,j63

,(1.9b)

M(q) := Mg +Ma(q).(1.9c)

The matrix M(q) corresponds to the sum of the genuine inertia Mg of the body and the so-called
added inertia Ma(q), which, loosely speaking, measures how much the surrounding fluid resists the
acceleration as the body moves through it (since it needs to be accelerated as well). Both Mg and
Ma(q) are symmetric and positive-semidefinite, and Mg is definite. The index “g” above stands for
“genuine”, and the index “a” for “added”.

We also introduce the impulses:

(1.10)

(
Πg
Pg

)
:=Mgp,

(
Πa
Pa

)
:=Ma(q)p,

(
Π
P

)
=

(
Πg +Πa
Pg + Pa

)
.

Christoffel symbols. We can then define the bilinear symmetric mapping Γ(q) associated with M(q)
by the formula

(1.11a) 〈Γ(q), p, p〉 :=


 ∑

16i,j63

Γki,j(q)pipj




16k63

∈ R
3,

where, for every i, j, k ∈ {1, 2, 3}, we set

(1.11b) Γki,j(q) :=
1

2

(
(Ma)

i
k,j + (Ma)

j
k,i − (Ma)

k
i,j

)
(q),

where (Ma)
k
i,j denotes the partial derivative with respect to qk of the entry of indexes (i, j) of the

matrix Ma, that is

(1.11c) (Ma)
k
i,j :=

∂(Ma)i,j
∂qk

.

With a slight imprecision, we call the coefficients Γki,j the Christoffel symbols associated with the mass

matrix. Usually, one should multiply by M(q)−1 the right hand side (1.11b) considered as a column
vector indexed by k to get the standard Christoffel symbols.

We underline that since the genuine inertia Mg of the body is independent of the position q of the
solid, only the added inertia is involved in the Christoffel symbols.

Stream function for the circulation term. Now we can introduce a function ψ as follows. For every
q ∈ Q, there exists a unique C(q) ∈ R such that the unique solution ψ(q, ·) of the Dirichlet problem:

∆ψ(q, ·) = 0 in F(q)(1.12a)

ψ(q, ·) = C(q) on ∂S(q)(1.12b)

ψ(q, ·) = 0 on ∂Ω,(1.12c)
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satisfies

(1.12d)

∫

∂S(q)

∂ψ

∂n
(q, ·)ds = −1.

This can be seen easily by defining the corresponding harmonic function ψ̃(q, ·) with ψ̃(q, ·) = 1

on ∂S(q) and ψ̃(q, ·) = 0 on ∂Ω and renormalizing it (using the strong maximum principle gives
∂ψ̃
∂n (q, ·) < 0 on ∂S(q) so that

∫
∂S(q)

∂ψ̃
∂n (q, ·)ds < 0).

The function C(q) is actually the opposite of the inverse of the condenser capacity of S(q) in Ω,

that is, of
∫
F(q) |∇ψ̃(q, ·)|

2 dx. Observe that

∀q ∈ Q, C(q) = −

∫

F(q)
|∇ψ(q, ·)|2 dx < 0,(1.13)

C ∈ C∞(Q; (−∞, 0)) and depends on S0 and Ω.(1.14)

Regarding (1.14) and similar properties below of regularity with respect to shape, we refer to [11].

Force term. Eventually, we also define:

B(q) :=

∫

∂S(q)

(
∂ψ

∂n

(
∂ϕ

∂n
×
∂ϕ

∂τ

))
(q, ·) ds,(1.15a)

E(q) := −
1

2

∫

∂S(q)

(∣∣∣∣
∂ψ

∂n

∣∣∣∣
2 ∂ϕ

∂n

)
(q, ·) ds,(1.15b)

and the force term

(1.15c) F (q, p) := γ2E(q) + γ p×B(q).

We recall that γ denotes the circulation around the body.

Remark 1. The notations E and B are chosen on purpose to highlight the analogy with the Lorentz
force acting on a charged particle moving under the influence of a couple of electromagnetic fields E
and B. This force vanishes if γ = 0.

It can be checked that

M ∈ C∞(Q;S++
3 (R)) and depends on S0,m,J and Ω,(1.16a)

F ∈ C∞(Q× R
3;R3) and depends on S0, γ and Ω, and vanishes when γ = 0,(1.16b)

Γ ∈ C∞(Q;BL(R3 × R
3;R3)) and depends on S0 and Ω.(1.16c)

Above S++
3 (R) denotes the set of real symmetric positive-definite 3 × 3 matrices, BL(R3 × R

3;R3)
denotes the space of bilinear mappings from R

3 × R
3 to R

3.
We stress thatM does not depend on the circulation γ whereas F does not depend on m and J and

Γ does not depend on m, γ and J . In the following, when specifying these dependences is relevant,
we will denote

(1.17) M [S0,m,J ,Ω], Γ[S0,Ω] and F [S0, γ,Ω] instead of M, Γ and F.

Now our first result gives a reformulation of the system in terms of an ordinary differential equation.
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Theorem 1. Up to the first collision, System 1.1 is equivalent to the second order ODE

q′ = p,(1.18a)

M(q)p′ + 〈Γ(q), p, p〉 = F (q, p),(1.18b)

with Cauchy data

q(0) = 0 ∈ Q, p(0) = (ω0, ℓ0) ∈ R× R
2.

The proof of Theorem 1 is postponed to Section 9.

Remark 2. Note that if γ = 0 and one faces the potential case, then the ODE (1.18) means that the
particle is moving along the geodesics associated with the Riemann metric induced on Q by the matrix
M(q).

According to classical ODE theory there exists a maximal time T > 0 and q ∈ C∞([0, T );Q) a
unique solution to (1.18) with Cauchy data q(0) = (0, 0), p(0) = (ω0, ℓ0) and given γ.

Moreover, it follows from Corollary 1 below that T is the time of the first collision of the solid with
the outer boundary of the fluid domain. If there is no collision, then T = +∞.

Let us now turn our attention to the limit of the dynamics when the size of the solid goes to 0. As
mentioned above, we will distinguish two cases:

• Case (i): when the mass of the solid is fixed (and then the solid tends to a massive pointwise
particle), and

• Case (ii): when the mass tends to 0 along with the size (and then the solid tends to a massless
pointwise particle).

1.2. Case (i): Dynamics of a solid shrinking to a pointwise massive particle. For every
ε ∈ (0, 1], we denote

(1.19) Sε0 := εS0,

and for every q = (ϑ, h) ∈ R
3,

(1.20) Sε(q) := R(ϑ)Sε0 + h and Fε(q) = Ω \ S̄ε(q).

The solid occupying the domain Sε(q) is assumed to have a mass and a moment of inertia of the form

(1.21) mε = m and J ε = ε2J 1,

where m > 0 and J 1 > 0 are fixed.
With these settings, we denote by (qε, pε) the solution to the ODE (1.18) associated with M ε :=

M [Sε0 ,m
ε,J ε,Ω], Γε := Γ[Sε0 ,Ω] and F

ε := F [Sε0 , γ,Ω] in place of M , Γ and F , respectively, defined
on the maximal time interval [0, T ε). We decompose qε into

qε = (ϑε, hε) ∈ R× R
2.

Notice that γ and the Cauchy data (p0, q0) are not depending on ε. The latter are decomposed into

p0 = (ω0, ℓ0) and q0 = (0, 0).

Our first result is the convergence, in this setting, of hε to the solution of a massive point vortex
equation. Let us introduce this limit equation. Let (h(i), T(i)) be the maximal solution of the ODE:

m(h(i))
′′ = γ

(
(h(i))

′ − γuΩ(h(i))
)⊥

for t ∈ [0, T(i)), with h(i)(0) = 0 and (h(i))
′(0) = ℓ0,(1.22)
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where uΩ is the Kirchhoff-Routh velocity defined as follows. We introduce ψ0
∂S(h, ·) as the solution of

the following Dirichlet problem:

(1.23) ∆ψ0
∂S(h, ·) = 0 in Ω, ψ0

∂S(h, ·) = G(· − h) on ∂Ω,

where

(1.24) G(r) := −
1

2π
ln |r|.

The Kirchhoff-Routh stream function ψΩ is defined as

(1.25) ψΩ(x) :=
1

2
ψ0

∂S
(x, x),

and the Kirchhoff-Routh stream velocity uΩ is defined by

(1.26) uΩ := ∇⊥ψΩ,

where ∇⊥ := (−∂2, ∂1).
The existence of (h(i), T(i)) follows from classical ODE theory. Moreover it follows from the energy

conservation stated below in (2.24) and from the continuity of the Kirchhoff-Routh stream function
ψΩ in Ω that T(i) is the time of the first collision of h(i) with the outer boundary ∂Ω of the fluid
domain. If there is no collision, then T(i) = +∞.

The precise statement of our first convergence result is as follows.

Theorem 2. Let

• S0 ⊂ Ω;
• p0 ∈ R

3 and (γ,m,J ) ∈ R× (0,+∞)× (0,+∞);
• (h(i), T(i)) be the maximal solution of (1.22);
• for every ε ∈ (0, 1] small enough to ensure that Sε0 ⊂ Ω, ((qε, pε), T ε) be the maximal solution
of (1.18) with

M ε =M [Sε0 ,m
ε,J ε,Ω], Γε = Γ[Sε0 ,Ω] and F

ε = F [Sε0 , γ,Ω]

in place of M, Γ and F, respectively,

where Sε0 is given by (1.19) and mε,J ε are given by (1.21), and with the initial data

(qε, pε)(0) = (0, p0).

Then, as ε→ 0,

• lim inf T ε > T(i),

• hε −⇀ h(i) in W
2,∞([0, T ];R2) weak-⋆ for all T ∈ (0, T(i)),

• εϑε −⇀ 0 in W 2,∞([0, T ];R) weak-⋆ for all T ∈ (0, T(i)).

1.3. Case (ii): Dynamics of a solid shrinking to a pointwise massless particle. In this section
the solid is still assumed to occupy initially the domain Sε0 given by (1.19) but we assume now that it
has a mass and a moment of inertia given by

(1.27) mε = αεm
1 and J ε = αεε

2J 1,

where αε → 0 when ε → 0 and α1 = 1, and where m1 > 0 and J 1 > 0 are fixed. In order to simplify
the notations we will assume that αε is of the form

αε = εα,

with α > 0. The particular case where α = 2 corresponds to the case of a fixed solid density. Case (i)
corresponded to the case where α = 0.
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In this setting, we denote by (pε, qε) the solution to the ODE (1.18) defined on the time interval
[0, T ε). Let us stress that the circulation γ and the Cauchy data are still assumed not to depend on
ε. Moreover we will assume that

γ 6= 0.

Our second result is the convergence of hε to the solution of the point vortex equation:

(h(ii))
′ = γuΩ(h(ii)) for t > 0, with h(ii)(0) = 0.(1.28)

It is well-known that the solution h(ii) is global in time, and in particular that there is no collision
of the vortex point with the external boundary ∂Ω. This follows from (2.25) below and the fact that
ψΩ(h) → +∞ when h comes close to ∂Ω, see for instance [22, Eq. (1.27)].

More precisely, our result is the following.

Theorem 3. Let

• S0 ⊂ Ω;
• γ 6= 0;
• p0 ∈ R

3 and (γ,m,J ) ∈ R× (0,+∞)× (0,+∞);
• h(ii) be the global solution of (1.28);
• for every ε ∈ (0, 1] small enough to ensure that Sε0 ⊂ Ω, ((qε, pε), T ε) be the maximal solution
of (1.18) with

M ε =M [Sε0 ,m
ε,J ε,Ω], Γε = Γ[Sε0 ,Ω] and F

ε = F [Sε0 , γ,Ω]

in place of M, Γ and F, respectively,

where Sε0 is given by (1.19) and mε,J ε are given by (1.27), and with the initial data

(qε, pε)(0) = (0, p0).

Then, as ε→ 0+,

• T ε −→ +∞,
• hε −⇀ h(ii) in W

1,∞([0, T ];R2) weak-⋆ for all T > 0.

1.4. A few comments. Let us emphasize that the limit systems obtained in Case (i) and in Case
(ii) do not depend on the body shape nor on the value of α > 0. Still the proof is more simple in the
case where the body is a disk. Indeed if S0 is a disk, in both Cases (i) and Case (ii), it follows directly
from (1.1e) that the rotation ϑε satisfies, for any ε ∈ (0, 1), ϑε(t) = tω0 as long as the solution exists.

One may wonder if the weak-⋆ convergence obtained in Theorem 2 and Theorem 3 can be improved.
In general it seems that some strong oscillations in time show up when ε→ 0 which prevent a strong
convergence. We plan to study this phenomenon by a multi-scale approach of the solution of the ODE
(1.18) in a forthcoming work. Once again the case where the body is a disk is likely to simplify the
discussion.

In Case (i), one may also raise the question whether it is possible that lim inf T ε > T(i). This
problem should be connected to the behaviour of the potentials and stream functions as the body
approaches the boundary; see for instance [3], [4] and [17] and references therein for this question.

The analysis performed in this paper can be easily adapted in order to cover the case where the
circulation γ depends on ε under the form γε = εβ γ1 with β > 0 in Case (i) and β ∈ (0, 1) in Case
(ii). Then one obtains respectively at the limit the trivial equations (h(i))

′′ = 0 and (h(ii))
′ = 0.

Our analysis should hold as well in the case of several bodies moving in the full plane or in a
multiply-connected domain, as long as there is no collision. This will be tackled in a forthcoming
work.
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Another natural question is whether or not one may extend the results of Theorem 2 and Theorem
3 to rotational flows. This issue is tackled in a more restricted geometric set-up in the work in
preparation [8].

2. Preliminary material

In this section, we introduce some material that will be important in the sequel.

We begin by introducing some notations.
Let

• for δ > 0,

Qδ := {q ∈ R
3 : d(S(q), ∂Ω) > δ},(2.1)

• for ε > 0,

(2.2) Qε := {q ∈ R
3 : d(Sε(q), ∂Ω) > 0}, Q := ∪ε∈[0,1)

(
{ε} × Qε

)
,

• for δ > 0,

Qε
δ := {q ∈ R

3 : d(Sε(q), ∂Ω) > δ}, Qδ := ∪ε∈[0,1)

(
{ε} × Qε

δ

)
,(2.3)

• for δ > 0 and ε0 ∈ (0, 1),

(2.4) Qδ,ε0 := {(ε, q) ∈ Qδ/ ε ∈ (0, ε0)}.

We will also make use, for δ > 0, of

(2.5) Ωδ := {x ∈ Ω/ d(x, ∂Ω) > δ}.

Observe that despite the fact that center of mass hε does not necessarily belong to Sε(q), we have
the following.

Lemma 1. Let δ > 0. There exists δ0 ∈ (0, δ) and ε0 ∈ (0, 1] such that for any (ε, q) ∈ Qδ,ε0, with
q = (ϑ, h), necessarily h ∈ Ωδ0 .

Proof of Lemma 1. Let us introduce R0 := max{|x|, x ∈ ∂S0}. Set δ0 := δ
2 and ε0 := min(1, δ

2R0
).

Let (ε, q) ∈ Qδ,ε0 , with q = (ϑ, h). We pick h ∈ Sε(q); in particular d(h, ∂Ω) > δ. Since Sε(q) is a

subset of the closed disk B(h, εR0) of center h and of radius εR0, we have d(h, h) 6 εR0 6 δ
2 . Then

observing that d(h, ∂Ω) > d(h, ∂Ω)− d(h, h) > δ0, we deduce the claim. �

2.1. Dynamics of the solid without external boundary. Theorem 1 extends to the case of a
bounded domain Ω a result which is well-known in the case where the domain Ω occupied by the
fluid-solid system is the plane whole, i.e. Ω = R

2, with the fluid at rest at infinity. And it turns out
that the objects associated with this case are of central importance in our analysis.

The equations (1.18) when Ω = R
2 are as follows:

(2.6) q′ = p, M∂Ω,ϑ p
′ + 〈Γ∂Ω,ϑ, p, p〉 = F∂Ω,ϑ(p),

where

(2.7) M∂Ω,ϑ :=M [S0,m
1,J 1,R2](q), Γ∂Ω,ϑ := Γ[S0,R

2](q) and F∂Ω,ϑ(p) := F [S0, γ,R
2](q, p).
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Observe in particular that the dependence on q ofM , Γ and F reduces to a dependence on the rotation
R(ϑ) only; from now on, we will mention this dependence on ϑ through an index, so q does no longer
appear as an argument.

Of course, as previously, M , Γ and F also depend on S0, m
1, J 1 and γ, but here this dependence

can be made rather explicit. We describe below the form of these functions.

Kirchhoff potential and inertia matrices. Let us first denote by ϕ∂Ω, j, for j = 1, 2, 3, the Kirchhoff’s
potentials in R

2 \ S0 which are the functions that satisfy the following Neumann problem:

∆ϕ∂Ω, j = 0 in R
2 \ S0,(2.8a)

∂ϕ∂Ω, j

∂n
= x⊥ · n for j = 1 on ∂S0,(2.8b)

∂ϕ∂Ω, j

∂n
= ej−1 · n, for j = 2, 3 on ∂S0,

∇ϕ∂Ω, j(x) → 0 at infinity.(2.8c)

We also denote

(2.9) ϕ∂Ω := (ϕ∂Ω,1, ϕ∂Ω,2, ϕ∂Ω,3)
t.

We can now define the added mass matrix

(2.10) Ma, ∂Ω :=

∫

∂S0

ϕ∂Ω ⊗
∂ϕ∂Ω

∂n
ds =

( ∫

R2\S0

∇ϕ∂Ω,i · ∇ϕ∂Ω,jdx
)
16i,j63

.

Let us notice that the matrix Ma, ∂Ω is symmetric positive-semidefinite and depends only on S0.
Actually it is positive definite if and only if S0 is not a disk. Moreover, when S0 is a disk, the matrix
Ma,∂Ω is diagonal, of the form Ma,∂Ω := diag (0,ma,∂Ω,ma,∂Ω) with ma,∂Ω > 0.

Then we can introduce the mass matrix M1∂Ω,ϑ(q) taking the rotation into account by

(2.11) M1
∂Ω,ϑ :=M1

g +Ma, ∂Ω,ϑ, M1
g :=



J 1 0 0
0 m1 0
0 0 m1


 and Ma,∂Ω,ϑ := R(ϑ)Ma,∂ΩR(ϑ)t.

Above we used the notation

(2.12) R(ϑ) :=

(
1 0
0 R(ϑ)

)
∈ SO(3).

Christoffel symbols. Without outer boundary, the Christoffel symbols take the simple following form:

(2.13) 〈Γ∂Ω,ϑ, p, p〉 := −

(
0

Pa, ∂Ω,ϑ

)
× p− ωMa, ∂Ω,ϑ

(
0
ℓ⊥

)
,

where Pa, ∂Ω,ϑ denotes the last two coordinates of Ma, ∂Ω,ϑ p.

Force term. The force term F∂Ω,ϑ(p) in that case is given by

(2.14) F∂Ω,ϑ(p) := γ

(
ζϑ · ℓ

ℓ⊥ − ωζϑ

)
,

where

(2.15) ζϑ := R(ϑ)ζ,
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and the geometric constant ζ ∈ R
2, depending only on S0 is defined as follows. In the same spirit as

(1.12), we first introduce the function ψ−1
∂Ω as the solution of

−∆ψ−1
∂Ω = 0 in R

2 \ S0,(2.16a)

ψ−1
∂Ω = C∂Ω on ∂S0,(2.16b)

ψ−1
∂Ω = O(ln |x|) at infinity,(2.16c)

where the constant

(2.16d) C∂Ω = −
1

2π
ln

(
1

Cap∂S0

)

is such that:

(2.16e)

∫

∂S0

∂ψ−1
∂Ω

∂n
ds = −1.

The existence and uniqueness of ψ−1
∂Ω will be recalled below in Corollary 6.

Then ζ is defined by

(2.17) ζ := −

∫

∂S0

x
∂ψ−1

∂Ω

∂n
ds.

and it is usually referred to as the conformal center of gravity of S0.
An important feature of the force F∂Ω,ϑ(p) is that it is gyroscopic, in the sense of the following

definition, see for instance [1, p. 428].

Definition 1. We say that a vector field F ∈ C∞(R3 × R
3;R3) is gyroscopic if for any (q, p) in

R
3 × R

3, p · F (q, p) = 0.

Indeed, for any (ϑ, p) in R× R
3, the force F∂Ω,ϑ(p) can be written as

(2.18) F∂Ω,ϑ(p) = γp×B∂Ω,ϑ,

with

(2.19) B∂Ω,ϑ =

(
−1
ζ⊥ϑ

)
.

We used the following formula for the vector product, which will be also useful later on in some
computations:

(2.20) ∀pa := (ωa, ℓa), pb := (ωb, ℓb) in R× R
2, pa × pb = (ℓ⊥a · ℓb, ωa ℓ

⊥
b − ωb ℓ

⊥
a ).

Observe that, compared to (1.15c), there is no electric-type field in (2.18).

The derivation of (2.6) seems to date back at least to Lamb [14, Article 134a.]. With respect
to Theorem 1, the analysis is simplified from a geometrical point of view, since considering a frame
attached to the body allows to reduce the problem to a fixed boundary one. In order to overcome the
geometrical difficulty in the proof Theorem 1, we extend the analysis performed by the second author
in [19] in the case of a vanishing circulation. We end up with a less explicit expression of the force,
see (1.15), as compared to the force term F∂Ω,ϑ(p) described in (2.14).

Remark 3. Let us mention that the derivation of (2.6) can also be obtained with a different strategy,
relying on the use of complex analysis and more particularly on Blasius’ lemma. This approach is due
to Kutta, Joukowski and Chaplygin. An elegant exposition is given in [18, Article 9.53]. In this latter
approach the geometrical vector ζ appears as a complex integral. The link is given by the following
lemma, whose proof is postponed to an appendix.
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Lemma 2. Denote ∇⊥ψ−1
∂Ω := (H1,H2) and ζ := (ζ1, ζ2). Then

ζ1 + iζ2 =

∫

∂S0

z(H1 − iH2) dz.

2.2. The role of the energy. In this subsection, we discuss several aspects concerning the energy
of the systems considered here. The energy plays a central role in our analysis.

Conservation of energy. An important feature of the system (1.18) is that it is conservative. More
precisely, we have the following result.

Proposition 1. For any (q, p) ∈ C∞([0, T ];Q × R
3) satisfying (1.18) one has

(2.21)
d

dt
E(q, p) = 0, where E(q, p) :=

1

2
M(q)p · p+ U(q),

where the potential energy U(q) is given by

U(q) := −
1

2
γ2C(q),

with C(q) given by (1.12). Moreover

(2.22) ∀q ∈ Q, E(q) =
1

2
DC(q).

Above the notation DC(q) stands for the derivative of C(q) with respect to q. Let us emphasize
that the energy function E belongs to C∞(Q×R

3;R) and is the sum of two positive signs, see (1.14)
and (1.16a). In addition to its dependence on q and p, the energy E depends on S0,m,J , γ and Ω.

If we assume that the body stays at distance at least δ > 0 from the boundary we may infer a bound
of the body velocity depending only on the data and on δ. Indeed we have the following immediate
corollary of Proposition 1, (1.14) and (1.16a).

Corollary 1. Let

• S0 ⊂ Ω, p0 ∈ R
3 and (γ,m,J ) ∈ R× (0,+∞) × (0,+∞);

• δ > 0;
• (q, p) ∈ C∞([0, T ];Qδ × R

3) satisfying (1.18) with the Cauchy data (q, p)(0) = (0, p0).

Then there exists K > 0 depending only on S0,Ω, p0, γ,m,J , δ such that |p|R3 6 K on [0, T ].

Let us refer here to [12] for an example of collision of a disk moving in a potential flow (that is in
the case where γ = 0) with the fixed boundary of the fluid domain.

The case of the whole plane. In the case where the domain Ω occupied by the fluid-solid system is
the plane whole, i.e. Ω = R

2, with the fluid at rest at infinity, the potential C(q) degenerates to the
geometric constant C∂Ω. This, combined with (2.22), explains why there is no electric-type field in
(2.18).

Another consequence of the degeneracy of the potential C(q) into a geometric constant in that case
is that the equivalent of Proposition 1 gives the conservation of the kinetic energy

(2.23) E∂Ω,ϑ(p) :=
1

2
M∂Ω,ϑ p · p.

Observe in particular that the meaningless constant 1
2γ

2C∂Ω has been discarded.

Energy for the limit equations. Let us now turn to the energy conservations for the limit equations.
It is classical and elementary to see that for any h ∈ C∞([0, T ]; Ω),
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• satisfying (1.22) one has

(2.24)
d

dt
E(i)(h, ℓ) = 0, with E(i)(h, ℓ) :=

1

2
mℓ · ℓ− γ2ψΩ(h), with ℓ = h′,

• satisfying (1.28) one has

(2.25)
d

dt
E(ii)(h) = 0, with E(ii)(h) := γ2ψΩ(h).

Theorem 2 and Theorem 3 therefore respectively assert the convergence of the trajectories of the
system (1.18) associated with the energy E(q, p) given by (2.21) to those of the Hamiltonian system
(1.22) associated with the energy (2.24) in Case (i) and to the Hamiltonian system (1.28) associated
with the energy (2.25) in Case (ii).

For further Hamiltonian aspects related to Systems (1.1) and (1.28), we refer for instance to [15, 20, 23].

2.3. Scaling with respect to ε. In this subsection, we give a few remarks concerning the scaling of
several objects with respect to ε.

Genuine inertia matrix and kinetic energy. Under the relation (1.27), the matrix of genuine inertia
reads

(2.26) M ε
g :=



J ε 0 0
0 mε 0
0 0 mε


 = εα



ε2J 1 0 0
0 m1 0
0 0 m1


 .

Let us introduce

(2.27) Iε :=



ε 0 0
0 1 0
0 0 1


 .

Now we can extract ε from the inertia matrix as follows:

(2.28) M ε
g = εαIεM

1
g Iε, with M

1
g :=



J 1 0 0
0 m1 0
0 0 m1


 .

Hence it is natural to associate with pε := (ωε, ℓε)t the vector

(2.29) p̂ε := Iεp
ε =

(
ω̂ε

ℓε

)
with ω̂ε := εωε.

In particular the solid kinetic energy of the solid can be recast as

(2.30)
1

2
M ε
gp

ε · pε =
1

2
εαM1

g p̂
ε · p̂ε.

Hence the natural counterpart to ℓε for what concerns the angular velocity is rather εωε than ωε.
This can also be seen on the boundary condition (1.1f): when x belongs to ∂Sε(t), the term

ωε(x− hε)⊥ is of order εωε and is added to ℓε.

Added inertia matrix. The matrix M ε
a corresponding to the added inertia in Ω associated with the

solid Sε of size ε depends in an intricate way on ε, see Proposition 4 below. However in the case of an
outer domain such as described in Subsection 2.1, the added inertia matrix behaves in a simple way.
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Let M ε
a,∂Ω be the matrix defined as in (2.10) for the solid Sε0 , and let us recall that Ma,∂Ω denotes

the one corresponding to S0, that is for ε = 1. Then one easily sees after suitable scaling arguments
that

(2.31) M ε
a,∂Ω = ε2IεMa,∂ΩIε.

Other terms in the case without outer boundary. The other terms in (2.6) have also a simple scaling
with respect to ε, in the case where there is no external boundary.

Concerning the Christoffel symbols (2.13), it is not hard to check that

(2.32) 〈Γε
∂Ω,ϑ, p

ε, pε〉 = εIε〈Γ∂Ω,ϑ, p̂
ε, p̂ε〉,

and concerning the force term (2.14) that

(2.33) F ε
∂Ω,ϑ(p

ε) = IεF∂Ω,ϑ(p̂
ε).

3. Scheme of proof of the main results: Theorem 2 and Theorem 3

In this section we give the scheme of the proof of Theorem 2 (Case (i)) and of Theorem 3 (Case
(ii)). The proof is split into six parts.

3.1. ODE Formulation. The first step of the proof consists in establishing the reformulation of
the system in terms of an ordinary differential equation given by Theorem 1. Once this is obtained
(see Section 9), we will prove in addition that the Christoffel symbols can be split into two parts:
one taking into account the effect of the solid rotation and the other part encoding the effect of the
exterior boundary.

First, we let:

(3.1) 〈ΓS(q), p, p〉 := −

(
0
Pa

)
× p− ωMa(q)

(
0
ℓ⊥

)
∈ R

3.

We can notice that one also has

〈ΓS(q), p, p〉 = −

(
0
P

)
× p− ωM(q)

(
0
ℓ⊥

)
∈ R

3,

since the extra terms cancel out. Let us recall that Pa and P are defined in (1.10).
Next, for every j, k, l ∈ {1, 2, 3}, we set

(3.2) (Γ∂Ω)
j
k,l(q) :=

1

2

∫

∂Ω

(
∂ϕj
∂τ

∂ϕk
∂τ

Kl +
∂ϕj
∂τ

∂ϕl
∂τ

Kk −
∂ϕk
∂τ

∂ϕl
∂τ

Kj

)
(q, ·) ds,

and we associate correspondingly Γ∂Ω(q) ∈ BL(R3 × R
3;R3) so that for p = (p1, p2, p3) ∈ R

3:

(3.3) 〈Γ∂Ω(q), p, p〉 :=


 ∑

16k,l63

(Γ∂Ω)
j
k,l(q) pkpl




16j63

∈ R
3.

The Christoffel symbols satisfy the following relation.

Proposition 2. For every q ∈ Q and for every p ∈ R
3 we have:

(3.4) 〈Γ(q), p, p〉 = 〈ΓS(q), p, p〉+ 〈Γ∂Ω(q), p, p〉.
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The proof of Proposition 2 is given in Section 9.4. We emphasize that in (3.4) and the expressions
above, with respect to (1.11c), there is no derivative with respect to q, that is, no shape derivative. We
will see that in this decomposition, Γ∂Ω obeys a softer scaling law with respect to ε than Γ (compare
(2.32) and (6.9) below.)

Next we work on Equations (1.18) with a shrunk solid, that is

(qε)′ = pε,(3.5a)

M ε(qε)(pε)′ + 〈Γε(qε), pε, pε〉 = F ε(qε, pε),(3.5b)

where

M ε := M [Sε0 ,m
ε,J ε,Ω], Γε := Γ[Sε0 ,Ω] and F

ε := F [Sε0 , γ,Ω].

Recall that the difference between Case (i) and Case (ii) is that mε,J ε are given by (1.21) in the
first case whereas they are given by (1.27) in the second one. The functions M ε(q), 〈Γε(q), p, p〉 and
F ε(q, p) are defined for q in Qε and for p in R

3.

3.2. Behaviour of the energy as ε→ 0+. We will of course need uniform estimates of pε as ε→ 0+

in order to establish the result. The energy is the natural candidate to yield such estimates. Hence
we are led to consider the behavior of the energy with respect to ε. We index the energy as follows:

(3.6) Eε(qε, pε) :=
1

2
M ε(qε)pε · pε + U ε(qε),

where the potential energy U ε is given by

(3.7) U ε(q) := −
1

2
γ2Cε(q).

• Potential energy. Let us start with the potential energy which does not depend on whether we
consider Case (i) or Case (ii). The following result establishes that the potential energy U ε(qε)
diverges logarithmically with ε. The expansion is uniform, in the sense that the reminder is uniformly
bounded, as long as the solid stays at a positive distance from the external boundary.

Lemma 3. For any δ > 0, there exists ε0 ∈ (0, 1) and a function Ur ∈ L
∞(Qδ,ε0 ;R) such that for any

(ε, q) in Qδ,ε0,

(3.8) U ε(q) =
1

2
γ2
(
G(ε) − C∂Ω

)
− γ2ψΩ(h) + εUr(ε, q).

Lemma 3 follows from Lemma 6 below.
Although the first term in the right hand side of (3.8) diverges as ε goes to 0 it can be discarded from

the energy (3.6) since it does not depend on the solid position and velocity. Hence the renormalized
energy Ěε(qε, pε) defined by

(3.9) Ěε(qε, pε) :=
1

2
M ε(qε)pε · pε − γ2ψΩ(h

ε) + εUr(ε, q
ε),

is also conserved according to the following result which is obtained by combining (3.6) and (3.8).

Corollary 2. Let (qε, pε) and T ε as in Theorem 2 or as in Theorem 3. Then, till T ε, there holds:

(3.10)
d

dt
Ěε(qε, pε) = 0.
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• Kinetic energy. Let us now deal with the kinetic energy 1
2M

ε(qε)pε · pε. Let, for any ϑ ∈ R, for any
ε ∈ (0, 1),

(3.11) Mϑ(ε) :=

{
M1
g + ε2−αMa,∂Ω,ϑ if α 6 2,

Ma,∂Ω,ϑ + εα−2M1
g if α > 2,

and, for any p ∈ R
3,

(3.12) Eϑ(ε, p) :=
1

2
Mϑ(ε)p · p.

Then we have the following result.

Lemma 4. Let δ > 0. In Case (i) (α = 0) and in Case (ii) (α > 0), there exists ε0 ∈ (0, 1) and a
function Mr ∈ L

∞(Qδ,ε0 ;R
3×3) depending on S0 and Ω, such that, for all (ε, q) ∈ Qδ,ε0, for all p ∈ R

3,

1

2
M ε(q)p · p = εmin(2,α) Eϑ(ε, p̂) +

1

2
ε4Mr(ε, q)p̂ · p̂, with p̂ = Iεp.

Lemma 4 is an immediate consequence of Proposition 4 below.
Now we slightly modify Eϑ in order to give general statements of the results covering the particular

case where S0 is a disk. Indeed if S0 is not a disk, whatever ϑ, Ma,∂Ω,ϑ is positive definite, whereas if
S0 is a disk, for any ϑ ∈ R, the matrixMa,∂Ω,ϑ is diagonal, of the formMa,∂Ω,ϑ = diag (0,ma,∂Ω,ma,∂Ω)
with ma,∂Ω > 0 not depending on ϑ.

Let us define M̃ϑ(ε), for any ϑ ∈ R, for any ε ∈ (0, 1), by setting M̃ϑ(ε) := Mϑ(ε) if S0 is not a

disk, and M̃ϑ(ε) := diag (1, 0, 0) +Mϑ(ε) if S0 is a disk. Then, for any p ∈ R
3, we define

(3.13) Ẽϑ(ε, p) :=
1

2
M̃ϑ(ε)p · p.

Then we straightforwardly have the following universal result.

Lemma 5. There exists K > 0 depending only on S0, m
1 and J 1 such that, for any (ε, ϑ, p) in

(0, 1) × R× R
3,

K|p|2
R3 6 Ẽϑ(ε, p) 6 K−1|p|2

R3 .

Let us recall that if S0 is a disk, in both Cases (i) and (ii), it follows directly from (1.1e) that for
any ε ∈ (0, 1), ωε = ω0 as long as the solution exists. Therefore combining Corollary 2 and Lemma 4
we obtain the following result for the slightly modified renormalized energy Ěε(qε, p̂ε) defined by

(3.14) Ĕε(qε, p̂ε) := εmin(2,α) Ẽϑ(ε, p̂
ε) +

1

2
ε4Mr(ε, q

ε)p̂ε · p̂ε − γ2ψΩ(h
ε) + εUr(ε, q

ε).

Let us recall that p̂ε is defined by (2.29).

Corollary 3. Let (qε, pε) and T ε be as in Theorem 2 or as in Theorem 3. Then, till T ε, there holds:

(3.15)
d

dt
Ĕε(qε, p̂ε) = 0.

Roughly speaking the two most important terms in the right hand side of (3.14) are the first and

third ones which are respectively of order O(εmin(2,α) |p̂ε|2
R3) and O(1) as long as there is no collision.

Indeed the uniformity in ε in Lemma 3 and Lemma 4 combined with the conservation property stated
in Corollary 3 allows to get the following counterpart of Corollary 1.
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Corollary 4. Let (qε, pε) satisfies the assumptions of Theorem 2 (α = 0) or of Theorem 3 (α > 0).
Assume that there exists T > 0, δ > 0 and ε0 ∈ (0, 1) such that for ε ∈ (0, ε0), T

ε > T and on
[0, T ], (ε, qε) is in Qδ,ε0. Then, reducing ε0 ∈ (0, 1) if necessary, there exists K > 0 depending only on

S0,Ω, p0, γ,m
1,J 1, δ such that for ε ∈ (0, ε0), ε

min(1,α
2
) |p̂ε|R3 6 K on [0, T ].

The proof of Corollary 4 is given in Section 8.1.

3.3. A drift term in the velocity of the center of mass. In Case (ii), Corollary 4 does not
provide a uniform bound of the solid velocity. An important part of the proof consists in finding an
appropriate substitute for the energy Ĕε(qε, p̂ε) which allows a better control on the body velocity.
This will be accomplished below by a modulated energy (see Section 3.5), which, roughly speaking,
consists in applying the energy Eϑ (see (3.12)) to some modified version of pε, which we will denote
by ˜̃pε.

This modulation is driven by the leading terms of the electric-type potential. We will establish
in Section 5.2.1 the following result regarding the expansion of Cε(q) with respect to ε. Let, for
q := (ϑ, h) ∈ R×Ω,

(3.16) ψc(q) := DhψΩ(h) · ζϑ.

Above Dh denotes the derivative with respect to h.

Lemma 6. Let δ > 0. There exists ε0 ∈ (0, 1) and a function Cr ∈ L∞(Qδ,ε0 ;R) such that for any
(ε, q) in Qδ,ε0,

(3.17) Cε(q) = −G(ε) + C∂Ω + 2ψΩ(h) + 2εψc(q) + ε2Cr(ε, q).

Observe that Lemma 3 follows from Lemma 6 by setting Ur(ε, q) := 1
2

(
γ2ψc(q) + εCr(ε, q)

)
. The

proof of Lemma 6 is postponed to Section 5.3.
Now, in the same way as we defined the Kirchhoff-Routh velocity uΩ by uΩ = ∇⊥ψΩ we introduce

the corrector velocity uc by

(3.18) uc(q) := ∇⊥
h ψc(q).

Observe that the function uc depends on Ω, S0, ϑ and on h, whereas uΩ depends only on Ω and h.
The modulation will consist in considering the unknown

(3.19) ˜̃ℓ := ℓ− γ(uΩ(h) + εuc(q))

rather than ℓ. Let us observe that γ(uΩ(h)+εuc(q)) is the beginning of the expansion of − 1
γ∇

⊥
hU

ε(q)

where U ε(q) is the electric-type potential energy defined in (3.7).
Moreover, as long as the solid does not touch the boundary, a bound of (3.19) is equivalent to a

bound of ℓ. Indeed the following lemma is a direct consequence of Lemma 1 and of the definitions of
uΩ and uc.

Lemma 7. There exists δ > 0, ε0 ∈ (0, 1) and K > 0 such that for any (ε, q) in Qδ,ε0 with q = (ϑ, h),
|uΩ(h) + εuc(q)|R3 6 K.

3.4. Geodesic-gyroscopic normal forms. We will establish that (3.5) can be put into a normal
form whose structure looks like (2.6). We first introduce two definitions.

Definition 2. We say that a vector field F ∈ L∞(Qδ,ε0 ×R
3;R3) is weakly nonlinear if for any δ > 0

there exists ε0 ∈ (0, 1) depending on S0, m, J , γ, Ω and δ such that for any (ε, q, p) ∈ Qδ,ε0 × R
3,

(3.20) |F (ε, q, p)|R3 6 K(1 + |p|R3 + ε|p|2
R3).
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Definition 3. We say that a vector field F ∈ C∞(R × Ω;R3) is weakly gyroscopic if for any δ > 0
there exists K > 0 depending on S0, Ω, γ and δ such that for any smooth curve q(t) = (ϑ(t), h(t)) in
R× Ωδ, we have, for any t > 0,

(3.21)
∣∣∣
∫ t

0

˜̃p · F (q)
∣∣∣ 6 εK(1 + t+

∫ t

0
| ˜̃p|2

R3),

with p = q′(t) = (ω, ℓ), ˜̃p = (ω̂, ˜̃ℓ), where ω̂ = εω, and ˜̃ℓ = ℓ− γ(uΩ(h) + εuc(q)).

Above uc(q) denotes the corrector velocity defined in (3.18).

We introduce

ω̂ε := εωε, ℓ̃ ε := ℓε − γuΩ(h
ε), p̃ ε := (ω̂ε, ℓ̃

ε
),

˜̃ℓ
ε
:= ℓε − γ(uΩ(h

ε) + εuc(q
ε)) and ˜̃p

ε
:= (ω̂ε, ˜̃ℓ

ε
).

Recall also that p̂ε was defined in (2.29). The normal forms are as follows.

Proposition 3. Let δ > 0. There exists ε0 ∈ (0, 1) and

• Hr, H̃r ∈ L∞(Qδ,ε0 × R
3;R3) depending on S0, γ and Ω, weakly nonlinear in the sense of

Definition 2;
• E1

b ∈ C
∞(R× Ω;R3) depending on S0 and Ω, weakly gyroscopic in the sense of Definition 3;

such that Equation (3.5) can be recast as

M1
g (p̂

ε)′ = F∂Ω,ϑε(p̃
ε) + εHr(ε, q

ε, p̂ ε),(3.22)

in Case (i), and

εmin(2,α) M̃ϑε(ε)
(
˜̃pε
)′
+ ε〈Γ∂Ω,ϑε , ˜̃p

ε
, ˜̃p
ε
〉 = F∂Ω,ϑε(˜̃p

ε
) + εγ2E1

b(q
ε) + εmin(2,α)H̃r(ε, q

ε, ˜̃p
ε
),(3.23)

in Case (ii).

• Motivations. The normal form (3.22) will be useful in order to pass to the limit in Case (i)
and the normal form (3.23) both in order to get a uniform bound of the velocity and to pass
to the limit in Case (ii). It would be actually possible to deal with the case where α is small
with a less accurate normal form and still get an energy estimate.

In particular in order to get a uniform bound of the velocity in Case (ii) we will perform an
estimate of an energy adapted to the normal form (3.23). Observe that should the right hand
side vanish the normal form (3.23) would be the geodesic equation associated with the metric

M̃ϑ(ε). On the other hand the right hand side is the sum of terms with a quite remarkable
structure: the leading term F∂Ω,ϑε(˜̃p

ε
) is gyroscopic in the sense of Definition 1, the electric-

type term E1
b(q

ε) is weakly gyroscopic in the sense of Definition 3; and the reminder H̃r is
weakly nonlinear.

Regarding the passage to the limit we will face an extra difficulty: the force, including the
leading term F∂Ω,ϑε , depends on the unknown εϑε through ϑε, that is singularly. This difficulty
will be overcome by using some averaging effect; see Lemma 31 and (8.16) in Case (i), and
(8.20) in Case (ii).

• Ideas of the proof of Proposition 3. To get Proposition 3, we will perform expansions of
the inertia matrix, of the Christoffel symbols and of the force terms with respect to ε. Roughly
speaking the leading terms coming from the force terms will be gathered into the first term of
the left hand side of (3.22) and (3.23), see (7.64). A striking and crucial phenomenon is that
some subprincipal contributions (that is, of order ε) of the force terms will be gathered with
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the leading part of the Christoffel symbols into the second term of the left hand side of (3.23),
see Lemma 30 and (7.68). The leading part of the contribution coming from the Christoffel
symbols will be provided by the ΓS -part of the decomposition (3.4).

Remark 4. The normal forms above are inspired by the case without external boundary (see equation
(2.6)) and by the paper [2] where the authors consider the motion of a light charged particle in a
slowly varying electromagnetic field. The equation of motion for the particle is an ordinary differential
equation involving a small parameter in front of the higher order term. In order to restore some
uniformity with respect to the small parameter they use a modulation, subtracting to the particle
velocity the |B|−2E×B drift, and a normal form, see [2, Eq. (3.5)], where the only remaining singular
term appears through a Lorentz gyroscopic force. This allows to tackle the convergence of the particle
motion to the so-called guiding center motion despite the fast oscillations induced by the gyroscopic
force.

However our drift term (0, γ(uΩ(h) + εuc(q))) does not enter this framework. Actually the use of
the |B|−2E×B drift could give a modulated energy estimate only in the case α 6 1, and in particular
not in the case of a solid with a fixed homogeneous density (α = 2). Moreover it would not be adapted
to the passage to the limit.

3.5. Modulated energy estimates. In Case (i), Corollary 4 provides a uniform bound of ℓε as long
as the body stays at a positive distance from the external boundary. As mentioned above, in Case
(ii), Corollary 4 fails to provide such a bound.

However the structure established in Proposition 3 will allow us to obtain an estimate of the mod-
ulated energy

(3.24) Ẽϑ(ε, ˜̃p
ε),

where the functional Ẽϑ is defined in (3.13). Since the equation (3.23) looks like the equation (2.6) of
the case without external boundary for which the total energy is the kinetic energy defined in (2.23)
alone, one may hope to have a good behaviour of the the modulated energy (3.24) when time proceeds.
Indeed we have the following result.

Lemma 8. Let (qε, pε) satisfies the assumptions of Theorem 3. Then, as long as the solution exists,

(3.25)
d

dt
Ẽϑ(ε, ˜̃p

ε) = εmax(1−α,−1) γ2 ˜̃p
ε
· E1

b(q
ε) + ˜̃p

ε
· H̃r(ε, q, ˜̃p

ε).

Lemma 8 is proved in Section 8.2.
Then we use that Corollary 4 and Lemma 7 already give us that ε ˜̃p

ε
is bounded, and then that

H̃r ∈ L∞(Qδ,ε0 ×R
3;R3) is weakly nonlinear in the sense of Definition 2, that E1

b is weakly gyroscopic
in the sense of Definition 3 (using Lemma 1), Lemma 5 and Gronwall’s lemma to get the following
result.

Corollary 5. Let (qε, pε) satisfies the assumptions of Theorem 3. Assume that there exists T > 0,
δ > 0 and ε0 ∈ (0, 1) such that for ε ∈ (0, ε0), T

ε > T and on [0, T ], (ε, qε) is in Qδ,ε0. Then, reducing
ε0 ∈ (0, 1) if necessary, there exists K > 0 depending only on S0,Ω, p0, γ,m

1,J 1, δ and T such that
for ε ∈ (0, ε0), |p̂

ε|R3 6 K on [0, T ].

Corollary 5 therefore provides the same estimates for Case (ii) than Corollary 4 for Case (i).
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3.6. Passage to the limit. We deduce from Corollary 5 two different results. The first result regards
the lifetime T ε of (qε, pε) of the solution, which can be only limited by a possible encounter between
the solid and the boundary ∂Ω.

Lemma 9. There exists ε0 > 0, T > 0 and δ > 0, such that for any ε ∈ (0, ε0), we have

(3.26) T ε > T and on [0, T ], (ε, qε) ∈ Qδ,ε0
.

The proof of Lemma 9 is given in Section 8.3.
The second result establishes the desired convergence on any time interval during which we have a

minimal distance between Sε(q) and ∂Ω, uniform for small ε.

Lemma 10. Let ε1 > 0, δ̌ > 0 and Ť > 0 with Ť < T(i) in Case (i), and suppose that for any
ε ∈ (0, ε1), we have

(3.27) (ε, qε) ∈ Qδ̌,ε1
on [0, Ť ].

Then

• in Case (i), (hε, εϑε) −⇀ (h(i), 0) in W
2,∞([0, Ť ];R3) weak-⋆;

• in Case (ii), hε −⇀ h(ii) in W
1,∞([0, Ť ];R2) weak-⋆.

Let us recall that (h(i), T(i)) denotes the maximal solution of (1.22) and h(ii) the global solution of
(1.28). The proof of Lemma 10 is given in Section 8.4. It consists in passing to the weak limit, with
the help of all a priori bounds, in each term of (3.22) or (3.23).

Then to get the precise results of Theorems 2 and 3, it will only remain to extend the time interval
on which the above convergences are valid. This is done in Section 8.

Organization of the rest of the paper. Now the rest of the paper is organized as follows. In
Section 4, we prove the normal forms (3.22) and (3.23), relying on propositions on the asymptotic
expansions of the inertia matrix and the force term as ε goes to 0. These propositions are respec-
tively proved in Sections 6 and 7, relying on lemmas concerning the asymptotic expansions of stream
functions, proved in Section 5. Next in Section 8, we prove the results about the renormalized and
modulated energy estimates (Corollary 4 and Lemma 8), and concerning the passage to the limit (in-
cluding Lemmas 9 and 10) in order to conclude the proofs of Theorems 2 and 3. Finally Theorem 1,
Proposition 1 and Proposition 2, which are independent of ε, are proved in Section 9.

4. Conditional proof of the normal forms

The proof of the normal forms (3.22)-(3.23) consists first in expanding the functionsM ε(q), 〈Γε(q), p, p〉
and F ε(q, p) with respect to ε and then in plugging these expansions into (3.5). Next, further modifi-
cations are in order to reach the exact forms (3.22) and (3.23).

4.1. Expansions of the inertia matrix and of the force. We begin by giving the expansions in
terms of ε of the inertia matrix and of the force.

Inertia matrix. The first part concerns the expansion of the inertia matrix M ε
a(q) which is the

counterpart for the body of size ε of the added mass Ma(q) defined in (1.9b).
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Proposition 4. Let δ > 0. There exists ε0 ∈ (0, 1) and a function Mr ∈ L∞(Qδ,ε0 ;R
3×3) depending

on S0 and Ω, such that, for all (ε, q) ∈ Qδ,ε0,

(4.1) M ε
a(q) = ε2Iε

(
Ma, ∂Ω,ϑ + ε2Mr(ε, q)

)
Iε.

Let us recall that the matrix Ma, ∂Ω,ϑ is defined in (2.10) and (2.11) .
Force term. Now we turn to the force term. Indeed as hinted after Proposition 3, there is some
key combinations between terms coming from the expansion of 〈Γε(q), p, p〉 and the ones coming from
F ε(q, p). We therefore introduce, for (ε, q, p) ∈ Q× R

3,

(4.2) Hε(q, p) := F ε(q, p)− 〈Γε(q), p, p〉,

and state here the expansion of Hε(q, p). Roughly speaking, Proposition 5 below establishes that the
subprincipal term of Hε(q, p) can be decomposed as the sum of three terms:

• a term which can be interpreted as a Christoffel-type term,
• a term which has a special structure allowing the gain of one factor ε by integration by parts
in time,

• a term which can be absorbed by the principal term, up to introducing a corrector velocity.

Let us introduce in details these two last terms, which are denoted below respectively by E1
b and

E1
c .

The weakly gyroscopic subprincipal term E1
b . Let us introduce the geometrical constant 2× 2 matrix

(4.3) σ :=

∫

∂S0

∂ψ−1
∂Ω

∂n
(X)X ⊗X⊥ ds(X) + ζ ⊗ ζ⊥ =

∫

∂S0

∂ψ−1
∂Ω

∂n
(X) (X ⊗X⊥ − ζ ⊗ ζ⊥) ds(X),

which only depends on S0,

(4.4) σs :=
1

2
(σ + σt),

its symmetric part and the associated field force E1
b(q) defined, for q = (ϑ, h) in R× Ω, by

(4.5) E1
b(q) :=



−〈D2

xψ
0
∂S(h, h), R(−2ϑ)σs〉R2×2

0
0


 .

Lemma 11. The vector field E1
b ∈ C∞(R × Ω;R3) defined by (4.5) is weakly gyroscopic in the sense

of Definition 3.

Proof of Lemma 11. First, for any smooth curve q(t) = (ϑ(t), h(t)) in R× Ω there holds

−

∫ t

0
p̂ ·

1

ε
E1
b(q) =

1

2
〈D2

xψ
0
∂S(h, h), R(−2ϑ +

π

2
)σs〉R2×2(t)−

1

2
〈D2

xψ
0
∂S(0, 0), R(

π

2
)σs〉R2×2(4.6)

−

∫ t

0
〈D3

xψ
0
∂S(h, h) · ℓ,R(−2ϑ +

π

2
)σs〉R2×2 ds,

where p = q′ = (ω, ℓ), ˜̃p = (ω̂, ˜̃ℓ), ω̂ = εω, and ˜̃ℓ = ℓ− γ(uΩ(h) + εuc(q)).
The conclusion then follows from crude bounds, Lemma 1, the smoothness of the function ψ0

∂S

defined in (1.23) and Lemma 7. �
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The drift subprincipal term E1
c . Let us introduce the force field E1

c(q) defined, for q = (ϑ, h) in R×Ω,
by

(4.7) E1
c(q) := −

(
ζϑ · uc(q)
(uc(q))

⊥

)
.

Above uc(q) denotes the corrector velocity defined in (3.18).

Let

(4.8) p := (ω, ℓ) p̃ := (ω̂, ℓ̃), ω̂ := εω, and ℓ̃ := ℓ− γuΩ(h).

The asymptotic expansion that we obtain for the force term is as follows.

Proposition 5. Let δ > 0. There exists ε0 ∈ (0, 1) and Hr ∈ L∞(Qδ,ε0 × R
3;R3) depending on S0, γ

and Ω, weakly nonlinear in the sense of Definition 2, such that for all (ε, q) ∈ Qδ,ε0, with q = (ϑ, h),
for all p ∈ R

3,

(4.9) Hε(q, p) = Iε

(
F∂Ω,ϑ(p̃) + εH1(q, p̃) + ε2Hr(ε, q, p̃)

)
,

with

H1(q, p̃) := −〈Γ∂Ω,ϑ, p̃, p̃〉+ γ2
(
E1
b(q) + E1

c(q)
)
.(4.10)

Let us recall that F∂Ω(p̃) is defined in (2.14) and Γ∂Ω,ϑ is defined in (2.13).
The proofs of Proposition 4 and Proposition 5 rely on the asymptotic expansions of stream and

potential functions with respect to ε. These expansions involve two scales corresponding respectively
to variations over length O(1) and O(ε) respectively on ∂Ω and ∂Sε(q). The profiles appearing in these
expansions are obtained by successive corrections, considering alternatively at their respective scales
the body boundary from which the external boundary seems far away and the external boundary from
which the body seems tiny, so that good approximations are given respectively by the case without
external boundary and without the body.

Then we plug these expansions into the expressions of the Christoffel symbol 〈Γε(q), p, p〉 and of
the force fields Eε and p×Bε and compute the leading terms of the resulting expansions. We will use
a lemma due to Lamb, cf. Lemma 22, to exchange some normal and tangential components in some
trilinear integrals over the body boundary. In particular, we will make appear in several terms of the
expansions of Eε and Bε some coefficients of the added inertia of the solid as if the external boundary
was not there. Strikingly this allows to combine the subprincipal terms of the expansions of E and B
with the leading term of the expansion of Γ, see Lemma 30 and (7.68).

4.2. From Propositions 4 and 5 to Proposition 3. We focus on the more delicate Case (ii). Case
(i) can be proved with the same strategy with some simplifications. In order to prove (3.23) we have
to perform additional manipulations. The first one is due to the fact that the expansion of Hε above

involves ℓ̃ rather than ˜̃ℓ. Consequently, to begin with, we modify the asymptotic expansion (4.9) of
Hε as follows, by changing the arguments of the functions in the right hand side.

Proposition 6. Let δ > 0. There exists ε0 ∈ (0, 1) and Ĥr ∈ L∞(Qδ,ε0 × R
3;R3) depending on S0, γ

and Ω, weakly nonlinear, such that, for all (ε, q) ∈ Qδ,ε0, with q = (ϑ, h), for all p := (ω, ℓ) ∈ R
3,

(4.11) Hε(q, p) = Iε

(
F∂Ω,ϑ(˜̃p)− ε〈Γ∂Ω,ϑ, ˜̃p, ˜̃p〉+ εγ2E1

b(q) + ε2Ĥr(ε, q, ˜̃p)
)
,

with ˜̃p := (ω̂, ˜̃ℓ), where ω̂ := εω, and ˜̃ℓ := ℓ− γ(uΩ(h) + εuc(q)).
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From Proposition 5 to Proposition 6. Let us take Proposition 5 for granted and let us see how to infer
Proposition 6.

Considering (2.19) and (4.7), we have

(4.12) F∂Ω,ϑ(˜̃p) = F∂Ω,ϑ(p̃) + εγ2E1
c(q).

This relation is the reason why we introduced ˜̃ℓ: the part E1
c of the subprincipal term H1 can be

absorbed by the principal term up to a modification of size ε of the arguments.
Combining (4.10) and (4.12) we infer that

F∂Ω,ϑ(p̃) + εH1(q, p̃)

= F∂Ω,ϑ(˜̃p)− ε〈Γ∂Ω,ϑ, ˜̃p, ˜̃p〉+ εγ2E1
b(q)− 2ε2γ〈Γ∂Ω,ϑ, ˜̃p, pc(q)〉 − ε3γ2〈Γ∂Ω,ϑ, pc(q), pc(q)〉,

where pc(q) := (0, uc(q)). It therefore remains to deduce from (4.9) that the function Ĥr defined by

Ĥr(ε, q, ˜̃p) := Hr(ε, q, ˜̃p + εγpc(q))− 2γ〈Γ∂Ω,ϑ, ˜̃p, pc(q)〉 − εγ2〈Γ∂Ω,ϑ, pc(q), pc(q)〉

is convenient.
Proof of Proposition 3. Using the Propositions 4 and 6, and recalling definition (2.29), the equation
(3.5) can be recast as follows:

(4.13)
(
εαM1

g + ε2Ma,∂Ω,ϑε + ε4Mr(ε, q
ε)
)
(p̂ε)′ = F∂Ω,ϑε(˜̃p

ε
)− ε〈Γ∂Ω,ϑε , ˜̃p

ε, ˜̃pε〉+ εγ2E1
b(q)

+ ε2Ĥr(ε, q
ε, ˜̃pε).

In the case where S0 is a disk, an extra difficulty is that the matrix appearing in the second term is sin-
gular. Indeed, for any ϑ ∈ R, the matrixMa,∂Ω,ϑ is diagonal, of the formMa,∂Ω,ϑ = diag (0,ma,∂Ω,ma,∂Ω)
with ma,∂Ω > 0 not depending on ϑ. Let us regularize the matrix Ma,∂Ω,ϑ into

M̃a,∂Ω,ϑ := diag (1,ma,∂Ω,ma,∂Ω).

As mentioned in Section 1.4 in the case where S0 is a disk, it follows directly from (1.1e) that the
rotation ϑε satisfies, for any ε ∈ (0, 1), (ϑε)′′(t) = 0 as long as the solution exists. Therefore the

equation (4.13) is valid as well with M̃a,∂Ω,ϑε instead of Ma,∂Ω,ϑε in the second term. Recalling the
notation (3.11) the right hand side of (4.13) reads

(4.14) εmin(2,α)
(
M̃ϑε(ε) + ε4−min(2,α)Mr(ε, q

ε)
)
(p̂ε)′

whether S0 is a disk or not.

We need further modifications to this equation in order to achieve the forms (3.22)-(3.23), due to
the fact that (4.14) contains some extra lower-order terms, and that the time derivative is applied to

ℓε rather than to ℓ̃ε.

Let us start with the first discrepancy. SinceMr ∈ L
∞(Qδ,ε0 ;R

3×3), reducing ε0 ∈ (0, 1) if necessary,

we get the following. For any (ε, q) ∈ Qδ,ε0 , with q = (ϑ, h), M̃ϑ(ε) + ε4−min(2,α)Mr(ε, q) is invertible
and Mr,1,Mr,2 defined, for (ε, q) ∈ Qδ,ε0 , by

Mr,1(ε, q) := M̃ϑ(ε)
(
M̃ϑ(ε) + ε4−min(2,α)Mr(ε, q)

)−1
,

Mr,2(ε, q) := ε−2
(
Mr,1(ε, q)− Id

)
,

are in L∞(Qδ,ε0 ;R
3×3).
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Let, for any (q, ˜̃p, ε) ∈ Qε × R
3 × [0, 1),

Hr(ε, q, ˜̃p) := Mr,1(ε, q)Ĥr(ε, q, ˜̃p) +Mr,2(ε, q
ε)
(
F∂Ω,ϑ(˜̃p)− ε〈Γ∂Ω,ϑ, ˜̃p, ˜̃p〉+ εγ2E1

b(q)
)
.(4.15)

Using that Ĥr ∈ L∞(Qδ,ε0 × R
3;R3) is weakly nonlinear in the sense of Definition 2 and that Mr,1

and Mr,2 are in L∞(Qδ,ε0 ;R
3×3) we obtain that Hr is weakly nonlinear as well.

Now equation (4.13) can be rephrased as

εmin(2,α) M̃ϑε(ε)(p̂
ε)′ + ε〈Γ∂Ω,ϑε , ˜̃p

ε, ˜̃pε〉 = F∂Ω,ϑε(˜̃p
ε
) + εγ2E1

b(q) + ε2Hr(ε, q
ε, ˜̃p

ε
).(4.16)

On the other hand, for the second discrepancy, we compute

( ˜̃ℓε)′ = (ℓε)′ −H♭
r(ε, q

ε, ˜̃p
ε
),(4.17)

where

H♭
r(ε, q, ˜̃p) = γ ˜̃ℓ · (∇uΩ)(h) + γ2(uΩ(h) + εuc(q)) · ∇uΩ(h) + γDϑuc(q)ω̂

+ εγDhuc(q) ·
(˜̃ℓ+ γ(uΩ(h) + εuc(q))

)
.

Let H̃r be defined by

(4.18) εmin(2,α)H̃r(ε, q, p) := ε2Hr(ε, q, p)−
(
εαM1

g + ε2Ma,∂Ω,ϑ

) [ 0

H♭
r(ε, q, p)

]
.

Then (3.23) is obtained by combining (4.16), (4.17) and (4.18). Moreover H̃r ∈ L∞(Qδ,ε0 × R
3;R3)

and is weakly nonlinear in the sense of Definition 2.

Hence the proof of Proposition 3 will be complete once Propositions 4 and 5 are established. �

5. Asymptotic development of the stream and potential functions

In this section, we establish asymptotic expansions for the circulation stream function and the
Kirchhoff potentials in the domain Fε(q), as ε tends to 0+. The asymptotic analysis of the Laplace
equation when the size of an inclusion goes to 0 has been deeply studied, cf. for example [17] and [13].
However to our knowledge the results of this section are not covered by the literature.

5.1. A few reminders about single-layer potentials. In order to get the asymptotic expansions
hinted above, we will look for a representation of these stream and potential functions as a super-
position of single-layer integrals supported by the two connected components ∂Sε(q) and ∂Ω of the
boundary of the fluid domain Fε(q). In this subsection, we give a few reminders about single-layer
potentials which we will use in the analysis. We refer for instance to [16] and [5].

Below we consider single-layer potentials of the form:

(5.1) SL[pC ] :=

∫

C
pC(y)G(· − y)ds(y),

where C is a smooth Jordan curve in the plane and pC belongs to the Sobolev space H− 1
2 (C). We say

that C is the support of the single-layer potential and that pC is a density on C.

• Harmonicity and trace. The formula (5.1) defines a function in the Sobolev space H1
loc(R

2) so that in

particular, for any pC in H− 1
2 (C), the trace of SL[pC ] on C is well-defined as a function of the Sobolev

space H
1
2 (C).
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• Jump of the derivative and density. The density pC is equal to the jump of the normal derivative of
SL[pC ] across C.

In order to state this rigorously let us be specific on the orientation of the normal. According to
Jordan’s theorem, the set R2 \ C has two connected components, one bounded (the interior), say Oi,
and the other one unbounded (the exterior), say Oe. Moreover the curve C is the boundary of each
component. We consider the restrictions of SL[pC ]:

ui := SL[pC ]|Oi
and ue := SL[pC]|Oe

.

Denote ni (respectively ne) the unit normal on C outward to Oi (resp. to Oe). Then the function ui
(respectively ue) is harmonic in Oi (resp. Oe) and the traces of the normal derivatives ∂ui

∂ni
and ∂ue

∂ne

on each side of C are well-defined in H− 1
2 (C) and satisfy

(5.2) pC =
∂ui
∂ni

−
∂ue
∂ni

.

In the sequel we will make use of single-layer potentials supported on the external boundary ∂Ω, on
the boundary ∂Sε(q) of the solid body and on the boundary ∂S0 of the rescaled body as well. We will
not use the notations ni nor ne but rather the notation n which always stands for the normal outward
the fluid. Hence we will have to particularly take care of the signs when referring to the formula (5.2).

• Kernel and rank. We will use the following facts:

The operator SL is Fredholm with index zero from L2(C) to H1(C);(5.3)

If pC ∈ H− 1
2 (C) satisfies

∫

C
pC ds = 0 and SL[pC] = 0 then pC = 0;(5.4)

If Cap(C) 6= 1, then for any pC ∈ H− 1
2 (C), SL[pC ] = 0 implies pC = 0.(5.5)

Above, with some slight abuses of notation, we omit to mention the trace operator on C and we write∫
C pC ds for the duality bracket 〈1, pC〉

H− 1
2 (C),H

1
2 (C)

. We refer to [16, Th. 7.17] for (5.3), to [16, Th.

8.12] for (5.4) and to [16, Th. 8.16] for (5.5).

In particular, using that Cap∂S0
< 1, we deduce the two following results.

Corollary 6. There exists a unique smooth function ψ−1
∂Ω solution of (2.16). Moreover,

(5.6) ψ−1
∂Ω = SL[p−1

∂Ω ], with p−1
∂Ω =

∂ψ−1
∂Ω

∂n
.

In potential theory −p−1
∂Ω is called the equilibrium density of ∂S0.

Corollary 7. Let g be a smooth function on ∂S0 such that

(5.7)

∫

∂S0

gp−1
∂Ω ds = 0.

Then there exists a unique bounded smooth function f such that

(5.8) −∆f = 0 in R
2 \ S0, and f = g on ∂S0.

Moreover, there exists a unique smooth density p∂S0 in C∞(∂S0) such that f = SL[p∂S0 ] and

(5.9)

∫

∂S0

p∂S0 ds = 0.
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Finally, f = O(|x|−1
R2 ) at infinity and

(5.10)

∫

∂S0

∂f

∂n
ds = 0.

Proof of Corollary 6 and 7. The uniqueness part of Corollary 6 and of Corollary 7 and the decaying
at infinity in Corollary 7 can be established by considering holomorphy at infinity of appropriate
functions, see for instance [5, Prop. 2.74. and Prop. 3.2.].

The existence part of Corollary 6 is given in [16, Th. 8.15]; it also follows from the properties of
the single-layers potentials recalled above, in particular (5.3) and (5.5).

Regarding the existence part of Corollary 7 we proceed in two steps.
First we prove that the operator which maps (p∂S0 , C) in L2(S0)×R to (SL[p∂S0 ]−C,

∫
∂S0

p∂S0 ds)

in H1(S0) × R is invertible. In order to prove this, we observe that this operator is Fredholm with
index zero as a consequence of (5.3). Moreover if (p∂S0 , C) is in the Kernel of this operator, then

SL[p∂S0 −
C
C∂Ω

p−1
∂Ω ] = 0, so that according to (5.4), p∂S0 = C

C∂Ω
p−1
∂Ω . Then using that

∫
∂S0

p∂S0 ds = 0

and

(5.11)

∫

∂S0

p−1
∂Ω ds = −1,

as a consequence of (2.16e) and of the second identity of (5.6), we get that C = 0 and therefore
p∂S0 = 0 as well.

Then (g, 0) is in the image of this operator, that is there exists (p∂S0 , C) ∈ L2(S0)× R such that

(5.12) SL[p∂S0 ]− C = g on ∂S0,

and (5.9). Observing that the trace of the operator SL on ∂S0 is self-adjoint we infer that
∫

∂S0

SL[p∂S0 ]p
−1
∂Ω ds =

∫

∂S0

p∂S0SL[p
−1
∂Ω ] ds = C∂Ω

∫

∂S0

p∂S0 ds = 0.(5.13)

Combining (5.7), (5.11), (5.12) and (5.13) we infer that C = 0.
Finally the smoothness part of Corollary 6 and of Corollary 7 follows from [16, Th. 7.16] and (5.10)

follows from (5.9), (5.2) and the vanishing by integration by parts of the interior contribution. �

• Regular integral operators. Since we consider single-layer potentials supported on two disjoint curves
and their values on both curves, we will also be led to consider regular integral operators. We recall
below some straightforward results which are useful in the sequel. Given C a smooth Jordan curve in
Ω, we introduce, for δ > 0,

Cδ := {x ∈ Ω / dist(x, C) < δ},

and define
Fδ : C

1
(
Ω \ Cδ;H

1
2 (C)

)
×H− 1

2 (C) → C1(Ω \ Cδ;R),

by setting, for any (b, pC) ∈ C1
(
Ω \ Cδ;H

1
2 (C)

)
×H− 1

2 (C), for any x ∈ Ω \ Cδ,

F [b, pC ](x) :=

∫

C
b(x, y)pC(y)ds(y).

This will be applied to b defined in a larger set but singular for x = y; this motivates our framework
for b.

Next, given another smooth Jordan curve C̃ in Ω \ Cδ and for b ∈ C1
(
Ω \ Cδ;H

1
2 (C)

)
, we define the

operator
Fδ,b : L

2(C) → H1(C̃)

by setting Fδ,b(pC) as the trace of Fδ[b, pC ] on C̃. We will make use of the following lemma.
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Lemma 12. Let δ > 0.

(i) The operator Fδ is bilinear continuous with a norm less than 1, in other words: for any (b, pC)

in C1
(
Ω \ Cδ;H

1
2 (C)

)
×H− 1

2 (C), one has

‖Fδ [b, pC ]‖C1(Ω\Cδ) 6 ‖b‖
C1
(
Ω\Cδ;H

1
2 (C)
) ‖pC‖

H− 1
2 (C)

.

(ii) If C̃ is a smooth Jordan curve in Ω \ Cδ and b ∈ C1
(
Ω \ Cδ;H

1
2 (C)

)
, the operator Fδ,b is compact

from L2(C) to H1(C̃).

The proof of Lemma 12 is elementary and left to the reader.

5.2. Statements of the results.

5.2.1. Circulation part. Let (ε, q) ∈ Q. Let us recall that the function ψε(q, ·) in Fε(q) is defined as
the solution to the Dirichlet boundary value problem:

−∆ψε(q, ·) = 0 in Fε(q),(5.14a)

ψε(q, ·) = Cε(q) on ∂Sε(q),(5.14b)

ψε(q, ·) = 0 on ∂Ω,(5.14c)

where the constant Cε(q) is such that:

(5.14d)

∫

∂Sε(q)

∂ψε

∂n
(q, ·)ds = −1.

Here, n stands for the unit normal vector to ∂Sε(q) ∪ ∂Ω directed toward the exterior of Fε(q). The
function ψε is the counterpart, for the case where the size of the solid is of order ε, of the function ψ
defined in (1.12) in the case where the size of the solid is of order 1. For any q ∈ Q, the existence and
uniqueness of a solution ψε(q, ·) of (5.14) is classical.

In order to state a result establishing an asymptotic expansion of Cε(q) and of ∂ψε

∂n (q, ·) on ∂Sε(q)
as ε→ 0 we need to introduce a few notations.

• Definition of ψ0
∂Ω(q, ·) and of P 0(q,X). We denote, for any q := (ϑ, h) in R × Ω, by P 0(q,X)

the harmonic polynomial

(5.15) P 0(q,X) := uΩ(h)
⊥ · (R(ϑ)X − ζϑ).

Let us recall that ζϑ is defined in (2.15) in term of ζ defined in (2.17).
Recalling (5.11) and the second identity of (5.6) we observe that P 0(q,X) satisfies

(5.16)

∫

∂S0

P 0(q, ·)p−1
∂Ω ds = 0.

Therefore, according to Corollary 7 there exists a unique smooth function ψ0
∂Ω(q, ·) satisfying

−∆ψ0
∂Ω(q, ·) = 0 in R

2 \ S0,(5.17a)

ψ0
∂Ω(q, ·) = P 0(q, ·) on ∂S0,(5.17b)

and vanishing at infinity. Moreover

(5.17c)

∫

∂S0

∂ψ0
∂Ω

∂n
ds = 0.
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• Definition of ψ1
∂S(q, ·). We also introduce the solution ψ1

∂S(q, ·) of

−∆ψ1
∂S(q, ·) = 0 in Ω,(5.18a)

ψ1
∂S(q, ·) = −(∇G)(· − h) · ζϑ on ∂Ω.(5.18b)

Above G denotes the Newtonian potential defined in (1.24).
The function ψ1

∂S can be expressed thanks to the function ψ0
∂S defined in (1.23) according

to the following formula:

(5.19) ∀h, x ∈ Ω, ∀ϑ ∈ R, Dxψ
0
∂S(h, x) · ζϑ = ψ1

∂S(ϑ, x, h).

Proof of (5.19). The relation (5.19) can be proved as follows. We first recall that ψ0
∂S is

symmetric in its variables. Indeed by uniqueness of the Dirichlet problem (1.23) we have for
any h ∈ Ω, the decomposition in Ω:

(5.20) ψ0
∂S
(h, ·) = G(· − h) +GΩ(h, ·),

where GΩ denotes the Green function associated with the domain Ω and the homogeneous
Dirichlet condition, that is

∆GΩ(h, ·) = δh in Ω, GΩ(h, ·) = 0 on ∂Ω.

Using the decomposition (5.20), that the Newtonian potential G is even and the symmetry of
GΩ we get that the function ψ0

∂S is symmetric with respect to its arguments, that is:

(5.21) ∀h, x ∈ Ω, ψ0
∂S(h, x) = ψ0

∂S(x, h).

It follows that (Dxψ
0
∂S)(x, h) · ζϑ = (Dhψ

0
∂S)(h, x) · ζϑ. Next we observe that Dhψ

0
∂S(h, ·) · ζϑ

satisfies the same Dirichlet problem as ψ1
∂S(ϑ, h, ·), by derivation of (1.23). Formula (5.19)

follows then from the uniqueness of solutions to the Dirichlet problem, after switching h and
x. �

• Definition of ψ1
∂Ω(q, ·) and of P 1(q,X). Let us denote, for any q := (ϑ, h) in R×Ω, by P 1(q,X)

the polynomial defined by

(5.22) P 1(q,X) := −
1

2
〈R(ϑ)tD2

xψ
0
∂S
(h, h)R(ϑ), T 2(p−1

∂Ω ) +X⊗2〉R2×2 +R(ϑ)tDxψ
1
∂S
(q, h) ·

(
ζ −X

)
.

AboveD2
xψ

0
∂S(h, h) denotes the second derivative of ψ0

∂S(h, ·) evaluated in h, Dxψ
1
∂S(q, h) stands

for the derivative of ψ1
∂S
(q, ·) evaluated in h and X⊗2 stands for the 2× 2 matrix X ⊗X. The

notation T 2(p−1
∂Ω ) stands for

(5.23) T 2(p−1
∂Ω ) :=

∫

∂S0

∂ψ−1
∂Ω

∂n
(X)X⊗2 ds(X).

This notation is justified by (5.6).
Observe that P 1(q,X) is harmonic (since every monomial of Taylor’s expansions of harmonic

functions are themselves harmonic) and satisfies

(5.24)

∫

∂S0

P 1(q, ·)p−1
∂Ω ds = 0.

Therefore, according to Corollary 7 there exists a unique smooth function ψ1
∂Ω(q, ·) satisfying

−∆ψ1
∂Ω(q, ·) = 0 in R

2 \ S0,(5.25a)

ψ1
∂Ω(q, ·) = P 1(q, ·) on ∂S0,(5.25b)
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and vanishing at infinity. Moreover

(5.25c)

∫

∂S0

∂ψ1
∂Ω

∂n
(q, ·) ds = 0.

Our main result regarding the potential ψε is the following, in addition to Lemma 6.

Proposition 7. Let δ > 0. There exists ε0 ∈ (0, 1) and p∂S0,r ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R)
)
, depending

only on S0 and Ω, such that for any (ε, q) ∈ Qδ,ε0 and for any X ∈ ∂S0,

(5.26)
∂ψε

∂n
(q, εR(ϑ)X + h) =

1

ε

∂ψ−1
∂Ω

∂n
(X) +

(
∂ψ0

∂Ω

∂n
(q,X) −R(ϑ)t uΩ(h) · τ

)

+ ε

(
∂ψ1

∂Ω

∂n
−
∂P 1

∂n

)
(q,X) + ε2p∂S0,r(ε, q,X).

We recall that the set Qδ,ε0 was defined in (2.4).

The proofs of Lemma 6 and of Proposition 7 are gathered in Section 5.3.

5.2.2. Potential part. For any j = 1, 2, 3, for any q in Q, we consider the functions Kε
j (q, ·) on ∂Ω ∪

∂Sε(q) given by:

(5.27) Kε
j (q, ·) := n · ξj(q, ·) on ∂Ω ∪ ∂Sε(q),

where n denotes the unit normal to ∂Sε(q)∪ ∂Ω, pointing outside Fε(q) and the functions ξj(q, ·) are
given by the formula (1.5).

Then the Kirchhoff’s potentials ϕεj(q, ·), for j = 1, 2, 3, are the unique (up to an additive constant)

solutions in Fε(q) of the following Neumann problem:

∆ϕεj(q, ·) = 0 in Fε(q),(5.28a)

∂ϕεj
∂n

(q, ·) = Kε
j (q, ·) on ∂Sε(q),(5.28b)

∂ϕεj
∂n

(q, ·) = 0 on ∂Ω.(5.28c)

The functions Kε
j (q, ·) (respectively ϕεj(q, ·)) are the counterpart, for the case where the size of the

solid is of order ε, of the functions defined in (1.6) (resp. in (1.7)) in the case where the size of the
solid is of order 1.

We will use the vector notations:

(5.29) ϕε = (ϕε1, ϕ
ε
2, ϕ

ε
3)
t and Kε = (Kε

1 , K
ε
2 , K

ε
3)
t.

Our result on the expansion of the Kirchoff potentials ϕεj is the following.

Proposition 8. Let δ > 0. There exists ε0 ∈ (0, 1) and

(i) there exists ϕr ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R
3)
)
and č ∈ L∞

(
Qδ,ε0 ;R

3
)
such that for any (ε, q) ∈ Qδ,ε0,

with q = (ϑ, h), for any X ∈ ∂S0,

(5.30) ϕε(q, εR(ϑ)X + h) = εIεR(ϑ)
(
ϕ∂Ω(X) + č(ε, q) + ε2ϕr(ε, q,X)

)
,

(ii) there exists p∂S0,r
∈ L∞

(
Qδ,ε0 ;L

2(∂S0;R
3)
)
such that for any (ε, q) ∈ Qδ,ε0, with q = (ϑ, h), for

any X ∈ ∂S0,

(5.31) R(ϑ)t
∂ϕε

∂τ
(q, εR(ϑ)X + h) = Iε

(∂ϕ∂Ω

∂τ
(X) + ε2p∂S0,r(ε, q,X)

)
,
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(iii) there exists p∂Ω,r ∈ L∞
(
Qδ,ε0 ;L

2(∂Ω;R3)
)
such that for any (ε, q) ∈ Qδ,ε0, for any x ∈ ∂Ω,

(5.32)
∂ϕε

∂τ
(q, x) = Iε ε

2
p∂Ω,r(ε, q, x).

Moreover the reminders ϕr, p∂S0,r
and p∂Ω,r depend only on S0 and Ω.

The proof of Proposition 8 is given in Section 5.5.

5.3. Proof of Proposition 7 and of Lemma 6. We now turn to the proof of Proposition 7 and of
Lemma 6. We proceed in four steps that we now detail. We rely on intermediate results: Lemma 13,
Lemma 14, Lemma 16, Lemma 17, and Lemma 18 whose proofs are postponed to Subsection 5.4.

We will use the following functional space: for −1
2 6 s 6 1, let the Hilbert space

Fs := Hs(∂S0)×Hs(∂Ω)× R.

We will mainly make use of the indices s = 0 and 1 and also for technical reasons of −1
2 and 1

2 .

First Step. Reduction to integral equations. We look for the solution ψε(q, ·) of (5.14) as a
superposition of two single-layer integrals, one supported on the body’s boundary and the other one
supported on ∂Ω. This transforms (5.14) in an integral system as follows.

We define, for any (ε, q) ∈ Q with q = (ϑ, h) ∈ R × Ω, two operators K∂S0(ε, q) and K∂Ω(ε, q)
respectively from L2(∂Ω) to H1(∂S0) and from L2(∂S0) to H

1(∂Ω), by the following formulas: given
densities p∂Ω and p∂S respectively in L2(∂Ω) and L2(∂S0),

K∂S0(ε, q)[p∂Ω](·) := SL[p∂Ω](εR(ϑ) ·+h) on ∂S0,(5.33)

K∂Ω(ε, q)[p∂S0 ](·) :=

∫

∂S0

p∂S0(Y )G
(
· −(εR(ϑ)Y + h)

)
ds(Y ) on ∂Ω.(5.34)

Thanks to Lemma 12 (ii), the operatorsK∂S0(ε, q) andK∂Ω(ε, q) are compact respectively from L2(∂Ω)
to H1(∂S0) and from L2(∂S0) to H

1(∂Ω).
We also introduce for (ε, q) ∈ Q, the operator A(ε, q) : F0 → F1 as follows: for any p :=

(p∂S0 , p∂Ω, C) in F0,

(5.35) A(ε, q)[p] :=
(
SL[p∂S0 ] +K∂S0(ε, q)[p∂Ω]− C,SL[p∂Ω] +K∂Ω(ε, q)[p∂S0 ],

∫

∂S0

p∂S0ds
)
.

Let us observe that in order to simplify the notations, we omitted to write the trace operators applied
to the single-layers in K∂S0(ε, q), K∂Ω(ε, q) and A(ε, q). We also emphasize that the dependence of
A(ε, q) on (ε, q) occurs only through the compact operators K∂S0(ε, q) and K∂Ω(ε, q).

Now the equation (5.14) is transformed into an integral system thanks to the following lemma.

Lemma 13. For any (ε, q) ∈ Q, let pε(q, ·) =
(
pε∂S0

(q, ·), pε∂Ω(q, ·), C
ε(q)

)
∈ F0 such that

(5.36) A(ε, q)
[
pε(q, ·) +

(
0, 0, G(ε)

)]
= (0, 0,−1).

Then the function in Fε(q)

(5.37) ψε(q, ·) := SL[pε∂Sε(q)(q, ·)] + SL[pε∂Ω(q, ·)],

where the density pε∂Sε(q)(q, ·) on ∂S
ε(q) is defined through the relation:

(5.38) for X ∈ ∂S0, pε∂S0
(q,X) := εpε∂Sε(q)(q, εR(ϑ)X + h),
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is the solution of (5.14). Moreover the normal derivative ∂ψε

∂n (q, ·) on ∂Sε(q) is given by:

(5.39) for X ∈ ∂S0,
∂ψε

∂n
(q, εR(ϑ)X + h) =

1

ε
pε∂S0

(q,X).

The proof of Lemma 13 is postponed to Section 5.4.1.

Second Step. Construction of an approximate solution. In this step we describe an approx-
imation papp up to order O(ε3) of the solution pε of (5.36) and reformulate the equation (5.36) in
terms of the rest pε − papp.

We introduce the various terms involved in the approximation.

• Densities on ∂S0. We first introduce the following potentials defined in R
2 \ ∂S0:

– ψ−1
∂Ω defined in (2.16), extended by C∂Ω in S0,

– ψ0
∂Ω(h, ·) defined in (5.17), extended by P 0(h, ·) in S0 and

– ψ1
∂Ω(q, ·) defined in (5.25), extended by P 1(q, ·) in S0.

Now we let p0
∂Ω(q, ·) and p1

∂Ω(q, ·) be the densities on ∂S0 respectively associated respectively
with ψ0

∂Ω(h, ·) and ψ
1
∂Ω(q, ·) Correspondingly, we write:

ψ0
∂Ω(q, ·) = SL[p0∂Ω(q, ·)],(5.40a)

ψ1
∂Ω(q, ·) = SL[p1∂Ω(q, ·)],(5.40b)

and we observe that the first identity of (5.6) is also true in S0.
• Densities on ∂Ω. We introduce the following potentials defined in R

2 \ ∂Ω:

– ψ0
∂S(h, ·), defined in (1.23), extended by G(· − h) in R

2 \ Ω,
– ψ1

∂S(q, ·), defined in (5.18), extended by −(∇G)(· − h) · ζϑ in R
2 \ Ω, and

– ψ2
∂S(q, ·), defined below in (5.44); extended by Q2(q, ·), defined in (5.42), in R

2 \ Ω.

We let p0∂S(q, ·), p1∂S(q, ·) and p2∂S(q, ·) be the densities on ∂Ω respectively associated with
ψ0

∂S
(h, ·), ψ1

∂S
(q, ·) and ψ2

∂S
(q, ·). This translates into:

ψ0
∂S
(h, ·) = SL[p0

∂S
(h, ·)],(5.41a)

ψ1
∂S
(q, ·) = SL[p1

∂S
(q, ·)],(5.41b)

ψ2
∂S
(q, ·) = SL[p2

∂S
(q, ·)].(5.41c)

• Definition of ψ2
∂S
(q, ·) and of Q2(q, ·). In order to define ψ2

∂S
(q, ·), we introduce the harmonic

function in R
2 \ Ω:

(5.42) Q2(q, x) :=
1

2
〈R(ϑ)tD2G(x− h)R(ϑ), T 2(p−1

∂Ω )〉R2×2 +R(ϑ)t∇G(x− h) · T 1(p0∂Ω(q, ·)),

where

(5.43) T 1(p0∂Ω(q, ·)) :=

∫

∂S0

Y p0∂Ω(q, Y )ds(Y ).
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Then we consider ψ2
∂S(q, ·) as the solution of

−∆ψ2
∂S(q, ·) = 0 in Ω,(5.44a)

ψ2
∂S(q, ·) = Q2(q, ·) on ∂Ω,(5.44b)

extended by Q2(q, x) for x in R
2 \ Ω. These functions ψ2

∂S(q, ·) and Q2(q, ·) do not appear in
the claim of Proposition 7 and of Lemma 6 but will be useful later.

With the choices above we expect to construct a solution of (5.36) with pε∂S0
(ε, q, ·) and pε∂Ω(ε, q, ·)

respectively close to

p∂S0,app(ε, q, ·) := p−1
∂Ω + εp0∂Ω(q, ·) + ε2 p1∂Ω(q, ·),(5.45)

p∂Ω,app(ε, q, ·) := p0∂S(h, ·) + εp1∂S(q, ·) + ε2p2∂S(q, ·).

The corresponding approximation Capp(ε, q) of C
ε(q) is chosen as:

(5.46) Capp(ε, q) := −G(ε) + C0(h) + εC1(q) + ε2C2(q),

with

C0(h) := C∂Ω + ψ0
∂S(h, h),

C1(q) := 2Dxψ
0
∂S(h, h) · ζϑ,

C2(q) := ψ2
∂S(q, h) +Dxψ

1
∂S(q, h) · ζϑ −

1

2
〈R(ϑ)tD2

xψ
0
∂S(h, h)R(ϑ), T

2(p−1
∂Ω )〉R2×2 .(5.47)

Using that ψ0
∂S is symmetric with respect to its two arguments (see (5.21)), and using (1.25), we see

that the first terms of the expansion above are the same as those claimed in (3.17), that is

(5.48) C0(h) := C∂Ω + 2ψΩ(h) and C1(q) := 2ψc(q).

We finally denote

papp(ε, q, ·) :=
(
p∂S0,app(ε, q, ·), p∂Ω,app(ε, q, ·), Capp(ε, q)

)
.

Now the equation (5.36) translates as follows. Let us introduce g∂S0(ε, q, ·) and g∂Ω(ε, q, ·) two
functions respectively defined on ∂S0 and ∂Ω, for q = (ϑ, h), by

−g∂S0(ε, q, ·) :=

2∑

j=0

∫

∂Ω
p
j
∂S(q, y)η3−j(ε, q, ·, y)ds(y),

(5.49a)

−g∂Ω(ε, q, x) :=

∫

∂S0

p−1
∂Ω (y)η3(ε, (ϑ, x),−y, h)ds(y) +

1∑

j=0

∫

∂S0

p
j
∂Ω(q, y)η2−j(ε, (ϑ, x),−y, h)ds(y),

(5.49b)

where we have denoted, for N > 1,

(5.50) ηN (ε, q, ·, y) :=

∫ 1

0

(1− σ)N−1

(N − 1)!
DNG(σεR(ϑ) ·+h− y) · (R(ϑ)·)⊗Ndσ.

Let

(5.51) g(ε, q, ·) :=
(
g∂S0(ε, q, ·), g∂Ω(ε, q, ·), 0

)
.
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We can deduce from the definitions of the densities pj∂S for j = 0, 1, 2, p−1
∂Ω and p

j
∂Ω for j = 0 and 1, and

from Lemma 12, (ii) that g∂S0(ε, q, ·) and g∂Ω(ε, q, ·) belong respectively to H1(∂S0) and to H1(∂Ω).
Actually we even have

(5.52) g ∈ L∞(Qδ;F1).

We can now state the result of this step.

Lemma 14. For any (ε, q) ∈ Q, let pr(ε, q, ·) ∈ F0 satisfying:

(5.53) A(ε, q)[pr(ε, q, ·)] = g(ε, q, ·).

Then

pε(q, ·) := papp(ε, q, ·) + ε3 pr(ε, q, ·),(5.54)

is solution of (5.36).

The proof of Lemma 14 is postponed to Section 5.4.2.

Let us stress in particular that the third argument of the left hand side of (5.53) does not contain
the singular term G(ε) anymore and that the third argument of the right hand side of (5.53) is now 0.

Third Step. Existence and estimate of the reminders. In this third step we prove, for (ε, q) ∈
Qδ,ε0 , with δ and ε0 positive small enough, the existence of pr(ε, q, ·) ∈ F0 satisfying (5.53) and provide
an estimate in F0, uniform over (ε, q) ∈ Qδ,ε0 .

We will make use of the fact that the the third argument of the right hand side of (5.53) vanishes.
Accordingly, we denote

(5.55) F̃1 := H1(∂S0)×H1(∂Ω)× {0},

which is a closed subspace of F1, and prove the following result.

Lemma 15. Let δ > 0. There exists ε0 in (0, 1), such that for any g in L∞(Qδ,ε0 ; F̃1), there exists pr
in L∞(Qδ,ε0 ;F0) such that pr(ε, q, ·) solves (5.53) for any (ε, q) ∈ Qδ,ε0.

Proof of Lemma 15. In order to prove Lemma 15 let us start with stating a perturbative result. The
framework is as follows. Given X and Y two Banach spaces, we denote L(X;Y ) the space of bounded
linear operators from X to Y . Let δ > 0. We introduce the following families of operators.

• First we consider a family of operators in L(L2(∂Ω);H1(∂S0)):

(5.56) K̃∂S0 ∈ Lip
(
Ωδ;L

(
L2(∂Ω);H1(∂S0)

))
such that for all h in Ωδ,

K̃∂S0(h) is compact from L2(∂Ω) to H1(∂S0).

• Next we consider two families of operators: one in L(L2(∂Ω);H1(∂S0)) and the other one in
L(L2(∂S0);H

1(∂Ω)):

(T∂S0(ε, q))(ε,q)∈Qδ
bounded in L(L2(∂Ω);H1(∂S0)),(5.57a)

(T∂Ω(ε, q))(ε,q)∈Qδ
bounded in L(L2(∂S0);H

1(∂Ω)).(5.57b)

Given these operators we can construct the following one. For (ε, q) ∈ Qδ, let A(ε, q) : F0 → F1

given by the following formula: for any p := (p∂S0 , p∂Ω, C) ∈ F0,

(5.58) A(ε, q)[p] :=
(
A(ε, q)[p]i

)
16i63

∈ F1,
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with

A(ε, q)[p]1 := SL[p∂S0 ] + K̃∂S0(h)[p∂Ω] + εT∂S0(ε, q)[p∂Ω]− C,(5.59a)

A(ε, q)[p]2 := SL[p∂Ω] + εT∂Ω(ε, q)[p∂S0 ],(5.59b)

A(ε, q)[p]3 :=

∫

∂S0

p∂S0ds.(5.59c)

Our perturbative result is as follows.

Lemma 16. Let δ > 0 and for (ε, q) ∈ Qδ, A(ε, q) given as above, with assumptions (5.56) and (5.57).
Then there exists ε0 ∈ (0, 1) such that for any (ε, q) ∈ Qδ,ε0, A(ε, q) is an isomorphism from F0 to F1

and

(5.60) sup
(ε,q)∈Qδ,ε0

‖A(ε, q)−1‖L(F1;F0) <∞.

The proof of Lemma 16 is postponed to Section 5.4.3.

In our case, Lemma 16 is applied as follows. We define, for any (ε, q) ∈ Q, with q = (ϑ, h),

• for any density p∂Ω ∈ L2(∂Ω),

K̃∂S0(h)[p∂Ω] := K∂S0(0, 0, h)[p∂Ω] = SL[p∂Ω](h) as a constant function on ∂S0,

T∂S0(ε, q)[p∂Ω] :=

∫

∂Ω
p∂Ω(y)η1(ε, q, ·, y)ds(y) on ∂S0,

• for any density p∂S0 ∈ L2(∂S0),

T∂Ω(ε, q)[p∂S0 ] :=

∫

∂S0

p∂S0(Y )η1(ε, ϑ, ·,−Y, h)ds(y) on ∂Ω.

The following lemma entails that the hypotheses of Lemma 16 are satisfied.

Lemma 17. Let δ > 0. With the definitions above, (5.56) and (5.57) hold true.

The proof of Lemma 17 is postponed to Section 5.4.4.

Then we consider the operator A(ε, q) associated with these operators K̃∂S0(h), T∂S0(ε, q) and
T∂Ω(ε, q) as given by (5.58)-(5.59). The next lemma shows that this operator A(ε, q) provides the
existence of a solution to (5.53) with uniform estimates.

Lemma 18. Let δ > 0. There exists ε0 ∈ (0, 1) such that for any (ε, q) ∈ Qδ,ε0,

(5.61) pr(ε, q, ·) := A(ε, q)−1g(ε, q, ·)

belongs to F0 and solves (5.53). Moreover pr is in L∞(Qδ,ε0 ;F0).

The proof of Lemma 18 is postponed to Section 5.4.5. Now once assumed Lemma 18, Lemma 15
follows in a straightforward manner. �

Fourth Step. Conclusion.

End of proof of Lemma 6. We apply Lemma 15 to (5.51). Thanks to (5.52) the assumption is satisfied.
Regarding Cε(q) this yields an expansion actually better than the one stated in Lemma 6, that is,
according to (5.46) and (5.48) and what precedes, there exists Cr ∈ L∞(Qδ,ε0 ;R) such that

Cε(q) = −G(ε) + C∂Ω + ψ0
∂S(h, h) + 2εDxψ

0
∂S(h, h) · ζϑ + ε2 C2(q) + ε3 Cr(ε, q),(5.62)
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where C2(q) is given by (5.47). In order to prove Lemma 6 it is therefore sufficient to observe that
C2(q) is bounded uniformly in R for (ε, q) ∈ Qδ and to redefine Cr(ε, q) such that ε2 Cr(ε, q) is equal
to the sum of the two last terms in (5.62). �

End of proof of Proposition 7. Combining (5.39), (5.45) and (5.54), we get that on ∂S0

∂ψε

∂n
(q, εR(ϑ) ·+h) = p−1

∂Ω (·) + εp0
∂Ω(q, ·) + ε2 p1

∂Ω(q, ·) + ε3 p∂S0,r(ε, q, ·),

with p∂S0,r ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R)
)
. Moreover using (5.2) we have that

p−1
∂Ω =

∂ψ−1
∂Ω

∂n
, p0

∂Ω =
∂ψ0

∂Ω

∂n
−
∂P 0

∂n
and p1

∂Ω =
∂ψ1

∂Ω

∂n
−
∂P 1

∂n
.(5.63)

Referring to the definition of P 0 in (5.15) we obtain ∂P 0

∂n (q,X) = −R(ϑ)t uΩ(h) · τ , for X on ∂S0,
which concludes the proof of Proposition 7. �

5.4. Proof of the intermediate lemmas. In this subsection, we establish the intermediate lemmas
used in Subsection 5.3.

5.4.1. Proof of Lemma 13. First observe that for any densities pε∂Sε(q)(q, ·) ∈ H− 1
2 (∂Sε(q)) and

pε∂Ω(q, ·) ∈ H− 1
2 (∂Ω), the right hand side of (5.37) is in H1

loc(R
2) and harmonic in Fε(q) and in

R
2 \ Fε(q). In particular the equation (5.14a) is satisfied when ψε(q, ·) is given by (5.37) without

further assumptions about pε∂Sε(q)(q, ·) or p
ε
∂Ω(q, ·).

Next we write (5.36) explicitly in the form:
∫

∂S0

pε∂S0
(q, ·)ds = −1,(5.64a)

−G(ε) + SL[pε∂S0
(q, ·)] +K∂S0(ε, q)[p

ε
∂Ω(q, ·)] = Cε(q) on ∂S0,(5.64b)

SL[pε∂Ω(q, ·)] +K∂Ω(ε, q)[p
ε
∂S0

(q, ·)] = 0 on ∂Ω.(5.64c)

Thanks to a change of variable, and using G
(
ε(x − y)

)
= G(ε) +G(x − y), (5.33), (5.34) and (5.38),

this can be recast as ∫

∂Sε(q)
pε∂Sε(q)(q, ·)ds = −1,(5.65a)

SL[pε∂Sε(q)(q, ·)] + SL[pε∂Ω(q, ·)] = Cε(q) on ∂Sε(q),(5.65b)

SL[pε∂Sε(q)(q, ·)] + SL[pε∂Ω(q, ·)] = 0 on ∂Ω.(5.65c)

In particular we infer from (5.65b) and (5.65c) that, when ψε(q, ·) is given by (5.37), with pε(q, ·) =(
pε∂S0

(q, ·), pε∂Ω(q, ·), C
ε(q)

)
solution of (5.36), the boundary conditions (5.14b) and (5.14c) are satisfied.

Moreover, by uniqueness of the solutions to the Poisson problem:

∆Ψ = 0 in Sε(q), Ψ = Cε(q) on ∂Sε(q),

the right hand side of (5.37) is equal to Cε(q) in Sε(q).
The single-layer potential SL[pε∂Ω(q, ·)] is smooth in a neighborhood of ∂Sε(q). Hence, according

to (5.2), when ψε(q, ·) is given by (5.37), the density pε∂Sε(q)(q, ·) is equal to the jump across ∂Sε(q) of

the normal derivatives of the function equal to ψε(q, ·) in Fε(q) and to Cε(q) in Sε(q), that is

pε∂Sε(q)(q, ·) =
∂ψε

∂n
(q, ·) on ∂Sε(q).

Hence we obtain (5.39), by using (5.38) and the condition (5.14d) by using (5.65a). �
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5.4.2. Proof of Lemma 14. Let (ε, q) ∈ Q and pr(ε, q, ·) :=
(
p∂S0,r(ε, q, ·), p∂Ω,r(ε, q, ·), Cr(ε, q)

)
∈ F0

satisfying (5.53), that is

SL[p∂S0,r(ε, q, ·)] +K∂S0(ε, q)[p∂Ω,r(ε, q, ·)] = g∂S0(ε, q, ·) on ∂S0,(5.66a)

SL[p∂Ω,r(ε, q, ·)] +K∂Ω(ε, q)[p∂S0,r(ε, q, ·)] = g∂Ω(ε, q, ·) on ∂Ω,(5.66b)
∫

∂S0

p∂S0,r(ε, q, ·)ds = 0.(5.66c)

Let pε(q, ·) =
(
pε∂S0

(q, ·), pε∂Ω(q, ·), C
ε(q)

)
∈ F0 given by (5.54). In order to prove (5.36) we now verify

the three parts of (5.64).

Verification of (5.64a). Using again that the densities above are equal to the jumps of the normal
derivatives of the associated single layer integrals and the conditions (2.16e), (2.16b), (5.17c) and
(5.25c) we get that

∫

∂S0

p−1
∂Ωds = −1 and

∫

∂S0

p0∂Ω(q, ·)ds =

∫

∂S0

p1∂Ω(q, ·)ds = 0.(5.67)

As a consequence of (5.67) and of (5.66c) we get that the condition (5.64a) holds true.

Verification of (5.64b). Using (2.16b), (5.40), (5.67) and (5.66c) we obtain, on ∂S0,

SL[pε∂S0
(q, ·)] = C∂Ω + εψ0

∂Ω(q, ·) + ε2ψ1
∂Ω(q, ·) + ε3SL[pε∂S0,r(ε, q, ·)].(5.68)

Using Taylor’s formula, (5.41) and (5.19) we get on ∂S0

K∂S0(ε, q)[p
ε
∂Ω(q, ·)](X) = ψ0

∂S(h, h) + εDxψ
0
∂S(h, h) ·

(
R(ϑ)X + ζϑ

)
(5.69)

+ ε2
(
ψ2

∂S(q, h) +Dxψ
1
∂S(q, h) · R(ϑ)X +

1

2
D2
xψ

0
∂S(h, h) ·

(
R(ϑ)X,R(ϑ)X

))

+ ε3
(
K∂S0(ε, q)[p∂Ω,r(ε, q, ·)](X) − g∂S0(ε, q,X)

)
.

We recall that the function g∂S0(ε, q, ·) is defined in (5.49a).
Gathering (5.46), (5.54), (5.68) and (5.69) we obtain, on ∂S0,

−G(ε) + SL[pε∂S0
(q, ·)] +K∂S0(ε, q)[p

ε
∂Ω(q, ·)] − Cε(q) = ε

(
ψ0

∂Ω(q, ·)− P 0(q, ·)
)

+ ε2
(
ψ1

∂Ω(q, ·)− P 1(q, ·)
)

+ ε3
(
SL[pε∂S0,r(ε, q, ·)] +K∂S0(ε, q)[p∂Ω,r(ε, q, ·)] − g∂S0(ε, q, ·)

)
,

where P 0(q, ·) and P 1(q, ·) are the harmonic polynomials defined respectively in (5.15) and in (5.22).
Now taking into account the boundary conditions (5.17b) and (5.44b), and (5.66a) we get that (5.64b)
holds true.

Remark 5. Let us explain a bit how the ansatz of Cε(q) given by (5.46) and (5.54) was guessed.
Taking into account (5.68) and (5.69) we multiply −G(ε) + SL[pε∂S0

(q, ·)] + K∂S0(ε, q)[p
ε
∂Ω(q, ·)] by

−p−1
∂Ω , and integrate over ∂S0, combining with (5.64b). We then simplify the resulting equation with

the following observations:

• using (2.15), (2.17) and the first equality in (5.63), we have:

(5.70)

∫

∂S0

p−1
∂Ω (X)R(ϑ)X ds(X) = −ζϑ,



42 OLIVIER GLASS, ALEXANDRE MUNNIER, AND FRANCK SUEUR

so that
∫

∂S0

p−1
∂Ω (X)Dxψ

0
∂S(h, h) · R(ϑ)X ds(X) = −Dxψ

0
∂S(h, h) · ζϑ,

∫

∂S0

p−1
∂Ω (X)Dxψ

1
∂S
(q, h) · R(ϑ)X ds(X) = −Dxψ

1
∂S
(q, h) · ζϑ;

• using again the first equality in (5.63) and (5.23), we get:

(5.71)

∫

∂S0

p−1
∂Ω (X)X⊗2 ds(X) = T 2(p−1

∂Ω ),

so that
∫

∂S0

p−1
∂Ω (X)D2

xψ
0
∂S
(h, h) ·

(
R(ϑ)X,R(ϑ)X) ds(X) = 〈R(ϑ)tD2

xψ
0
∂S
(h, h)R(ϑ), T 2(p−1

∂Ω )〉R2×2 ;

• using (5.16), (5.17b), (5.24), (5.25b).

Then we deduce that if (5.64a) and (5.64b) hold true then Cε(q) should be given by (5.46) and (5.54)
with

Cr(ε, q) := −

∫

∂S0

p−1
∂Ω

(
SL[pε∂S,r(ε, q, ·)] +K∂S0(ε, q)[p∂Ω,r(ε, q, ·)] − g∂S0(ε, q, ·)

)
ds.

We see that the ansatz (5.46)-(5.54) leads to a reminder Cr(ε, q) of order O(1), which encourages the
try of (5.46) as an approximate solution.

Verification of (5.64c). First, using (5.54), (5.41), we obtain, on ∂Ω,

SL[pε∂Ω(q, ·)] = ψ0
∂S
(h, ·) + εψ1

∂S
(q, ·) + ε2 ψ2

∂S
(q, ·) + ε3 SL[p∂Ω,r(ε, q, ·)].(5.72)

On the other hand, using Taylor’s formula, (5.54), (5.67), (5.66c), (5.70), (5.43) (5.71) and (5.49b),
we get, for x ∈ ∂Ω,

K∂Ω(ε, q)[p
ε
∂S0

(q, ·)](x) = −G(x− h) + εDG(x− h) · ζϑ(5.73)

+ ε2
(
−R(ϑ)tDG(x− h) · T 1(p0

∂Ω(q, ·)) −
1

2
〈R(ϑ)tD2

xG(x− h)R(ϑ), T 2(p−1
∂Ω )〉R2×2

)

+ ε3
(
K∂Ω(ε, q)[p

ε
∂S0,r(ε, q, ·)](x) − g∂Ω(ε, q, x)

)
.

Gathering (5.72) and (5.73), the equation (5.64c) now reads, for x ∈ ∂Ω,

SL[pε∂Ω(q, ·)](x) +K∂Ω(ε, q)[p
ε
∂S0

(q, ·)](x) = ψ0
∂S
(h, x) −G(x− h)(5.74)

+ ε
(
ψ1

∂S(q, x) +DG(x− h) · ζϑ

)

+ ε2
(
ψ2

∂S
(q, x) −Q2(q, x)

)

+ ε3
(
SL[p∂Ω,r(ε, q, ·)] +K∂Ω(ε, q)[p

ε
∂S0,r(ε, q, ·)](x) − g∂Ω(ε, q, x)

)
,

where Q2(q, x) denotes the harmonic polynomial defined in (5.42).
Taking now the boundary conditions (1.23), (5.18b), (5.44b) and (5.66b) into account, we deduce

from the equation (5.74) that (5.64c) holds true. �
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5.4.3. Proof of Lemma 16. It is straightforward to see that for any (ε, q) ∈ Q, A(ε, q) is linear contin-
uous. Let (ε, q) in Q, with q = (ϑ, h) ∈ R×Ω. Let us introduce, for any p := (pS0 , p∂Ω, C) ∈ F− 1

2
,

L[p] := (SL[pS0 ], SL[p∂Ω], C),

K(h)[p] := (K̃∂S0(h)[p∂Ω]− C, 0,

∫

∂S0

p∂S0ds− C),

T (ε, q)[p] := (T∂S(ε, q)[p∂Ω], T∂Ω(ε, q)[p∂S0 ], 0),

so that we can write A in the following form: on F0,

(5.75) A(ε, q) = L+K(h) + εT (ε, q).

We first consider the operator L+K(h). According to (5.3), the operator L is Fredholm with index
zero and since for each h ∈ Ωδ, K(h) is compact, we deduce that L +K(h) is Fredholm with index
zero. It follows that in order to prove that L+K(h) is an isomorphism, it is sufficient to prove that
its kernel is trivial.

Consider p := (p∂S0 , p∂Ω, C) ∈ F− 1
2
such that

(
L + K(h)

)
[p] = 0. Since the logarithmic capacity

Cap∂Ω of ∂Ω satisfies Cap∂Ω 6= 1, according to (5.5), the second equation SL[p∂Ω] = 0 implies
p∂Ω = 0. Then reporting in the first equation, we get SL[pS0 ] = C, whereas the third equation reads∫
∂S0

p∂S0ds = 0. Thus according to (5.4), we obtain p∂S0 = 0 and thus C = 0. This proves that the

kernel of L+K(h) is trivial, and consequently that for any h ∈ Ωδ, L+K(h) is an isomorphism.
Now using that the dependence of K on h is Lipschitz, we deduce that L + K(h) has locally a

bounded inverse. By compactness of Ωδ, it follows that L+K(h) has a bounded inverse for h running
over Ωδ.

Since the operators (T ε)ε∈(0,1) are bounded in the space of bounded operators from F0 to F1 we
can then easily deduce the result from (5.75). �

5.4.4. Proof of Lemma 17. The proof of Lemma 17 relies on Lemma 12. First we use Lemma 12
with C = ∂Ω, b = G and pC = p∂Ω to obtain that K̃∂S0 satisfies (5.56). Next we apply Lemma 12,
(i) for any (ε, q) ∈ Qδ,ε0 , with C = ∂Ω, b(x, y) = η1(ε, q, x, y) and pC = p∂Ω and with C = ∂S0,
b(x, y) = η1(ε, ϑ, x,−y, h) and pC = pS0 to get that T∂S0(ε, q) and T∂Ω(ε, q) satisfy (5.57). �

5.4.5. Proof of Lemma 18. Let δ > 0. Let us first observe that for any (ε, q) ∈ Qδ, for any p :=
(p∂S0 , p∂Ω, C) ∈ F0 satisfying the condition

(5.76)

∫

∂S0

p∂S0ds = 0,

one has
A(ε, q)[p] = A(ε, q)[p].

Indeed
K̃∂S0(h) = K∂S0(0, 0, h)[p∂Ω] = SL[p∂Ω](h)

and first order Taylor expansions yield that

K∂S0(ε, q)[p∂Ω]− K̃∂S0(h)[p∂Ω] = εT∂S0(ε, q)[p∂Ω],

K∂Ω(ε, q)[p∂S0 ] = εT∂Ω(ε, q)[p∂S0 ].

We emphasize in particular that the last equality relies on the condition (5.76).
Now, consider ε0 ∈ (0, 1) obtained by applying Lemma 16. For any (ε, q) ∈ Qδ,ε0 , consider

pr(ε, q, ·) =
(
p∂S0,r(ε, q, ·), p∂Ω,r(ε, q, ·), Cr(ε, q)

)
given by (5.61) . It belongs to F0 and satisfies (5.66c)

and consequently
A(ε, q)[pr(ε, q, ·)] = A(ε, q)[pr(ε, q, ·)] = g(ε, q, ·).
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Moreover we have the estimate

‖pr(ε, q, ·)‖F0 6 ‖A(ε, q)−1‖L(F1;F0) ‖g(ε, q, ·)‖F1 .

The estimates (5.52) and (5.60) entail that pr is in L∞(Qδ,ε0 ;F0), which concludes the proof. �

5.5. Proof of Proposition 8. In this subsection, we establish Proposition 8 by following the lines of
the proof of Proposition 7. A first step consists in transforming the (Neumann) problem defining the
Kirchhoff potentials into a Dirichlet one, so that we can more closely follow the steps of Subsection 5.3.

5.5.1. Reduction to a Dirichlet problem. We consider the functions ϕεj(q, ·), for j = 1, 2, 3, as the

solution to the following Dirichlet boundary value problem in Fε(q):

−∆ϕεj(q, ·) = 0 in Fε(q),(5.77a)

ϕεj(q, ·) = Kj(q, ·) + cεj(q) on ∂Sε(q),(5.77b)

ϕεj(q, ·) = 0 on ∂Ω,(5.77c)

where the functions Kj(q, ·) are given by

Kj(q, ·) :=





1
2 |x− h|2 if j = 1,

−R(ϑ)t (x− h) · e2 if j = 2,
R(ϑ)t (x− h) · e1 if j = 3,

and the constants cεj(q) are such that:

(5.77d)

∫

∂Sε(q)

∂ϕεj
∂n

(q, ·)ds = 0.

Let us recall that e1 and e2 are the unit vectors of the canonical basis.
The constants cεj(q) are determined by

(5.78) cεj(q) = Cε(q)

∫

∂Sε(q)

∂φ
ε
j

∂n
(q, ·)ds,

where φ
ε
j , j = 1, 2, 3 are the solutions of

−∆φ
ε
j(q, ·) = 0 in Fε(q),(5.79)

φ
ε
j(q, ·) = Kj(q, ·) on ∂Sε(q),(5.80)

φ
ε
j(q, ·) = 0 on ∂Ω.(5.81)

We will use the vector notation:

(5.82) ϕε := (ϕε1, ϕ
ε
2, ϕ

ε
3)
t.

The functions ϕεj(q, ·) are harmonically conjugated to the Kirchhoff’s potentials ϕεj(q, ·), up to a
rotation, as shown in the following result.

Lemma 19. For any (ε, q) ∈ Q, with q = (ϑ, h), there holds in Fε(q),

(5.83) ∇ϕεj(q, ·) = ∇⊥ϕ̌εj(q, ·),

where

(5.84)
(
ϕ̌ε1(q, ·), ϕ̌

ε
2(q, ·), ϕ̌

ε
3(q, ·)

)
:= R(ϑ)

(
ϕε1(q, ·), ϕ

ε
2(q, ·), ϕ

ε
3(q, ·)

)
.
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Proof of Lemma 19. First, let us recall that for any (ε, q) ∈ Q, the system

div u = 0 in Fε(q),(5.85a)

curlu = 0 in Fε(q),(5.85b)

u · n = 0 on ∂Ω,(5.85c)

u · n = Kj(q, ·) on ∂Sε(q),(5.85d)
∫

∂Sε(q)
u · τds = 0,(5.85e)

has a unique solution u, say in H1(Fε(q)). Then one observes that both ∇ϕεj(q, ·) and ∇⊥ϕ̌εj(q, ·)

solve (5.85). In particular let us emphasize that, on ∂Sε(q),

(
n · ∇⊥ϕεj(q, ·)

)
j=1,2,3

=
(∂Kj

∂τ
(q, ·)

)
j=1,2,3

= R(ϑ)tK(q, ·),

so that, for j = 1, 2, 3, ∇⊥ϕ̌εj(q, ·) satisfies (5.85d), and the condition (5.77d) ensures that (5.85e) is
satisfied. �

In the case without exterior boundary we consider in the same way ϕ∂Ω,j as the solution of

−∆ϕ∂Ω,j = 0 in R
2 \ S0,(5.86a)

ϕ∂Ω,j(·) = Kj(0, ·) + c∂Ω,j on ∂S0,(5.86b)

ϕ∂Ω,j(x) → 0 as |x| → +∞,(5.86c)

where the constant c∂Ω,j is such that

(5.86d)

∫

∂S0

∂ϕ∂Ω,j

∂n
ds = 0.

The existence and uniqueness of such a constant c∂Ω,j is provided by a similar argument as for
(5.78)-(5.79). Proceeding as in the proof of Lemma 19 we get

(5.87) ∇ϕ∂Ω,j = ∇⊥ϕ∂Ω,j,

where the functions ϕ∂Ω,j, for j = 1, 2, 3, are the Kirchhoff’s potentials in R
2 \ S0 defined in (2.8). As

before we introduce the vector notation for the functions ϕ∂Ω,j:

(5.88) ϕ∂Ω := (ϕ∂Ω,1, ϕ∂Ω,2, ϕ∂Ω,3).

Then, following the strategy of Proposition 7 we will establish the following result.

Proposition 9. Let δ > 0. There exists ε0 ∈ (0, 1) and

(i) there exists p∂S0,r ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R
3)
)
such that for any (ε, q) ∈ Qδ,ε0, with q = (ϑ, h), for

any X ∈ ∂S0,

(5.89)
∂ϕε

∂n
(q, εR(ϑ)X + h) = Iε

(∂ϕ∂Ω

∂n
(X) + ε2p∂S0,r(ε, q,X)

)
,

(ii) there exists p∂Ω,r ∈ L∞
(
Qδ,ε0 ;L

2(∂Ω;R3)
)
such that for any (ε, q) ∈ Qδ,ε0, for any x ∈ ∂Ω,

(5.90)
∂ϕε

∂n
(q, x) = Iε ε

2 p∂Ω,r(ε, q, x).

Once Proposition 9 is obtained, Proposition 8 follows by using additionally Lemma 19 and (5.87).
�

Hence the rest of Subsection 5.5 is devoted to the proof of Proposition 9.
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5.5.2. Proof of Proposition 9. We will follow the lines of the proof of Proposition 7 and will therefore
highlight the differences.

Let j = 1, 2 or 3. We introduce the solution κεj of the interior Dirichlet problem

(5.91) ∆κεj(q, ·) = 0 in Sε(q), κεj(q, ·) = Kj(q, ·) on ∂S
ε(q),

which merely gives κεj(q, ·) = Kj(q, ·) in Sε(q) in the cases j = 2 or 3.

First step. Reduction to an integral equation. As a counterpart of Lemma 13 we have the
following result.

Lemma 20. For any (ε, q) ∈ Q, let pεj(q, ·) =
(
pε∂S0,j

(q, ·), pε∂Ω,j(q, ·), C
ε
j (q)

)
∈ F0 such that

(5.92) A(ε, q)
[
pεj(q, ·)

]
= (εKj(0, ·), 0, 0).

Then the function

(5.93) ϕεj(q, ·) := εδ1,j
(
SL[pε∂Sε(q),j(q, ·)] + SL[pε∂Ω,j(q, ·)]

)
,

where the density pε∂Sε(q),j(q, ·) on ∂S
ε(q) is defined through the following relation:

(5.94) for X ∈ ∂S0, pε∂S0,j(q,X) := εpε∂Sε(q),j(q, εR(ϑ)X + h), with q = (ϑ, h),

is the solution of (5.77) with

(5.95) cεj(q) = εδ1,jCεj (q).

Moreover the normal derivative
∂ϕε

j

∂n on ∂Sε(q) and on ∂Ω is given respectively by the formula:

for X ∈ ∂S0,
∂ϕεj
∂n

(q, εR(ϑ)X + h) = εδ1,j−1
(
pε∂S0,j(q,X) + ε

∂κ1j
∂n

(0,X)
)
,(5.96)

for x ∈ ∂Ω,
∂ϕεj
∂n

(q, x) = εδ1,j pε∂Ω,j(q, x).(5.97)

Above δ1,j stands for the standard Kronecker symbol.

Proof of Lemma 20. For any densities pε∂Sε(q),j(q, ·) ∈ H− 1
2 (∂Sε(q)) and pε∂Ω,j(q, ·) ∈ H− 1

2 (∂Ω), the

right hand side of (5.93) is in H1
loc(R

2) and harmonic in Fε(q) and in R
2 \ Fε(q). In particular the

equation (5.77a) is satisfied when ϕεj(q, ·) is given by (5.93).

Next we observe that (5.92) is equivalent to:
∫

∂S0

pε∂S0,j(q, ·)ds = 0,(5.98a)

SL[pε∂S0,j(q, ·)] +K∂S0(ε, q)[p
ε
∂Ω,j(q, ·)] = εKj(0, ·) + Cεj (q), on ∂S0,(5.98b)

SL[pε∂Ω,j(q, ·)] +K∂Ω(ε, q)[p
ε
∂S0,j(q, ·)] = 0, on ∂Ω.(5.98c)

Thanks to a change of variable, and using

(5.99) Kj(q, εR(ϑ)X + h) = ε1+δ1,j Kj(0,X),

this can be recast as ∫

∂Sε(q)
pε∂Sε(q),j(q, ·)ds = 0,(5.100a)

SL[pε∂Sε(q),j(q, ·)] + SL[pε∂Ω,j(q, ·)] = Kj(q, ·) + cεj(q) on ∂Sε(q),(5.100b)

SL[pε∂Ω,j(q, ·)] + SL[pε∂Sε(q),j(q, ·)] = 0 on ∂Ω.(5.100c)
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In particular we infer from the two last equations that the boundary conditions (5.77b) and (5.77c)
are satisfied when ϕεj(q, ·) is given by (5.93).

Moreover the single-layer potential SL[pε∂Ω,j(q, ·)] is harmonic in a neighborhood of ∂Sε(q) so that,

according to (5.2), when ϕεj(q, ·) is given by (5.93), the density εδ1,jpε∂Sε(q),j(q, ·) is equal to the jump

across ∂Sε(q) of the normal derivatives of the function equal to ϕεj(q, ·) in Fε(q) and to κεj(q, ·) in

Sε(q), that is

(5.101) εδ1,jpε∂Sε(q),j(q, ·) =
∂ϕεj
∂n

(q, ·) −
∂κεj
∂n

(q, ·) on ∂Sε(q).

Using (5.91) and (5.99) we get, for any X ∈ S0,

(5.102) κεj(q, εR(ϑ)X + h) = ε1+δ1,j κ1j (0,X),

so that using (5.38), we get (5.96). A similar reasoning yields the formula (5.97).
Finally from (5.101) we deduce that, when ϕεj(q, ·) is given by (5.93), the condition (5.100a) entails

the condition (5.77d). �

Second step. Construction of an approximate solution. Next we look for some solutions of
(5.92) close to

(5.103) pj,app(ε, q, ·) =
(
p∂S0,j,app(ε, q, ·), p∂Ω,j,app(ε, q, ·), Cj,app(ε, q)

)
,

with

p∂S0,j,app(ε, q, ·) = εp∂Ω,j(·),(5.104a)

p∂Ω,j,app(ε, q, ·) = ε2p∂S,j(q, ·),(5.104b)

Cj,app(ε, q) = εC1
j + ε2C2

j (q),(5.104c)

where p∂Ω,j, p∂S,j(q, ·), C
1
j (q) and C2

j (q) are defined as follows:

• Definition of p∂Ω,j. We define p∂Ω,j as the density associated with the function ϕ∂Ω,j extended

by Kj(0, ·) + c∂Ω,j in S0.

• Definition of p∂S,j(q, ·). Let ϕ∂S0,j(q, ·) be the solution of

∆ϕ∂S,j(q, ·) = 0 in Ω, ϕ∂S,j(q, ·) = R(ϑ)tDG(x− h) · T 1(p∂Ω,j) on ∂Ω,

where

T 1(p∂Ω,j) :=

∫

∂S0

Y p∂Ω,j(Y )ds(Y ).

Then we define p∂S0,j(q, ·) as the density associated with the function ϕ∂S,j(q, ·) extended by

R(ϑ)tDG(x− h) · T 1(p∂Ω,j(q, ·)) in R
2 \ Ω.

• Definition of C1
j and C2

j(q). We set:

C1
j = c∂Ω,j,(5.105)

C2
j (q) = ϕ∂S,j(q, h).(5.106)

Now we look for a solution pεj(q, ·) to the equation (5.92) in the form

(5.107) pεj(q, ·) = papp,j(ε, q, ·) + ε3 pr,j(ε, q, ·).
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Hence the goal in this step of the proof is to reduce the equation (5.92) to an equation for the

reminder pr,j(ε, q, ·) with some source terms depending on papp,j. Let
(
g∂S0(ε, q, ·), g∂Ω(ε, q, ·)

)
∈

H1(∂S0)×H1(∂Ω) defined by

−g∂S0,j(ε, q, ·) :=

∫

∂Ω
p∂S,j(q, y)η1(ε, q, ·, y)ds(y),(5.108a)

−g∂Ω,j(ε, q, ·) :=

∫

∂S0

p∂Ω,j(y)η1(ε, ϑ, ·,−y, h)ds(y),(5.108b)

We recall that the functions ηN , for N > 1, are defined in (5.50). Let

(5.109) gj(ε, q, ·) :=
(
g∂S0,j(ε, q, ·), g∂Ω,j(ε, q, ·), 0

)
.

Applying Lemma 12, (ii), we get that

(5.110) gj is in L
∞(Qδ,ε0 ; F̃1),

where we recall that F̃1 was defined in (5.55). Now we can establish the following.

Lemma 21. For any (ε, q) ∈ Q, let pr,j(ε, q, ·) ∈ F0 satisfying:

(5.111) A(ε, q)[pr,j(ε, q, ·)] = gj(ε, q, ·).

Then pεj(q, ·) given by (5.107) is solution of (5.92).

Proof of Lemma 21. Let (ε, q) ∈ Q and pr,j(ε, q, ·) :=
(
p∂S0,r,j(ε, q, ·), p∂Ω,r,j(ε, q, ·), Cr,j(ε, q)

)
∈ F0

satisfying (5.111), that is

SL[p∂S0,r,j(ε, q, ·)] +K∂S0(ε, q)[p∂Ω,r,j(ε, q, ·)] = g∂S0,j(ε, q, ·),(5.112a)

SL[p∂Ω,r(ε, q, ·)] +K∂Ω(ε, q)[p∂S0,r,j(ε, q, ·)] = g∂Ω,j(ε, q, ·),(5.112b)
∫

∂S0

p∂S0,r(ε, q, ·)ds = 0.(5.112c)

Let pεj(q, ·) :=
(
pε∂S0,j

(q, ·), pε∂Ω,j(q, ·), C
ε
j (q)

)
∈ F0 given by (5.107). We now check (5.98) which is the

detailed version of (5.92) .

Proof of (5.98a). By definition of p∂Ω,j we get that

(5.113)

∫

∂S0

p∂Ω,j ds = 0.

As a consequence of (5.113) and of (5.112c) we get that the condition (5.98a) holds true.

Proof of (5.98b). On ∂S0, we have on the one hand:

(5.114) SL[pε∂S0,j(q, ·)] = εϕ∂Ω,j + ε3SL[pε∂S0,r,j(ε, q, ·)],

and, using Taylor’s formula, on the other hand:

(5.115) K∂S0(ε, q)[p
ε
∂Ω,j ] = ε2ϕ∂S,j(q, h) + ε3

(
K∂S0(ε, q)[p∂Ω,r,j(ε, q, ·)] − g∂S0,j(ε, q, ·)

)
.

Gathering this, we obtain, on ∂S0,

SL[pε∂S0,j(q, ·)] +K∂S0(ε, q)[p
ε
∂Ω,j(q, ·)]− εKj(0, ·) − Cεj (q)

= ε
(
ϕ∂Ω,j(q, ·) −Kj(0, ·) − C1

j

)
+ ε2

(
ϕ∂S,j(q, h)− C2

j (q)
)

+ ε3
(
SL[pε∂S0,r,j(ε, q, ·)] +K∂S0(ε, q)[p∂Ω,r,j(ε, q, ·)] − g∂S0,j(ε, q, ·)

)
.
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Now taking into account the definitions of C1
j and C2

j (q) and the boundary conditions we get that

(5.98b) holds true.

Proof of (5.98c). Finally it remains to check (5.98c). First we obtain, on ∂Ω, that

(5.116) SL[pε∂Ω,j(q, ·)] = ε2 ϕ∂S,j(q, ·) + ε3 SL[p∂Ω,r,j(ε, q, ·)],

and

K∂Ω(ε, q)[p
ε
∂S0,j(q, ·)](x) = −ε2R(ϑ)tDG(x− h) · T 1(p∂Ω,j)(5.117)

+ ε3
(
K∂Ω(ε, q)[p

ε
∂S0,r(ε, q, ·)](x) − g∂Ω(ε, q, x)

)
.

Gathering (5.117) and (5.116), the right hand side of the equation (5.98c) now reads, for x ∈ ∂Ω,

SL[pε∂Ω,j(q, ·)](x) +K∂Ω(ε, q)[p
ε
∂S0,j(q, ·)](x) = ε2

(
ϕ∂S(q, x)−R(ϑ)tDG(x− h) · T 1(p∂Ω,j)

)
(5.118)

+ ε3
(
SL[p∂Ω,r,j(ε, q, ·)] +K∂Ω(ε, q)[p

ε
∂S0,r,j(ε, q, ·)](x) − g∂Ω,j(ε, q, x)

)
.

Taking now the boundary conditions into account, we deduce from the equation (5.118) that (5.98c)
holds true. �

Third Step. Existence and estimate of the reminders. We now focus on equation (5.111). We
apply Lemma 15 with gj(ε, q, ·) given by (5.109) instead of g(ε, q, ·). Thanks to (5.110) the assumption
of Lemma 15 is verified and we therefore obtain the existence of ε0 ∈ (0, 1) and of pr,j ∈ L∞(Qδ,ε0 ;F0)
such that for any (ε, q) ∈ Qδ,ε0 , pr,j(ε, q, ·) solves (5.111).

Fourth Step. Conclusion. Combining with Lemma 20, (5.103), (5.104) and the jump formulas:

on ∂S0, p∂Ω,j(q, ·) =
∂ϕ∂Ω,j

∂n
−
∂κ1j
∂n

(0, ·),

on ∂Ω, p∂S,j(q, ·) =
∂ϕ∂S,j

∂n
(q, ·),

we get

on ∂S0,
∂ϕεj
∂n

(q, εR(ϑ) ·+h) = εδ1,j
(∂ϕ∂Ω,j

∂n
+ ε2 p∂S0,r,j(ε, q, ·)

)
,

on ∂Ω,
∂ϕεj
∂n

(q, ·) = εδ1,j
(
ε2
∂ϕ∂S0,j

∂n
(q, ·) + ε3 p∂Ω,r,j(ε, q, ·)

)
,

with p∂S0,r,j ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R)
)
and p∂Ω,r,j ∈ L

∞
(
Qδ,ε0 ;L

2(∂Ω;R)
)
.

It is then sufficient to set, for (ε, q) ∈ Qδ,ε0 ,

p∂S0,r(ε, q, ·) :=
(
p∂S0,r,j(ε, q, ·)

)
j=1,2,3

, and p∂Ω,r(ε, q, ·) :=
(∂ϕ∂S0,j

∂n
(q, ·) + εp∂Ω,r,j(ε, q, ·)

)
j=1,2,3

,

so that p∂S0,r ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R
3)
)
and p∂Ω,r(ε, q, ·) ∈ L∞

(
Qδ,ε0 ;L

2(∂Ω;R3)
)
, to conclude the

proof of Proposition 9. �

6. Asymptotic expansion of the added inertia and the Christoffel symbols

In this section, we use the asymptotic developments of Section 5 to deduce expansions for the added
inertia matrix and for the Christoffel symbols.
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6.1. Asymptotic expansion of the added inertia M ε
a(q): Proof of Proposition 4. The matrix

M ε
a(q) is the counterpart for the body of size ε of the added mass Ma(q) defined in (1.9b). It is defined

for (ε, q) ∈ Q by

(6.1) M ε
a(q) :=

∫

∂Sε(q)
ϕε(q, ·) ⊗

∂ϕε

∂n
(q, ·)ds =

∫

∂Sε(q)
ϕε(q, ·) ⊗Kε(q, ·)ds.

The function ϕε mentioned above is defined in (5.28), (5.29). Using a change of variable, observing
that, for (ε, q) ∈ Q, on ∂S0,

(6.2) Kε(q, εR(ϑ) ·+h) = IεR(ϑ)K(0, ·),

we obtain:

(6.3) M ε
a(q) = ε

∫

∂S0

ϕε(q, εR(ϑ) ·+h)⊗ IεR(ϑ)K1(0, ·)ds.

We now apply Proposition 8, (i) to get

M ε
a(q) = ε2Iε

( ∫

∂S0

R(ϑ)
(
ϕ∂Ω + č(ε, q) + ε2ϕr(ε, q, ·)

)
⊗R(ϑ)K1(0, ·)ds

)
Iε(6.4)

= ε2Iε

(
Ma,∂Ω,ϑ + ε2R(ϑ)

∫

∂S0

ϕr(ε, q, ·) ⊗K1(0, ·)dsR(ϑ)t
)
Iε,(6.5)

since ∫

∂S0

č(ε, q)⊗K1(0, ·)ds = č(ε, q) ⊗

∫

∂S0

K1(0, ·)ds = 0,

and

Ma,∂Ω,ϑ = R(ϑ)

∫

∂S0

ϕ∂Ω ⊗K1(0, ·)dsR(ϑ)t,

thanks to (2.8b), (2.10) and (2.11). Above ε0 ∈ (0, 1) and ϕr ∈ L∞
(
Qδ,ε0 ;L

2(∂S0;R
3)
)
.

Then we set

Mr(ε, q) := R(ϑ)

∫

∂S0

ϕr(ε, q, ·) ⊗K1(0, ·)dsR(ϑ)t,

and we observe that Mr is in L
∞(Qδ,ε0 ;R) and depends only on S0 and Ω, which concludes the proof

of Proposition 4.

6.2. Expansion of ΓS. In this subsection we consider the Christoffel symbols ΓεS given for (ε, q) ∈ Q

and p ∈ R
3, by

(6.6) 〈ΓεS(q), p, p〉 := −

(
0
P εa

)
× p− ωM ε

a(q)

(
0
ℓ⊥

)
∈ R

3,

where P εa denotes the two last lines of M ε
a(q)p. The formula (6.6) is the counterpart for a body of size

ε of the Christoffel symbols given by (3.1) when ε = 1.
The next result proves that the leading term of ΓεS is given, up to an appropriate scaling, by the

Christoffel symbols 〈Γ∂Ω,ϑ, p, p〉 of the solid as if it was immersed in a fluid filling the plane. We recall
that 〈Γ∂Ω,ϑ, p, p〉 is defined in (2.13). Precisely, we have the following result.

Proposition 10. Let δ > 0. There exists ε0 ∈ (0, 1) and ΓS,r ∈ L∞(Qδ,ε0 ;BL(R
3×R

3;R3)) depending
on S0, γ and Ω, such that for any (ε, q) in Qδ,ε0, with q = (ϑ, h), for any p = (ω, ℓ) ∈ R

3,

(6.7) 〈ΓεS(q), p, p〉 = εIε
(
〈Γ∂Ω,ϑ, p̂, p̂〉+ ε2〈ΓS,r(ε, q), p̂, p̂〉

)
,

where p̂ = (ω̂, ℓ) = (εω, ℓ).

Proposition 10 follows from Proposition 4 by straightforward computations.



DYNAMICS OF A POINT VORTEX AS LIMITS OF A SHRINKING SOLID IN AN IRROTATIONAL FLUID 51

6.3. Expansion of Γ∂Ω. In this subsection we study the Christoffel symbols ΓεΩ given for (ε, q) ∈ Q

and p = (p1, p2, p3) ∈ R
3, by

(6.8) 〈Γε∂Ω(q), p, p〉 :=


 ∑

16k,l63

(Γε∂Ω)
j
k,l(q)pkpl




16j63

∈ R
3,

where for every j, k, l ∈ {1, 2, 3}, we set

(Γε∂Ω)
j
k,l(q) :=

1

2
[Λε,lkj (q) + Λε,kjl (q)− Λε,jkl (q)],

with

Λε,lkj(q) :=

∫

∂Ω

(
∂ϕεj
∂τ

∂ϕεk
∂τ

Kl

)
(q, ·) ds.

Proposition 11. Let δ > 0. There exists ε0 ∈ (0, 1) and Γ∂Ω,r ∈ L∞(Qδ,ε0 ;BL(R
3 × R

3;R3))
depending on S0, γ and Ω, such that for any (ε, q) in Qδ,ε0, with q := (ϑ, h), for any p := (ω, ℓ) ∈ R

3,

(6.9) 〈Γε∂Ω(q), p, p〉 = ε3Iε〈Γ∂Ω,r(ε, q), p̂, p̂〉.

Proof of Proposition 11. Proposition 11 follows from Proposition 8, (iii). Indeed, (6.8) can be rewritten
as:

〈Γε∂Ω(q), p, p〉 =

∫

∂Ω

[
∂ϕε

∂τ
(Kε · p)

(
∂ϕε

∂τ
· p

)
−

1

2
Kε

(
∂ϕε

∂τ
· p

)2
]
(q, ·) ds.

Observe that Kε is actually independent of ε on ∂Ω. Let us denote K̂ε := εI−1
ε Kε. According to

(5.32), we obtain:

〈Γε∂Ω(q), p, p〉 = ε3Iε

∫

∂Ω

[
p∂Ω,r(K̂

ε · p̂)
(
p∂Ω,r · p̂

)
−

1

2
K̂ε
(
p∂Ω,r · p̂

)2
]
(q, ·) ds,

which gives the expected result. �

7. Asymptotic expansion of the total force H: Proof of Proposition 5

This section is devoted to the proof of Proposition 5. We start with recalling a technical result
borrowed from [14, Article 134a. (3) and (7)], cf. Lemma 22 below. We will go on with some technical
results regarding some inertia matrices and the corrector velocity. Then we will make use of the
expansions of the previous sections and of Lemma 22 to expand the different contributions coming
from E and B. Finally we will combine these expansions, together with those of the Christoffel symbols
obtained above, in order to conclude the proof of Proposition 5.

7.1. Lamb’s lemma. The following lemma seems to originate from Lamb’s work. We recall that ξj
and Kj, for j = 1, 2, 3, were defined in (1.5) and (1.6) respectively.

Lemma 22. For any pair of vector fields u, v in C∞(R2 \ S0;R
2) satisfying

• div u = div v = curlu = curl v = 0,
• u(x) = O(1/|x|) and v(x) = O(1/|x|) as |x| → +∞,

one has, for any j = 1, 2, 3,

(7.1)

∫

∂S0

(u · v)Kj(0, ·)ds =

∫

∂S0

ξj(0, ·) ·
(
(u · n)v + (v · n)u

)
ds.
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Proof of Lemma 22. Let us start with the case where j = 2 or 3. Then

(7.2)

∫

∂S0

(u · v)Kj(0, ·)ds =

∫

∂S0

(
(u · v)ξj(0, ·)

)
· nds =

∫

R2\S0

div
(
(u · v)ξj(0, ·)

)
dx,

by using that u(x) = O(1/|x|) and v(x) = O(1/|x|) when |x| → +∞. Therefore

(7.3)

∫

∂S0

(u · v)Kj(0, ·)ds =

∫

R2\S0

ξj(0, ·) · ∇(u · v) dx =

∫

R2\S0

ξj(0, ·) · (u · ∇v + v · ∇u) dx,

using that curlu = curl v = 0. Now, integrating by parts, using that div u = div v = 0 and once again
that u(x) = O(1/|x|) and v(x) = O(1/|x|) as |x| → +∞, we obtain (7.1) when j = 2 or 3.

We now tackle the case where j = 1. We follow the same lines as above, with two precisions. First
we observe that there is no contribution at infinity in (7.2) and (7.3) when j = 1 as well. Indeed ξ1
and the normal to a centered circle are orthogonal. Moreover there is no additional distributed term
coming from the integration by parts in (7.3) when j = 1 since

∫

R2\S0

v · (u · ∇xξj(0, ·)) + u · (v · ∇xξj(0, ·)) dx =

∫

R2\S0

(v · u⊥ + u · v⊥) dx = 0.

�

7.2. Some useful inertia matrices. In the sequel it will be useful to consider some functions of the
entries of the matrix Ma, ∂Ω defined in (2.10). We decompose Ma, ∂Ω into

(7.4) Ma, ∂Ω =:

(
m# µt

µ M ♭

)
,

where M ♭ is a symmetric 2 × 2 matrix. We also define the real traceless symmetric 2× 2 matrix M †

defined by

(7.5) M † =
(
M †
i,j

)
16i,j62

:=
1

2

(
M ♭(⊥) +

(
M ♭(⊥)

)t)
=

1

2

(
M ♭(⊥)− (⊥)M ♭

)
,

where (⊥) denotes the 2× 2 matrix

(7.6) (⊥) :=

(
0 −1
1 0

)
.

The matrix M † depends only on S0. Its coefficients can be described as follows: using the definition
of the matrix Ma, ∂Ω in (2.10), we have

M †
1,1 = −M †

2,2 =

∫

∂S0

∂ϕ∂Ω,3

∂n
ϕ∂Ω,2ds, and(7.7a)

M †
1,2 =M †

2,1 =
1

2

∫

∂S0

(∂ϕ∂Ω,3

∂n
ϕ∂Ω,3 −

∂ϕ∂Ω,2

∂n
ϕ∂Ω,2

)
ds,(7.7b)

where the functions ϕ∂Ω, j, for j = 1, 2, 3, are the Kirchhoff’s potentials in R
2 \ S0 defined in (2.8).

We also consider

(7.8) M ♭
ϑ := R(ϑ)M ♭R(ϑ)t , µϑ := R(ϑ)µ, M †

ϑ := R(ϑ)M †R(ϑ)t.

The matrix M †
ϑ enjoys the following properties.
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Lemma 23. For any ϑ ∈ R, for any X ∈ R
2,

(M ♭
ϑX)⊥ ·X = X⊥ ·M †

ϑX
⊥,(7.9)

(M ♭
ϑX)⊥ −M ♭

ϑX
⊥ = −2M †

ϑX,(7.10)

(⊥)M †
ϑ(⊥) =M †

ϑ.(7.11)

The proof of Lemma 23 is elementary and left to the reader.

In Section 7.5 we will need to compute 〈Γ∂Ω,ϑ, p, p〉 in terms of M †.

Lemma 24. For any ϑ ∈ R, for any p = (ω, ℓ) ∈ R
3,

(7.12) 〈Γ∂Ω,ϑ, p, p〉 =

(
−ℓ⊥ ·M †

ϑ ℓ
⊥

ω2µ⊥ϑ − 2ωM †
ϑ ℓ

)
.

Proof of Lemma 24. Using the definition of M1
a,∂Ω,ϑ in (2.11) and the decomposition of Ma, ∂Ω in (7.4)

we get

(7.13) Ma, ∂Ω,ϑ =

(
m# µtϑ
µϑ M ♭

ϑ

)
,

with M ♭
ϑ and µϑ as in (7.8). As a consequence

(7.14) Pa, ∂Ω,ϑ = ωµϑ +M ♭
ϑℓ.

In particular we infer from (2.20), (2.13), (7.13) and (7.14) that

〈Γ∂Ω,ϑ, p, p〉 = −

(
0

ωµϑ +M ♭
ϑℓ

)
×

(
ω
ℓ

)
− ω

(
µϑ · ℓ

⊥

M ♭
ϑℓ

⊥

)

= −

(
ωµ⊥ϑ · ℓ+ (M ♭

ϑℓ)
⊥ · ℓ

−ω2µ⊥ϑ − ω(M ♭
ϑℓ)

⊥

)
− ω

(
µϑ · ℓ

⊥

M ♭
ϑℓ

⊥

)

=

(
−(M ♭

ϑℓ)
⊥ · ℓ

ω2µ⊥ϑ + ω
(
(M ♭

ϑℓ)
⊥ −M ♭

ϑℓ
⊥
)
)
.

It remains to recast this expression thanks to the matrix M † defined in (7.5). This is done thanks to
Lemma 23. �

Let us introduce now the matrix

(7.15) M :=

∫

∂S0

(
ϕ∂Ω,2

ϕ∂Ω,3

)
⊗

(
∂ϕ∂Ω,3

∂n

−
∂ϕ∂Ω,2

∂n

)
ds,

where the functions ϕ∂Ω,j, for j = 1, 2, 3, defined in (5.86), are harmonic conjugates to the functions

ϕ∂Ω, j . The matrixM will intervene through the following result regarding the stream function ψ0
∂Ω(q, ·)

defined in (5.17).

Lemma 25. For any q := (ϑ, h) in R× Ω,

(7.16)

∫

∂S0

∂ψ0
∂Ω

∂n
(q, x)x⊥ ds(x) =MR(ϑ)t uΩ(h)

⊥.
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Proof of Lemma 25. First it follows from (5.86b) that, on ∂S0,

(7.17) x⊥ =

(
ϕ∂Ω,2 − c∂Ω,2
ϕ∂Ω,3 − c∂Ω,3

)
.

We now express the stream function ψ0
∂Ω(q, ·) thanks to the functions ϕ∂Ω,3 and ϕ∂Ω,2.

Lemma 26. For any q := (ϑ, h) in R× Ω, on R2 \ S0,

(7.18) ψ0
∂Ω(q, ·) = R(ϑ)t uΩ(h)

⊥ ·

(
ϕ∂Ω,3

−ϕ∂Ω,2

)

Proof of Lemma 26. Let q := (ϑ, h) in R × Ω. On ∂S0, it follows from (5.17b) and (5.86) that the
equality holds true up to a constant. Therefore according to Corollary 6 there exists c ∈ R such that,
on R2 \ S0,

ψ0
∂Ω(q, ·) = R(ϑ)t uΩ(h)

⊥ ·

(
ϕ∂Ω,3

−ϕ∂Ω,2

)
+ c ψ−1

∂Ω .

Then using (2.16e), (5.17c) and (5.86d) we obtain c = 0, which proves the result. �

As a consequence, we get, on ∂S0,

(7.19)
∂ψ0

∂Ω

∂n
(q, ·) = R(ϑ)t uΩ(h)

⊥ ·

(
∂ϕ∂Ω,3

∂n

−
∂ϕ∂Ω,2

∂n

)
.

Plugging (7.17) and (7.19) into the left hand side of (7.16) and using (5.17c) establishes Lemma 25. �

We will also use the following identities regarding the analogous moments of the functions
∂ϕ∂Ω,3

∂τ

and
∂ϕ∂Ω,2

∂τ .

Lemma 27. The following identities hold true:
∫

∂S0

∂ϕ∂Ω,3

∂τ
(x)x⊥ ds(x) = −Mξ2(0, ·),(7.20)

∫

∂S0

∂ϕ∂Ω,2

∂τ
(x)x⊥ ds(x) =Mξ3(0, ·).(7.21)

Proof of Lemma 27. Let us focus on the proof of (7.20), the proof of (7.21) being similar. Using an
integration by parts we see that

∫

∂S0

ϕ∂Ω,3

∂τ
(x)x⊥ ds(x) = −

∫

∂S0

ϕ∂Ω,3 n ds = −Mξ2(0, ·).

�

Let us now connect the matrices M † and M .

Lemma 28. The following identity holds true:

(7.22) M † =
1

2
(M +M

t
).
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Proof of Lemma 28. Using some integrations by parts and (5.87), we get, for any i, j = 2, 3,
∫

∂S0

∂ϕ∂Ω,i

∂n
ϕ∂Ω,jds =

∫

R2\S0

∇ϕ∂Ω,i · ∇ϕ∂Ω,jdx

=

∫

R2\S0

∇ϕ∂Ω,i · ∇ϕ∂Ω,jdx

=

∫

∂S0

∂ϕ∂Ω,i

∂n
ϕ∂Ω,jdx.

Combining this with (7.7) and recalling the definition of M in (7.15) yield (7.22). �

7.3. Expansion of Eε. We now consider the expansion of Eε which is given, for (ε, q) ∈ Q, by

Eε(q) := −
1

2

∫

∂Sε(q)

∣∣∣∣
∂ψε

∂n
(q, ·)

∣∣∣∣
2

Kε(q, ·)ds.

This formula is the counterpart of (1.15b) for a body of size ε. We recall that the function ψε(q, ·) is
defined in (5.14) and the vector field Kε(q, ·) in (5.27)-(5.29).

The following expansion will use the vector fields E1
b(q) and E1

c(q) defined in (4.5) and (4.7) and the
following ones:

(7.23) E0(q) := −

(
uΩ(h) · ζϑ
uΩ(h)

⊥

)
and E1

a(q) :=



uΩ(h)

⊥M †
ϑ uΩ(h)

⊥

0
0


 .

We recall that uΩ, ζϑ and M †
ϑ were defined in (1.26), (2.15)-(2.17) and (7.5)-(7.8), respectively.

The goal of this subsection is to establish the following result.

Proposition 12. Let δ > 0. There exists ε0 ∈ (0, 1) and a function Er ∈ L∞(Qδ,ε0 ;R
3) depending on

S0 and Ω, such that for any (ε, q) in Qδ,ε0,

(7.24) Eε(q) = Iε

(
E0(q) + εE1(q) + ε2Er(ε, q)

)
,

where

(7.25) E1(q) := E1
a(q) + E1

b(q) + E1
c(q).

Proof of Proposition 12. Let δ > 0. We proceed in three steps: first we use a change of variable in
order to recast Eε(q) as an integral on the fixed boundary ∂S0. Then we plug the expansion of ψε

into this integral. Finally we use several times Lamb’s lemma in order to compute the terms of the
resulting expansion.

Thanks to a change of variable, using (6.2), we get

Eε(q) = −
ε

2
IεR(ϑ)

∫

∂S0

∣∣∣∣
∂ψε

∂n
(q, εR(ϑ) ·+h)

∣∣∣∣
2

K(0, ·)ds,

where K(q, ·) is the vector field defined in (1.8). Using (5.26) we get that there exists ε0 ∈ (0, 1) such
that for any (ε, q) in Qδ,ε0 ,

(7.26) Eε(q) = IεR(ϑ)
(1
ε
E−1 + E0(q) + εE1(q) + ε2Er(ε, q)

)
,
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with

E−1 := −
1

2

∫

∂S0

∣∣∣∣
∂ψ−1

∂Ω

∂n

∣∣∣∣
2

K(0, ·)ds,

E0(q) := −

∫

∂S0

∂ψ−1
∂Ω

∂n

(∂ψ0
∂Ω

∂n
(q, ·)−R(ϑ)t uΩ(h) · τ

)
K(0, ·)ds,(7.27)

E1(q) := E1
a(q) + E1

b(q),(7.28)

where

E1
a(q) := −

1

2

∫

∂S0

∣∣∣∣
∂ψ0

∂Ω

∂n
(q, ·) −R(ϑ)t uΩ(h) · τ

∣∣∣∣
2

K(0, ·)ds,(7.29)

E1
b(q) := −

∫

∂S0

∂ψ−1
∂Ω

∂n

(∂ψ1
∂Ω

∂n
(q, ·)−

∂P 1

∂n
(q, ·)

)
K(0, ·)ds,(7.30)

and Er ∈ L∞(Qδ,ε0 ;R
3) depending only on S0 and Ω.

We now compute each term thanks to Lamb’s lemma. More precisely we establish the following
equalities:

E−1 = 0,(7.31)

R(ϑ)E0(q) = E0(q),(7.32)

R(ϑ)E1
a(q) = E1

a(q),(7.33)

R(ϑ)E1
b(q) = E1

b(q) + E1
c(q).(7.34)

The proof is then concluded after observing that R(ϑ)Er is also in L∞(Qδ,ε0 ;R
3) and depends only

on S0 and Ω.
In order to simplify the notations we omit to write the dependence on q except if this dependence

reduces on ϑ or h. Similarly we omit to write that the functions K, its coordinates Kj and the vector
fields ξj, which appear thanks to Lamb’s lemma, are evaluated at q = 0.

Proof of (7.31). Computation of E−1. We use Lemma 22 with u = v = ∇⊥ψ−1
∂Ω and observe that

∇⊥ψ−1
∂Ω is tangent to S0 to obtain (7.31).

Proof of (7.32). Computation of E0. We observe that

(7.35) ∇⊥ψ−1
∂Ω = −

∂ψ−1
∂Ω

∂n
τ on ∂S0,

that

(7.36) τ · ∇⊥ψ0
∂Ω = −

∂ψ0
∂Ω

∂n
on ∂S0,

so that, for j = 1, 2, 3,

−

∫

∂S0

∂ψ−1
∂Ω

∂n
·
∂ψ0

∂Ω

∂n
Kjds = −

∫

∂S0

∇ψ−1
∂Ω · ∇ψ0

∂ΩKj,ds

and we use Lemma 22 with (u, v) = (∇⊥ψ−1
∂Ω ,∇

⊥ψ0
∂Ω) to obtain, still for j = 1, 2, 3,

−

∫

∂S0

∂ψ−1
∂Ω

∂n
·
∂ψ0

∂Ω

∂n
Kjds = −

∫

∂S0

(ξj · ∇
⊥ψ−1

∂Ω )(n · ∇⊥ψ0
∂Ω)ds.
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Then we use again (7.35) and observe that applying the tangential derivative to (5.17b), taking (5.15)
into account, yields

(7.37) n · ∇⊥ψ0
∂Ω =

∂ψ0
∂Ω

∂τ
= R(ϑ)t uΩ(h)

⊥ · τ on ∂S0.

Thus

(7.38) −

∫

∂S0

∂ψ−1
∂Ω

∂n
·
∂ψ0

∂Ω

∂n
Kjds =

∫

∂S0

∂ψ−1
∂Ω

∂n
(ξj · τ)(R(ϑ)

t uΩ(h)
⊥ · τ)ds.

On the other hand, we have:
∫

∂S0

∂ψ−1
∂Ω

∂n

(
R(ϑ)t uΩ(h) · τ

)
Kds =

( ∫

∂S0

∂ψ−1
∂Ω

∂n

(
R(ϑ)t uΩ(h) · τ

)
(ξj · n)ds

)
j=1,2,3

=
( ∫

∂S0

∂ψ−1
∂Ω

∂n
(ξj · n)

(
R(ϑ)t uΩ(h)

⊥ · n
)
ds
)
j=1,2,3

.(7.39)

Thus, combining (7.27), (7.38), (7.39), and then using (1.12d), (2.16e), (2.17) and (2.15), we get

(7.40) R(ϑ)E0 = R(ϑ)
( ∫

∂S0

∂ψ−1
∂Ω

∂n

(
ξj · R(ϑ)

t uΩ(h)
⊥
)
ds
)
j
= −

(
uΩ(h) · ζϑ
uΩ(h)

⊥

)
= E0.

This concludes the proof of (7.32).

Proof of (7.33). Computation of E1
a. We start with expanding the square in (7.29), to get

(7.41) E1
a = E1,1

a +

∫

∂S0

∂ψ0
∂Ω

∂n

(
R(ϑ)t uΩ(h) · τ

)
Kds−

1

2

∫

∂S0

∣∣R(ϑ)t uΩ(h) · τ
∣∣2 Kds,

with

E1,1
a = −

1

2

∫

∂S0

∣∣∣∣
∂ψ0

∂Ω

∂n

∣∣∣∣
2

Kds = −
1

2

∫

∂S0

∣∣∇ψ0
∂Ω

∣∣2 Kds+
1

2

∫

∂S0

∣∣∣∣
∂ψ0

∂Ω

∂τ

∣∣∣∣
2

Kds.

We apply Lemma 22 with u = v = ∇⊥ψ0
∂Ω to get

1

2

∫

∂S0

∣∣∇ψ0
∂Ω

∣∣2 Kds =
(∫

∂S0

(
∇⊥ψ0

∂Ω · n
)(
∇⊥ψ0

∂Ω · ξj
)
ds
)
j=1,2,3

Let us denote by E
1,1
a,j , j = 1, 2, 3, the coordinates of the vector E1,1

a . We use (7.37) to get

E
1,1
a,j = −

∫

∂S0

(
ξj · ∇

⊥ψ0
∂Ω

)(
R(ϑ)t uΩ(h)

⊥ · τ
)
ds+

1

2

∫

∂S0

(
R(ϑ)t uΩ(h)

⊥ · τ
)2
Kj ds.

Then we decompose ξj · ∇
⊥ψ0

∂Ω in normal and tangential parts and use again (7.37) to obtain:

E
1,1
a,j =

∫

∂S0

∂ψ0
∂Ω

∂n

(
R(ϑ)t uΩ(h)

⊥ · τ
)
(ξj · τ) ds−

1

2

∫

∂S0

(
R(ϑ)t uΩ(h)

⊥ · τ
)2
Kj ds.

Now we plug this expression of E1,1
a into (7.41) to get

E1
a,j = −

1

2

∫

∂S0

(
R(ϑ)t uΩ(h)

⊥
)2
Kj ds+

∫

∂S0

∂ψ0
∂Ω

∂n

(
R(ϑ)t uΩ(h) · τ

)
Kjds

+

∫

∂S0

∂ψ0
∂Ω

∂n

(
R(ϑ)t uΩ(h)

⊥ · τ
)
(ξj · τ)ds.
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We observe that the first term in the right hand side vanishes and we combine the two other ones to
get

E1
a,j =

∫

∂S0

∂ψ0
∂Ω

∂n

(
R(ϑ)t uΩ(h)

⊥
)
· ξj ds.

Using (5.17c) we infer

(7.42) E1
a,j = 0 for j = 2, 3.

Now for j = 1, we start with observing that

(7.43) E1
a,1 =

(
R(ϑ)t uΩ(h)

⊥
)
·

∫

∂S0

∂ψ0
∂Ω

∂n
x⊥ ds.

Then, combining (7.43) and (7.16), we obtain:

E1
a,1 =

(
R(ϑ)t uΩ(h)

⊥
)
·MR(ϑ)t uΩ(h)

⊥,

with M given by (7.15).

Using (7.22) and recalling the definition of M †
ϑ in (7.8), we get that

(7.44) E1
a,1 = uΩ(h)

⊥M †
ϑ uΩ(h)

⊥.

Gathering (7.42) and (7.44) we obtain (7.33).

Proof of (7.34). Computation of E1
b . We start with splitting E1

b into two parts as follows:

E1
b = −

∫

∂S0

∂ψ−1
∂Ω

∂n

∂ψ1
∂Ω

∂n
Kds+

∫

∂S0

∂ψ−1
∂Ω

∂n

∂P 1

∂n
Kds.

Using (7.35) and (7.36), the first term of the right hand side above is equal to

−

∫

∂S0

∇⊥ψ−1
∂Ω · ∇⊥ψ1

∂ΩK ds.

We denote E1
b,j , j = 1, 2, 3, the coordinates of E1

b . We apply Lemma 22 with u = ∇⊥ψ−1
∂Ω and

v = ∇⊥ψ1
∂Ω for any j = 1, 2, 3, to get

E1
b,j = −

∫

∂S0

∂ψ1
∂Ω

∂τ
ξj · ∇

⊥ψ−1
∂Ω ds+

∫

∂S0

∂ψ−1
∂Ω

∂n

∂P 1

∂n
Kjds.

We now use that, on ∂S0,

ξj · ∇
⊥ψ−1

∂Ω = −
∂ψ−1

∂Ω

∂n
ξj · τ and

∂ψ1
∂Ω

∂τ
=
∂P 1

∂τ
,

the last identity being a consequence of (5.25b), to deduce

(7.45) E1
b,j =

∫

∂S0

∂ψ−1
∂Ω

∂n
ξj · ∇P

1ds.

Using the expression of P 1 in (5.22), we obtain

(7.46) E1
b,j = −〈D2

xψ
0
∂S(h, h), R(ϑ)A

1
jR(ϑ)

t〉R2×2 −Dxψ
1
∂S(q, h) · R(ϑ)A

2
j ,

where

A1
j :=

∫

∂S0

∂ψ−1
∂Ω

∂n
x⊗ ξj ds and A2

j :=

∫

∂S0

∂ψ−1
∂Ω

∂n
ξj ds.
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• We start with the case j = 1. Consider the first term in the right hand side of (7.46). We decompose
A1

1 into A
1
1 = σ−ζ⊗ζ⊥, where σ is given in (4.3) and we observe that, since D2

xψ
0
∂S(h, h) is symmetric,

〈D2
xψ

0
∂S
(h, h), R(ϑ)σR(ϑ)t〉R2×2 = 〈D2

xψ
0
∂S
(h, h), R(ϑ)σsR(ϑ)t〉

where σs is the symmetric part of σ defined in (4.4).
Then, using that σs is a traceless symmetric 2× 2 matrix we get

〈D2
xψ

0
∂S(h, h), R(ϑ)σR(ϑ)

t〉R2×2 = 〈D2
xψ

0
∂S(h, h), R(−2ϑ)σs〉 = −E1

b,1(q),

where E1
b,1(q) denotes the first coordinate of the vector field E1

b(q) defined in (4.5). Therefore we obtain
for j = 1,

−〈D2
xψ

0
∂S(h, h), R(ϑ)A

1
jR(ϑ)

t〉R2×2 = E1
b,1(q) + 〈D2

xψ
0
∂S(h, h), ζϑ ⊗ ζ⊥ϑ 〉R2×2 .

Concerning the second term in the right hand side of (7.46), we use A2
1 = −ζ⊥ (see (2.17)) to get that

for j = 1,

−Dxψ
1
∂S(q, h) ·R(ϑ)A

2
j = Dxψ

1
∂S(q, h) · ζ

⊥
ϑ .

Thus

E1
b,1 = E1

b,1(q) + 〈D2
xψ

0
∂S
(h, h), ζϑ ⊗ ζ⊥ϑ 〉R2×2 +Dxψ

1
∂S
(q, h) · ζ⊥ϑ .

Let us now express the corrector velocity uc(q) defined in (3.18) thanks to the functions ψ0
∂S
(h, h) and

ψ1
∂S
(q, h).

Lemma 29. For any q = (ϑ, h) in Ω× R,

(7.47) uc(q) =
(
D2
xψ

0
∂S(h, h) · ζϑ +Dxψ

1
∂S(q, h)

)⊥
.

Proof of Lemma 29. We first recall from (5.48) that for any q = (ϑ, h) in Ω×R, ψc(ϑ, h) = Dxψ
0
∂S(h, h)·

ζϑ. Hence from the definition of uc(q) in (3.18) we deduce that

uc(q) =
(
D2
xψ

0
∂S(h, h) · ζϑ +D2

xhψ
0
∂S(h, h) · ζϑ

)⊥
,

which yields (7.47) thanks to (5.19). �

Hence we obtain

(7.48) E1
b,1 = E1

b,1(q)− ζϑ · uc(q).

• On the other hand, for j = 2 or 3, we have A1
j = −ζ ⊗ ξj and A

2
j = −ξj, and therefore

E1
b,j = 〈D2

xψ
0
∂S
(h, h), R(ϑ)(ζ ⊗ ξj)R(ϑ)

t〉R2×2 +Dψ1
∂S
(q, h) ·R(ϑ)ξj

=
(
D2
xψ

0
∂S(h, h) · ζϑ +Dψ1

∂S(q, h)
)
·R(ϑ)ξj

= −R(ϑ)t uc(q)
⊥ · ξj .

Thus

R(ϑ)(E1
b,1)j=2,3 = −uc(q)

⊥.(7.49)

Gathering (7.48) and (7.49) entails (7.34). This ends the proof of Proposition 12 �
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7.4. Expansion of Bε. We now tackle the expansion of Bε which is given, for (ε, q) ∈ Q, by

Bε(q) :=

∫

∂Sε(q)

∂ψε

∂n
(q, ·)

(
Kε(q, ·)×

∂ϕε

∂τ
(q, ·)

)
ds.

This formula is the counterpart of (1.15a) for a body of size ε. Let us recall that the Kirchhoff’s
potentials ϕε are defined in (5.28)- (5.29).

The expansion that we obtain for Bε(q) is given in the following statement.

Proposition 13. Let δ > 0. There exists ε0 ∈ (0, 1) and a function Br ∈ L∞(Qδ,ε0 ;R
3) depending

only on S0 and Ω, such that for any (ε, q) in Qδ,ε0,

(7.50) Bε(q) = εI−1
ε

(
B∂Ω,ϑ + εB1(q) + ε2Br(ε, q)

)
,

with B∂Ω,ϑ as in (2.19) and

B1(q) :=

(
0

−2M †
ϑuΩ(h)

⊥

)
.

Proof of Proposition 13. We proceed as in the proof of Proposition 12. Let us state the following
formula which is useful several times in the sequel:

(7.51) for any pa := (ωa, ℓa), pb := (ωb, ℓb) in R× R
2, ε pa × pb = Iε

(
(Iεpa)× (Iεpb)

)
.

This formula easily follows from (2.20).
By a change of variable, using (7.51) and again (6.2), we get

Bε(q) = εI−1
ε R(ϑ)

∫

∂S0

∂ψε

∂n
(q, εR(ϑ) ·+h)

(
K(0, ·) ×R(ϑ)t

∂ϕε

∂τ
(q, εR(ϑ) ·+h)

)
ds.

Now let δ > 0. We use (5.26) and (5.31) to obtain that there exists ε0 ∈ (0, 1) such that for any (ε, q)
in Qδ,ε0 ,

Bε(q) = εI−1
ε R(ϑ)

(
B0 + εB1(q) + ε2Br(ε, q)

)
,

with

B0 :=

∫

∂S0

∂ψ−1
∂Ω

∂n

(
K(0, ·) ×

∂ϕ∂Ω

∂τ

)
ds,

B1(q) :=

∫

∂S0

(∂ψ0
∂Ω

∂n
−R(ϑ)t uΩ(h) · τ

)(
K(0, ·) ×

∂ϕ∂Ω

∂τ

)
ds,

and Br ∈ L∞(Qδ,ε0 ;R
3) depending only on S0 and Ω.

We now compute each term thanks to Lamb’s lemma. More precisely we will prove the following
equalities:

R(ϑ)B0 = B∂Ω,ϑ,(7.52)

R(ϑ)B1 = B1.(7.53)

As in the proof of Proposition 13 we will omit to write the dependence on q, except if this dependence
reduces to a dependence on ϑ or h, and it will be understood that the functions K, its coordinates
Kj and the vector fields ξj are evaluated at q = 0.
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Proof of (7.52). Computation of B0. Let us denote by B0
j , for j = 1, 2, 3, the coordinates of B0.

We have

B0
1 =

∫

∂S0

∂ψ−1
∂Ω

∂n

∂ϕ∂Ω,3

∂τ
K2 ds−

∫

∂S0

∂ψ−1
∂Ω

∂n

∂ϕ∂Ω,2

∂τ
K3 ds

= −

∫

∂S0

∇⊥ψ−1
∂Ω · ∇ϕ∂Ω,3K2 ds+

∫

∂S0

∇⊥ψ−1
∂Ω · ∇ϕ∂Ω,2K3 ds,

using (7.35). Then we use Lemma 22 with (u, v) = (∇⊥ψ−1
∂Ω ,∇ϕ∂Ω,2) and (u, v) = (∇⊥ψ−1

∂Ω ,∇ϕ∂Ω,3),
and again (2.16e) and (7.35) to obtain

B0
1 =

∫

∂S0

∂ψ−1
∂Ω

∂n

(
(τ · ξ2)(n · ξ3)− (τ · ξ3)(n · ξ2)

)
ds = −1.

Now, proceeding in the same way, we get

B0
2 =

∫

∂S0

∂ψ−1
∂Ω

∂n

∂ϕ∂Ω,1

∂τ
K3 ds−

∫

∂S0

∂ψ−1
∂Ω

∂n

∂ϕ∂Ω,3

∂τ
K1 ds

= −

∫

∂S0

∇⊥ψ−1
∂Ω · ∇ϕ∂Ω,1K3 ds+

∫

∂S0

∇⊥ψ−1
∂Ω · ∇ϕ∂Ω,3K1 ds

=

∫

∂S0

∂ψ−1
∂Ω

∂n

(
(τ · ξ3)(n · ξ1)− (τ · ξ1)(n · ξ3)

)
ds

= −

∫

∂S0

∂ψ−1
∂Ω

∂n
ξ1 · ξ2 ds

= ζ⊥ · ξ2,

thanks to (2.17).
Proceeding in the same way we also have B0

3 = ζ⊥ · ξ3. This entails (7.52).

Proof of (7.53). Computation of B1. Let us start with the first coordinate B1
1 of B1, that is:

B1
1 = −

∫

∂S0

(∂ψ0
∂Ω

∂n
−R(ϑ)t uΩ(h) · τ

)(∂ϕ∂Ω,2

∂τ
K3 −

∂ϕ∂Ω,3

∂τ
K2

)
ds

= B1
1,a + B1

1,b + B1
1,c,

with

B1
1,a := −

∫

∂S0

∂ψ0
∂Ω

∂n

∂ϕ∂Ω,2

∂τ
K3 ds,

B1
1,b :=

∫

∂S0

∂ψ0
∂Ω

∂n

∂ϕ∂Ω,3

∂τ
K2 ds,

B1
1,c :=

∫

∂S0

R(ϑ)t uΩ(h) ·

(
∂ϕ∂Ω,2

∂τ
K3 −

∂ϕ∂Ω,3

∂τ
K2

)
τ ds.

We start with

B1
1,a =

∫

∂S0

∇⊥ψ0
∂Ω · ∇ϕ∂Ω,2K3 ds−

∫

∂S0

∂ψ0
∂Ω

∂τ
K2K3 ds.
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We use Lemma 22 with u = ∇⊥ψ0
∂Ω and v = ∇ϕ∂Ω,2 to obtain

∫

∂S0

∇⊥ψ0
∂Ω · ∇ϕ∂Ω,2K3 ds =

∫

∂S0

(
∇⊥ψ0

∂Ω · ξ3
)(
∇ϕ∂Ω,2 · n

)
ds

+

∫

∂S0

(
∇⊥ψ0

∂Ω · n
)(
∇ϕ∂Ω,2 · ξ3

)
ds

=

∫

∂S0

(∂ψ0
∂Ω

∂τ
K3 −

∂ψ0
∂Ω

∂n
ξ3 · τ

)
K2 ds+

∫

∂S0

∂ψ0
∂Ω

∂τ
K2K3 ds

+

∫

∂S0

∂ψ0
∂Ω

∂τ

∂ϕ∂Ω,2

∂τ
(ξ3 · τ) ds.

Therefore

B1
1,a =

∫

∂S0

(∂ψ0
∂Ω

∂τ
K3 −

∂ψ0
∂Ω

∂n
ξ3 · τ

)
K2 ds+

∫

∂S0

∂ψ0
∂Ω

∂τ

∂ϕ∂Ω,2

∂τ
(ξ3 · τ) ds.

By switching the indexes 2 and 3 we obtain

B1
1,b = −

∫

∂S0

(∂ψ0
∂Ω

∂τ
K2 −

∂ψ0
∂Ω

∂n
ξ2 · τ

)
K3 ds−

∫

∂S0

∂ψ0
∂Ω

∂τ

∂ϕ∂Ω,3

∂τ
(ξ2 · τ) ds.

We sum these two terms, observing that −(ξ3 · τ)K2 + (ξ2 · τ)K3 = K2
2 +K2

3 and
∫

∂S0

(K2
2 +K2

3 )
∂ψ0

∂Ω

∂n
ds =

∫

∂S0

∂ψ0
∂Ω

∂n
ds = 0,

thanks to (5.17c), to get

B1
1,a + B1

1,b =

∫

∂S0

∂ψ0
∂Ω

∂τ

(∂ϕ∂Ω,2

∂τ
(ξ3 · τ)−

∂ϕ∂Ω,3

∂τ
(ξ2 · τ)

)
ds.

Now, using (7.37), we obtain

B1
1,a + B1

1,b = −

∫

∂S0

R(ϑ)t uΩ(h) ·
(∂ϕ∂Ω,2

∂τ
(ξ3 · τ)−

∂ϕ∂Ω,3

∂τ
(ξ2 · τ)

)
n ds

= R(ϑ)t uΩ(h) ·

∫

∂S0

(∂ϕ∂Ω,2

∂τ
(ξ2 · n) +

∂ϕ∂Ω,3

∂τ
(ξ3 · n)

)
n ds.(7.54)

On the other hand we observe that

(7.55) B1
1,c = R(ϑ)t uΩ(h) ·

∫

∂S0

(∂ϕ∂Ω,2

∂τ
(ξ2 · τ) +

∂ϕ∂Ω,3

∂τ
(ξ3 · τ)

)
τ ds.

As a consequence, gathering (7.54) and (7.55) we get

B1
1 = R(ϑ)t uΩ(h) ·

∫

∂S0

[∂ϕ∂Ω,2

∂τ
ξ2 +

∂ϕ∂Ω,3

∂τ
ξ3

]
ds = 0,

by integration by parts.

Let us now consider the second coordinate B1
2 of B1, that is:

B1
2 =

∫

∂S0

(∂ψ0
∂Ω

∂n
−R(ϑ)t uΩ(h) · τ

)(∂ϕ∂Ω,1

∂τ
K3 −

∂ϕ∂Ω,3

∂τ
K1

)
ds

= B1
2,a + B1

2,b + B1
2,c,
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with

B1
2,a := −

∫

∂S0

∂ψ0
∂Ω

∂n

∂ϕ∂Ω,3

∂τ
K1 ds,

B1
2,b :=

∫

∂S0

∂ψ0
∂Ω

∂n

∂ϕ∂Ω,1

∂τ
K3 ds,

B1
2,c :=

∫

∂S0

R(ϑ)t uΩ(h) ·

(
∂ϕ∂Ω,3

∂τ
K1 −

∂ϕ∂Ω,1

∂τ
K3

)
τ ds.

Proceeding as above with B1
1,a and B1

1,b we get

B1
2,a =

∫

∂S0

(∂ψ0
∂Ω

∂τ
K1 −

∂ψ0
∂Ω

∂n
ξ1 · τ

)
K3 ds+

∫

∂S0

∂ψ0
∂Ω

∂τ

∂ϕ∂Ω,3

∂τ
(ξ1 · τ) ds,

B1
2,b = −

∫

∂S0

(∂ψ0
∂Ω

∂τ
K3 −

∂ψ0
∂Ω

∂n
ξ3 · τ

)
K1 ds−

∫

∂S0

∂ψ0
∂Ω

∂τ

∂ϕ∂Ω,1

∂τ
(ξ3 · τ) ds.

We sum these two terms, observing that

(7.56) (ξ1 · τ)K3 − (ξ3 · τ)K1 = x⊥ · ξ2,

to get

B1
2,a + B1

2,b = −

∫

∂S0

(x⊥ · ξ2)
∂ψ0

∂Ω

∂n
ds+

∫

∂S0

∂ψ0
∂Ω

∂τ

(∂ϕ∂Ω,3

∂τ
(ξ1 · τ)−

∂ϕ∂Ω,1

∂τ
(ξ3 · τ)

)
ds.(7.57)

Using (7.16) we obtain

(7.58)

∫

∂S0

(x⊥ · ξ2)
∂ψ0

∂Ω

∂n
ds =MR(ϑ)t uΩ(h)

⊥ · ξ2,

with M given by (7.15). We also use (7.37) to modify the second term in the right hand side of (7.57)
and then get

B1
2,a + B1

2,b = −MR(ϑ)t uΩ(h)
⊥ · ξ2 −

∫

∂S0

R(ϑ)t uΩ(h) ·
(∂ϕ∂Ω,3

∂τ
(ξ1 · τ)−

∂ϕ∂Ω,1

∂τ
(ξ3 · τ)

)
n ds.

Adding B1
2,c to this we get

(7.59) B1
2 = −MR(ϑ)t uΩ(h)

⊥ · ξ2 −R(ϑ)t uΩ(h) · B
1
2,d,

with

B1
2,d :=

∫

∂S0

∂ϕ∂Ω,3

∂τ

(
(ξ⊥1 · n)n+ (ξ⊥1 · τ)τ

)
ds+

∫

∂S0

∂ϕ∂Ω,1

∂τ

(
− (ξ⊥3 · n)n− (ξ⊥3 · τ)τ

)
ds

=

∫

∂S0

∂ϕ∂Ω,3

∂τ
ξ⊥1 ds−

∫

∂S0

∂ϕ∂Ω,1

∂τ
ξ⊥3 ds.

Using an integration by parts we see that the second term of the right hand side above vanishes. Thus

R(ϑ)t uΩ(h) · B
1
2,d = −R(ϑ)t uΩ(h)

⊥ ·

∫

∂S0

∂ϕ∂Ω,3

∂τ
x⊥ ds

=M
t
R(ϑ)t uΩ(h)

⊥ · ξ2,(7.60)

thanks to (7.20).
Gathering (7.59) and (7.60) and using (7.22) we get

(7.61) B1
2 = −2M †R(ϑ)t uΩ(h)

⊥ · ξ2.
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Proceeding in the same way for the third coordinate, using

(ξ1 · τ)K2 − (ξ2 · τ)K1 = −x⊥ · ξ3,

instead of (7.56) and (7.21) instead of (7.20) we get

(7.62) B1
3 = −2M †R(ϑ)t uΩ(h)

⊥ · ξ3.

Combining (7.61) and (7.62) and recalling the definition of M †
ϑ in (7.8), we get

R(ϑ)B1 =

(
0

−2M †
ϑuΩ(h)

⊥

)
= B1,

which concludes the proof of (7.53) and hence of Proposition 13. �

7.5. Proof of Proposition 5. Let us now proceed to the proof of Proposition 5. We recall, see (4.2),
that Hε(q, p) is defined, for (ε, q, p) ∈ Q×R

3, by

Hε(q, p) := F ε(q, p)− 〈Γε(q), p, p〉.

Using the decomposition of the Christoffel symbols provided by Proposition 2 we infer that for
(ε, q, p) ∈ Q× R

3,

Hε(q, p) = γ2Eε(q) + γp×Bε(q)− 〈ΓεS(q), p, p〉 − 〈Γε∂Ω(q), p, p〉.

We now plug the expansion of each term of the right hand side using the results above. Let us
start with the term involving Bε(q). Let δ > 0. Using (7.50) and (7.51) we obtain that there exists
ε0 ∈ (0, 1) such that for any (ε, q, p) in Qδ,ε0 × R

3,

p×Bε(q) = Iε

(
p̂×

(
B∂Ω,ϑ + εB1(q) + ε2Br(ε, q)

))
,

where p̂ = Iεp.
Therefore, using now the expansions of the other terms, that is (6.7), (6.9) and (7.24), we get,

reducing ε0 ∈ (0, 1) if necessary, that for any (ε, q, p) in Qδ,ε0 × R
3,

(7.63) I−1
ε Hε(q, p) =

(
γ2E0(q)+γp̂×B∂Ω,ϑ

)
+ ε
(
γ2E1(q)+γp̂×B1(q)−〈Γ∂Ω,ϑ, p̂, p̂〉

)
+ ε2Hr(ε, q, p̃),

where

Hr(ε, q, p̂) = γ2Er(ε, q) + γp̂×Br(ε, q) − ε〈ΓS,r(ε, q), p̂, p̂〉 − ε〈Γ∂Ω,r(ε, q), p̂, p̂〉.

Then we observe that the zero order term in the right hand side of (7.63) can be recast as follows:

(7.64) γ2E0(q) + γp̂×B∂Ω,ϑ(q) = F∂Ω,ϑ(p̃).

Now, in order to deal with the subprincipal term of the right hand side of (7.63), let us state the
following crucial lemma, where we consider the part E1

a(q) defined in (7.23) of the decomposition (7.25)
of the term E1(q).

Lemma 30. For any q = (ϑ, h) ∈ R× Ω, for any p := (ω, ℓ) ∈ R
3,

(7.65) γ2E1
a(q) + γp̂× B1(q)− 〈Γ∂Ω,ϑ, p̂, p̂〉 = −〈Γ∂Ω,ϑ, p̃, p̃〉,

where p̂ = Iεp and p̃ := (ω̂, ℓ̃), with ω̂ := εω and ℓ̃ := ℓ− γuΩ(h).
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Proof of Lemma 30. Let q = (ϑ, h) ∈ R× Ω and p := (ω, ℓ) ∈ R
3 and p̂ = Iεp. Using (7.65) and that

for any ϑ ∈ R, M †
ϑ is symmetric, we obtain

(7.66) p̂× B1(q) =

(
−2ℓ⊥ ·M †

ϑ uΩ(h)
⊥

−2ω̃2
(
M †
ϑ uΩ(h)

⊥
)⊥

)
=

(
−2ℓ⊥ ·M †

ϑ uΩ(h)
⊥

−2ω̃2M †
ϑ uΩ(h)

)
,

thanks to (7.11). We recall that, according to (7.12) and (7.23) we have:

(7.67) 〈Γ∂Ω,ϑ, p̂, p̂〉 =

(
−ℓ⊥ ·M †

ϑ ℓ
⊥

ω̃2µ⊥ϑ − 2ω̃M †
ϑ ℓ

)
and E1

a(q) :=



uΩ(h)

⊥M †
ϑ uΩ(h)

⊥

0
0


 .

Now it suffices to combine (7.66) and (7.67) to deduce (7.65). �

As a consequence, we obtain:

(7.68) γ2E1(q) + γp̂× B1(q)− 〈Γ∂Ω,ϑ, p̂, p̂〉 = H1(q, p̃),

where p̃ is defined in (4.8) and H1(q, p̃) is given by (4.10).
Combining (7.63), (7.64) and (7.68) we get that Equation (4.9) holds true for all (ε, q, p) inQδ,ε0×R

3.
Moreover Hr ∈ L∞(Qδ,ε0 × R

3;R3), depends on S0, γ and Ω and is weakly nonlinear in the sense of
Definition 2. This concludes the proof of Proposition 5. �

8. Asymptotic energy estimates and passage to the limit

In this section, we prove Corollary 4 and Lemma 8 and establish the main results by passing to the
limit as ε→ 0+.

8.1. Proof of Corollary 4. First, according to Lemma 1 and reducing ε0 and δ if necessary, (ε, qε)
belonging to Qδ,ε0 implies that hε is in Ωδ. We recall that the sets Ωδ, for δ > 0 are defined in (2.5).

Thanks to Corollary 3 we have, on [0, T ], for ε ∈ (0, ε0),

Ĕε(qε, p̂ε) = εmin(2,α) Ẽϑ(ε, p̂
ε) +

1

2
ε4Mr(ε, q

ε)p̂ε · p̂ε − γ2ψΩ(h
ε) + εUr(ε, q

ε) = Ĕε(0, p0).

Now, since h0 = 0 ∈ Ωδ and q(0) = 0 ∈ Qδ, we infer from Lemma 3 and Lemma 4 that the initial

renormalized energy Ĕε(0, p0), when ε runs into (0, ε0), is bounded by a constant K1 > 0 depending
only on

(8.1) S0, Ω, p0, γ, m
1, J 1, δ.

Moreover, on [0, T ], for ε ∈ (0, ε0), γ
2ψΩ(h

ε) is bounded by a constant K2 > 0 depending only on
(8.1).

Using furthermore that, according to Lemma 3, Ur is in L∞(Qδ,ε0 ;R) we get that on [0, T ], for
ε ∈ (0, ε0), −εUr(ε, q

ε) is bounded by a constant K3 > 0 depending only on (8.1).
On the other hand, thanks to Lemma 4 and Lemma 5, reducing again ε0 if necessary, we have that

on [0, T ], for ε ∈ (0, ε0),

εmin(2,α) Ẽϑ(ε, p̂
ε) +

1

2
ε4Mr(ε, q

ε)p̂ε · p̂ε > K4

(
εmin(1,α

2
) |p̂ε|R3

)2
.

Corollary 4 then follows by choosing for instance K = (K−1
4 (K1 +K2 +K3))

1
2 . �



66 OLIVIER GLASS, ALEXANDRE MUNNIER, AND FRANCK SUEUR

8.2. Proof of Lemma 8. Using the symmetry of the matrix M̃ϑε , we get that the time derivative
(Ẽϑε(ε, ˜̃p

ε))′ of the modulated energy is

(8.2)
d

dt
Ẽϑε(ε, ˜̃p

ε) = ˜̃p
ε
· M̃ϑε(ε)

d

dt
˜̃p
ε
+

1

2
˜̃p
ε
·

(
d

dt
M̃ϑε(ε)

)
˜̃p
ε
.

Combining (8.2) and (3.23) we get

εmin(2,α) d

dt
Ẽϑε(ε, ˜̃p

ε) = ˜̃p
ε
· F∂Ω,ϑε(˜̃p

ε
) + ˜̃p

ε
·

(
1

2
εmin(2,α)

(
d

dt
M̃ϑε(ε)

)
˜̃p
ε
− ε〈Γ∂Ω,ϑε , ˜̃p

ε
, ˜̃p
ε
〉

)
(8.3)

+ εγ2 ˜̃p
ε
· E1

b(q
ε) + εmin(2,α) ˜̃p

ε
· H̃r(ε, q

ε, ˜̃p
ε
).

Using that the force term is F∂Ω,ϑ(p) is gyroscopic in the sense of Definition 1 we get that the first
term of the right hand side of the equation (8.3) vanishes.

Let us now show that the second term in the right hand side of the equation (8.3) vanishes as well.

Going back to the definition of M̃ϑ(ε) in Section 3.2 we obtain that

(8.4) ε2
d

dt
M∂Ω,ϑε = εmin(2,α) d

dt
M̃ϑε(ε).

On the one hand we observe that

(8.5)
d

dt
M∂Ω,ϑε =

1

ε

∂M∂Ω,ϑ

∂q
(ϑε) · ˜̃p

ε
.

On the other hand we introduce, for any ϑ ∈ R, for any p ∈ R
3, the matrix

S∂Ω,ϑ(p) :=

(
∑

16i63

(Γ∂Ω,ϑ)
k
i,jpi

)

16k,j63

,

so that
〈Γ∂Ω,ϑ, p, p〉 = S∂Ω,ϑ(p)p.

Then, we observe that for any ϑ ∈ R, for any p ∈ R
3,

(8.6)
1

2

∂M∂Ω,ϑ

∂q
(ϑ) · p− S∂Ω,ϑ(p) is skew-symmetric.

This can be checked by using the explicit expression of M∂Ω,·(ϑ) and S∂Ω,ϑ. Another method, more
theoretical, is given in the second proof of Proposition 1 in Subsection 9.6.2, see Lemma 43. Combining
(8.5), (8.6) and (8.4) entails that the second term of the right hand side of the equation (8.3) vanishes.
Therefore the equation (8.3) reduces to (3.25). �

8.3. Proof of Lemma 9. Let us recall that

(8.7) R0 := max{|x|, x ∈ ∂S0},

so that, whatever t > 0, ϑ(t) ∈ R and ε ∈ (0, 1),

(8.8) Sε(qε(t)) ⊂ B(hε(t), εR0).

We introduce

(8.9) δ :=
1

4
d(0, ∂Ω).

and introduce ε0 ∈ (0, 1) (which may be reduced later) such that

(8.10) ε0R0 6 δ,

(8.11) ∀ε ∈ (0, ε0], d
(
B(0, εR0), ∂Ω

)
>

3

4
d(0, ∂Ω).
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We apply Corollary 5 with δ defined in (8.9) and T = 1 to deduce that there exists K > 0 such that,
reducing ε0 if necessary, we have

(8.12) |ℓε| 6 K, for all t ∈ [0, 1] for which d
(
Sε(qε(t)), ∂Ω

)
> δ.

We introduce

T := min

(
1,
d(0, ∂Ω)

2K

)
,

and, for ε ∈ (0, ε0],

Iε =
{
t ∈ [0, 1]

/
∀s ∈ [0, t], d

(
B(hε(s), εR0), ∂Ω

)
> δ
}
.

The set Iε is a closed interval containing 0, according to (8.11). Consider T̃ ε := max Iε, and let us

show that T̃ ε > T . Of course, if T̃ ε = 1, then this is clear; let us suppose that T̃ ε < 1. This involves
that

d
(
B(hε(T̃ ε), εR0), ∂Ω

)
= δ.

Using (8.10) we deduce

d(hε(T̃ ε), ∂Ω) 6 2δ.

With the triangle inequality and (8.9) we infer that

d
(
hε(T̃ ε), 0

)
>

1

2
d(0, ∂Ω).

Now the relation (8.8) implies that for all t ∈ [0, T̃ ε],

(8.13) d
(
Sε(qε(t)), ∂Ω

)
> d
(
B(hε(t), εR0), ∂Ω

)
> δ,

so that (8.12) is satisfied during [0, T̃ ε]. We deduce that KT̃ ε > d(0, ∂Ω)/2, so T̃ ε > T . Therefore for
any t ∈ [0, T ], for any ε ∈ [0, ε0], (8.13) holds true. This concludes the proof of Lemma 9. �

8.4. Local passage to the limit: proof of Lemma 10. We consider δ̌ > 0, Ť > 0 and ε1 > 0 and
suppose (3.27) to be satisfied. In particular we can apply Corollary 5 on the interval [0, Ť ] so that
reducing ε1 > 0 if necessary,

(8.14) (|ℓε|+ |εωε|)ε∈(0,ε1) is bounded uniformly on [0, Ť ].

Our goal is to pass to the limit in each term of (3.22) in Case (i) and in (3.23) in Case (ii).

8.4.1. Case (i). In that case, we work on (3.22).
First, thanks to (8.14) and (3.22), we deduce some uniform W 2,∞ bounds on hε and εϑε. This

involves that there exists a converging subsequence (hεn , εnϑ
εn) of (hε, εϑε):

(8.15) (hεn , εnϑ
εn) −⇀ (h∗,Θ∗) in W 2,∞ weak − ⋆.

We now aim at characterizing the limit. The uniqueness of this limit will then prove the convergence
as ε→ 0+ (and not merely along a subsequence).

We start with noticing that the remaining term εHr(ε, q
ε, p̂ ε) converges to 0 strongly in L∞. Hence

we only have to pass to the limit in the terms M1
g (p̂

ε)′ and F∂Ω,ϑε(p̃
ε). For what concerns the term

M1
g (p̂

εn)′ we have

M1
g (p̂

εn)′ −⇀M1
g

(
(Θ∗)′′

(h∗)′′

)
in L∞ weak− ⋆.

Now consider

F∂Ω,ϑ(p̃
εn) = γ

(
ζϑεn · ℓ̃εn

(ℓ̃εn)⊥ − εnω
εnζϑεn

)
,
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see (2.14). On the one hand using ωεn = (ϑεn)′ and (2.15) we see that

(8.16) εnω
εnζϑεn ⇀ 0 in W−1,∞ weak− ⋆.

On the other hand since the weak-⋆ convergence in W 2,∞ involves the strong W 1,∞ one, we get that

ℓ̃εn ⇀ (h∗)′ − γuΩ(h
∗) in W 1,∞ weak− ⋆ and

(
h∗(0), (h∗)′(0)

)
=
(
0, ℓ0

)
.

Hence we infer from the two last components of the system (3.22) that

m1(h∗)′′ = γ[(h∗)′ − γuc(h
∗)]⊥ in [0, Ť ].

Due to the uniqueness of the solution of (1.22), this proves that h∗ = h(i), and this concludes the
proof of Lemma 10 for the part concerning the position of the center of mass.

We now turn to the part concerning the angle, that is the convergence of εϑε. We will use the
following lemma (see [7]).

Lemma 31. Let

• (ωn)n∈N ∈W 1,∞(0, T ;R)N, (εn)n∈N ∈ (R+
∗ )

N with εn → 0 as n→ +∞, such that

(8.17) εnωn −⇀ ρ in W 1,∞(0, T ;R) weak− ⋆ as n→ +∞;

• (wn)n∈N ∈ L∞(0, T ;C)N such that

(8.18) wn −→ w in L∞(0, T ;C) as n→ +∞;

• ϑn :=
∫ t
0 ωn.

Suppose that, on (0, T ),

(8.19) εnω
′
n(t) = ℜ[wn(t) exp(−iϑn(t))].

Then ρ is constant on [0, T ].

Above the notation ℜ stands for the real part. We consider the first component of the system (3.22):
it allows to apply Lemma 31 to ωn = ωεn , ϑn = ϑεn and

wn :=
γ

J 1

[
(ζ · ℓεn)− i(ζ · (ℓεn)⊥)

]
+
εn
J 1

eiϑ
εn
Hr(εn, q

εn , p̂ εn).

Using (8.15) and the initial data, we infer that Θ∗ = 0. This concludes the proof of Lemma 10 in
Case (i).

8.4.2. Case (ii). Here we work with (3.23).
We first observe that in the left hand side ,

(
εαM1

g + ε2Ma,∂Ω,ϑε
)
(˜̃pε)′ −→ 0 in W−1,∞.

Indeed, thanks to (8.14), εMa,∂Ω,ϑε is bounded in W 1,∞ whereas (˜̃pε)′ is bounded in W−1,∞. On the
other hand, M1

g is constant. Then the extra powers of ε in the left hand side allow to conclude.

Next, the term ε〈Γ∂Ω,ϑε , ˜̃p
ε
, ˜̃p
ε
〉 converges to 0 in L∞ since all terms in the brackets are bounded.

In the same way, the terms εγ2E1
b(q

ε) and εmin(2,α)Hr(ε, q
ε, ˜̃p

ε
) converge strongly to 0 in L∞.

Now let us consider the remaining terms in the two last lines of the equation (3.23). These are

(8.20) (ℓ̃ε)⊥ − ω̂εζϑε .

The last term converges weakly to 0 in W−1,∞ as seen in Case (i), see (8.16). Hence we infer that

ℓ̃εn converges weakly to 0 in W−1,∞. Due to the a priori estimate, this convergences occurs in L∞

weak-⋆. Again this is sufficient to deduce that the convergence of hε towards h∗ is strong in L∞, and
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that (h∗)′ = γuc(h
∗) and h∗(0) = h0. The uniqueness of the solution of this Cauchy problem gives

h∗ = h(ii). Do to the uniqueness of the limit, the whole hε converges toward h(ii) as ε → 0+. This
concludes the proof of Lemma 10 in Case (ii).

�

8.5. Proof of Theorems 2 and 3. We begin with Theorem 3, that is with Case (ii).
In that case, as mentioned below (1.28) it is well-known that the solution h(ii) is global in time,

and in particular that there is no collision of the vortex point with the external boundary ∂Ω. Hence
let T > 0, and let us prove that for small ε > 0 the time of existence T ε is larger than T and establish
the convergences on the time interval [0, T ].

For such a T , we know that there exists d > 0 such that

(8.21) ∀t ∈ [0, T + 1], d(h(ii)(t), ∂Ω) > d.

We let

T
ε
:= max

{
t > 0, d

(
B(hε(t), εR0), ∂Ω

)
> d/2

}
.

Let us recall that R0 is defined in (8.7). Using Lemma 9 we deduce that, reducing d if necessary, we

have that for some ε > 0, infε∈(0,ε] T
ε
> 0. Therefore

T̃ := lim inf
ε→0+

T
ε

satisfies T̃ > 0.

Due to Corollary 5, there exists K > 0 and ε0 such that for all t ∈ [0, T + 1] and ε ∈ (0, ε0), one has
the following estimate

(8.22) |ℓε|+ |εωε| 6 K as long as qε(t) belongs to Qε
d/2
.

Now we claim that

(8.23) T̃ > T +
1

2
.

Suppose that this is false. Then we have a sequence εn → 0+ such that T
εn

→ T̃ < T + 1
2 . Now for

any η ∈ (0, T̃ ), on the interval [0, T̃ − η], the condition d(B(hεn(t), εR0), ∂Ω) > d/2 is satisfied for n

large enough. Moreover, for such n, for all t ∈ [0, T̃ − η], (8.8) implies that

d(Sεn(t), ∂Ω) > d
(
B(hεn(t), εnR0), ∂Ω

)
> d/2.

Hence applying Lemma 10, we deduce the uniform convergence of (hεn)n to h(ii) on [0, T̃ − η]. In

particular, as n→ +∞, d
(
hεn(T̃ − η), ∂Ω

)
→ d

(
h(ii)(T̃ − η), ∂Ω

)
> d, according to (8.21).

On the other hand by definition of T
εn

we have d
(
B(hεn(T

εn
), εnR0), ∂Ω

)
= d/2. Using the triangle

inequality and T
εn

→ T̃ , we get a contradiction with (8.22). Hence (8.23) is valid, so that, reducing ε

if necessary, we have infε∈(0,ε] T
ε
> T .

Now, applying again (8.8) and Lemma 10, we reach the conclusion. This ends the proof of Theo-
rem 3. �

The proof of Theorem 2 is exactly the same, except that the maximal time T(i) of existence of h(i)
may be finite. Let T ∈ (0, T(i)). It is then only a matter of replacing (8.21) and (8.23) respectively
with

∀t ∈

[
0,
T + T(i)

2

]
, d(h(i)(t), ∂Ω) > d, and with T̃ := lim inf

ε→0+
T
ε
> T +

T(i) − T

4
,

to get the result in this case. This ends the proof of Theorem 2. �
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9. Recasting of the system (1.1) as an ODE: Proof of Theorem 1

9.1. Scheme of proof of Theorem 1. Let us first give the scheme of the proof of Theorem 1.
The fluid velocity u(q, ·) satisfies a div-curl type system in the doubly-connected domain F(q),

constituted of (1.1b), (1.2), (1.1f), (1.1g), and of (1.3). When the solid position q ∈ Q and the
right hand side s of these equations are given, the fluid velocity u(q, ·) is determined in a unique way.
Moreover, using (1.12), (1.7) and (1.8), the solution u(q, ·) takes the form:

(9.1) u(q, ·) = u1(q, ·) + u2(q, ·),

with

(9.2) u1(q, ·) := ∇(ϕ(q, ·) · p) = ∇




3∑

j=1

ϕj(q, ·)pj


 and u2(q, ·) := γ∇⊥ψ(q, ·),

where q ∈ Q and p = (p1, p2, p3) ∈ R
3. So besides the dependence with respect to S0, to Ω and to the

space variable, u1 depends on q and linearly on p while u2 depends on q and linearly on γ.
In the system of equations (1.1), the initial data (1.1h) for the fluid is not required any longer

(actually, it can be deduced from the given circulation γ and the initial data of the solid through the
functions ϕ(0, ·) and ψ(0, ·)).

The pressure π can be recovered by means of Bernoulli’s formula which is obtained by combining
(1.1a) and (1.2), and which reads:

(9.3) ∇π = −

(
∂u

∂t
+

1

2
∇|u2|

)
in F(q).

For every q, p and γ, the pair (u, π) where u is given by (9.1) and π by (9.3) yields a solution to
(1.1a-d). Equations (1.1g-h) can be summarized in the variational form:

(9.4) mℓ′ · ℓ∗ + J ω′ω∗ =

∫

∂S(q)
π(ω∗(x− h)⊥ + ℓ∗) · nds, ∀ p∗ = (ω∗, ℓ∗) ∈ R

3.

Let us associate with (q, p∗) ∈ Q × R
3 the potential vector field

(9.5) u∗ := ∇(ϕ(q, ·) · p∗),

which is defined on F(q). According to Bernoulli’s formula (9.3) and upon an integration by parts,
identity (9.4) can be turned into:

(9.6) mℓ′ · ℓ∗ + Jω′ω∗ = −

∫

F(q)

(
∂u

∂t
+

1

2
∇|u|2

)
· u∗dx, ∀ p∗ = (ω∗, ℓ∗) ∈ R

3.

Therefore plugging the decomposition (9.1) into (9.6) leads to

mℓ′ · ℓ∗ + Jω′ω∗ +

∫

F(q)

(∂u1
∂t

+
1

2
∇|u1|

2
)
· u∗dx = −

∫

F(q)

(1
2
∇|u2|

2
)
· u∗dx(9.7)

−

∫

F(q)

(∂u2
∂t

+
1

2
∇(u1 · u2)

)
· u∗dx,

for all p∗ := (ω∗, ℓ∗) ∈ R
3.

Then the reformulation of Equations (1.1g-h) mentioned in Theorem 1 will follow from the three
following lemmas which deal respectively with the left hand side of (9.7) and the two terms in the
right hand side.
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Lemma 32. For any smooth curve q(t) in Q and every p∗ = (ω∗, ℓ∗) ∈ R
3, the following identity

holds:

(9.8) mℓ′ · ℓ∗ + Jω′ω∗ +

∫

F(q)

(
∂u1
∂t

+
1

2
∇|u1|

2

)
· u∗dx =M(q)p′ · p∗ + 〈Γ(q), p, p〉 · p∗,

where p := (ω, ℓ) = q′, u∗ is given by (9.5), u1 is given by (9.2), M(q) and Γ(q) are defined in (1.9)
and (1.11).

Lemma 33. For every q ∈ Q and every p∗ = (ω∗, ℓ∗) ∈ R
3, the following identity holds:

(9.9) −

∫

F(q)

(
1

2
∇|u2|

2

)
· u∗dx = γ2E(q) · p∗,

where u∗ is given by (9.5), u2 is given by (9.2), E(q) is defined in (1.15).

Lemma 34. For any smooth curve q(t) in Q and every p∗ = (ω∗, ℓ∗) ∈ R
3, the following identity

holds:

(9.10) −

∫

F(q)

(
∂u2
∂t

+∇(u1 · u2)

)
· u∗dx = γ

(
p×B(q)

)
· p∗,

where p := (ω, ℓ) = q′, u∗ is given by (9.5), u1 and u2 are given by (9.2), B(q) is defined in (1.15).

Lemma 33 simply follows from an integration by parts. Let us consider Lemmas 32 and 34 as
granted. Then gathering the results of Lemmas 32, 33 and 34 with (9.7), the conclusion of Theorem 1
follows. �

9.2. Reformulation of the potential part: Proof of Lemma 32. We start with observing that,
under the assumptions of Lemma 32,

(9.11) mℓ′ · ℓ∗ + J ω′ω∗ =Mgp
′ · p∗.

Now in order to deal with the last term of the right hand side of (9.8) we use a Lagrangian strategy.
For any q in Q and every p in R

3, let us denote

(9.12) E1(q, p) :=
1

2

∫

F(q)
|u1|

2dx,

where u1 is given by (9.2). Thus E1(q, p) denotes of the kinetic energy of the potential part u1 of the
flow associated with a body at position q with velocity p. It follows from classical shape derivative
theory that E1 ∈ C∞

(
Q× R

3; [0,+∞)
)
. Below we make use of the first order partial derivatives that

we now compute.
On the one hand the linearity of u1 with respect to p and then an integration by parts leads to:

∂E1
∂p

· p∗ =

∫

F(q)
u1 · u

∗dx =

∫

∂S(q)
(ϕ · p)(u∗ · n) ds.

Then, invoking Reynold’s formula, we get:

(9.13)
∂E1
∂p

· p∗ =
∂

∂q

(∫

F(q)
(ϕ · p) dx

)
· p∗ −

∫

F(q)
(
∂ϕ

∂q
· p) · p∗dx.

On the other hand, again using Reynold’s formula, we have:

(9.14)
∂E1
∂q

· p∗ =

∫

F(q)

(
∂u1
∂q

· p∗
)
· u1 dx+

1

2

∫

∂S(q)
|u1|

2(u∗ · n) ds.
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Now the crucial quantity here is the Euler-Lagrange function:

(9.15) EL :=

(
d

dt

∂E1
∂p

−
∂E1
∂q

)
· p∗.

Lemma 35. For any smooth curve q(t) in Q , for every p∗ ∈ R
3, we have:

(9.16)

∫

F(q)

(
∂u1
∂t

+
1

2
∇|u1|

2

)
· u∗dx = EL

where u1 is given by (9.2), u∗ is given by (9.5) and EL is given by (9.15).

Let us introduce a slight abuse of notations which simplifies the presentation of the proof of Lemma
35. For a smooth function I(q, p), where (q, p) is running into Q× R

3, and a smooth curve q(t) in Q
let us denote (

∂

∂q

d

dt
I(q, p)

)
(t) := (

∂

∂q
J)
(
q(t), q′(t), q′′(t))

)
,

where, for (q, p, r) in Q× R
3 × R

3,

(9.17) J(q, p, r) = p
∂I

∂q
(q, p) + r

∂I

∂p
(q, p).

Observe in particular that

d

dt

(
I(q(t), q′(t))

)
= J

(
q(t), q′(t), q′′(t))

)
,

and

(9.18)
d

dt

(
∂I

∂q
(q(t), q′(t))

)
=

(
∂

∂q

d

dt
I(q, p)

)
(t).

Below, in such circumstances, it will be comfortable to write

∂

∂q

[
J
(
q(t), q′(t), q′′(t))

)]
instead of

(
∂J

∂q

)(
q(t), q′(t), q′′(t))

)
,

and it will be understood that J is extended from
(
q(t), q′(t), q′′(t))

)
to general (q, p, r) by (9.17).

Proof of Lemma 35. We start with manipulating the right hand side of (9.16). Differentiating (9.13)
with respect to t, we obtain:

(9.19)
d

dt

∂E1
∂p

· p∗ =
d

dt

∂

∂q

(∫

F(q)
(ϕ · p) dx

)
· p∗ −

d

dt

(∫

F(q)
(
∂ϕ

∂q
· p) · p∗dx

)
.

With the abuse of notations mentioned above we commute the derivatives involved in the first term
of the right hand side, so that the identity (9.19) can be rewritten as follows:

(9.20)
d

dt

∂E1
∂p

· p∗ =
∂

∂q

d

dt

(∫

F(q)
(ϕ · p) dx

)
· p∗ −

d

dt

(∫

F(q)
(
∂ϕ

∂q
· p) · p∗dx

)
.

Moreover, using again Reynold’s formula, we have:

d

dt

(∫

F(q)
(ϕ · p) dx

)
=

∫

F(q)
∂t(ϕ · p) dx+

∫

∂S(q)
(ϕ · p)(u1 · n) ds(9.21)

=

∫

F(q)
∂t(ϕ · p) dx+ 2E1(q, p),(9.22)

by integration by parts.
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We infer from (9.20) and (9.21), again with the abuse of notations mentioned above, that:

EL =
∂E1
∂q

+
∂

∂q

[∫

F(q)
∂t(ϕ · p) dx

]
· p∗ −

d

dt

(∫

F(q)
(
∂ϕ

∂q
· p) · p∗dx

)
.(9.23)

Thanks to Reynold’s formula, we get for the second term of the right hand side

(9.24)
∂

∂q

[∫

F(q)
∂t(ϕ · p) dx

]
· p∗ =

∫

F(q)

∂

∂q
(∂t(ϕ · p)) · p∗ dx+

∫

∂S(q)
∂t(ϕ · p)(u∗ · n) ds,

and for the last one:

d

dt

(∫

F(q)

(
∂ϕ

∂q
· p

)
· p∗dx

)
=

∫

F(q)
∂t

((
∂ϕ

∂q
· p

)
· p∗
)

dx+

∫

∂S(q)

((
∂ϕ

∂q
· p

)
· p∗
)
(u1 · n) ds.

Using again (9.18) for the first term and integrating by parts the second one, we obtain:

d

dt

(∫

F(q)

(
∂ϕ

∂q
· p

)
· p∗dx

)
=

∫

F(q)

∂

∂q

(
∂t(ϕ · p)

)
· p∗ dx+

∫

F(q)

(
∂u1
∂q

· p∗
)
· u1 dx.(9.25)

Plugging the expressions (9.14), (9.24) and (9.25) into (9.23) and simplifying, we end up with:

EL =

∫

∂S(q)

[
∂t(ϕ · p) +

1

2
|u1|

2

]
(u∗ · n) ds.

Upon an integration by parts, we recover (9.16) and the proof is then completed. �

Now, we observe that the kinetic energy E1(q, p) of the potential part of the flow, as defined by
(9.12), can be rewritten as:

(9.26) E1(q, p) =
1

2
Ma(q)p · p,

where Ma(q) is defined by (1.9). Indeed this allows us to prove the following result.

Lemma 36. For any smooth curve q(t) in Q, for every p∗ ∈ R
3, we have:

(9.27) EL =Ma(q)p
′ · p∗ + 〈Γ(q), p, p〉 · p∗,

with p := q′, EL is given by (9.15), Ma(q) defined by (1.9) and Γ(q) associated with M(q) by the
Christoffel formula (1.11a)-(1.11b).

Proof of Lemma 36. Using (9.26) in the definition (9.15) of EL we have

EL =Ma(q)p
′ · p∗ +

((
DMa(q) · p

)
p
)
· p∗ −

1

2

((
DMa(q) · p

∗
)
p
)
· p.

Let us recall the notation (Ma)
k
i,j(q) in (1.11c) and let the notation

∑
stands for

∑
16i,j,k63 for the

rest of this proof. Then

EL =Ma p
′ · p∗ +

∑
(Ma)

k
i,j pkpjp

∗
i −

1

2

∑
(Ma)

k
i,j pipjp

∗
k.

A symmetrization of the second term of the right hand side above leads to

EL =Ma p
′ · p∗ +

1

2

(∑
(Ma)

k
i,j pkpjp

∗
i +

∑
(Ma)

j
i,k pkpjp

∗
i −

∑
(Ma)

k
i,j pipjp

∗
k

)
,

and then to the result by exchanging i and k in the last sum. �

Then Lemma 32 straightforwardly results from the combination of (9.11), Lemmas 35 and 36. �
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9.3. Reformulation of the cross part: Proof of Lemma 34. Assume that q := (ϑ, h) and
p := (ω, ℓ) = q′ and recall that

u2 := γ∇⊥ψ(q, ·), u1 := ∇(ϕ(q, ·) · p) and u∗ := ∇(ϕ(q, ·) · p∗).

We first observe that
∫

F(q)

(
∂u2
∂t

)
· u∗dx = −γ

∫

∂S(q)

(
∂

∂t

(
ψ(q, ·)

))
(
∂ϕ

∂τ
(q, ·) · p∗)ds.(9.28)

Let us emphasize that there is no contribution on ∂Ω since ψ(q, ·) is vanishing there.
Now we have the following result.

Lemma 37. On ∂S(q), we have

(9.29)
∂

∂t

(
ψ(q, ·)

)
= −

∂ψ

∂n
(q, ·)

(
∂ϕ

∂n
(q, ·) · p

)
+DC(q) · p.

Proof of Lemma 37. We start with the observation that

(9.30)
∂

∂t

(
ψ(q, ·)

)
=
∂ψ

∂q
(q, ·) · p,

is the derivative of the function ψ(q, ·) when the boundary ∂S(q) undergoes a rigid displacement of
velocity w = ω(x− h)⊥ + ℓ.

Then we differentiate the identity:

ψ(q,R(ϑ)X + h) = C(q), for X ∈ ∂S0,

with respect to q in the direction p. We obtain:

(9.31)
∂ψ

∂q
(q, x) · p+∇ψ(q, x) · w = DC(q) · p, for x ∈ ∂S(q).

Since ψ(q, ·) is constant on ∂S(q), its tangential derivative is zero. Besides, on ∂S(q) we have

w · n = u1 · n = ∂ϕ
∂n (q, ·) · p and we then get

(9.32) ∇ψ(q, x) · w =
∂ψ

∂n
(q, x)

(∂ϕ
∂n

(q, x) · p
)
for x ∈ ∂S(q).

Gathering (9.30), (9.31) and (9.32) we obtain (9.29). �

Plugging now (9.29) into (9.28) we deduce that:
∫

F(q)

(
∂u2
∂t

)
· u∗dx = γ

∫

∂S(q)

∂ψ

∂n

(
∂ϕ

∂n
· p

)(
∂ϕ

∂τ
· p∗
)
ds.(9.33)

On the other hand, integrating by parts and using that u2 = −γ ∂ψ∂n τ on ∂S(q), we get:
∫

F(q)
∇(u1 · u2) · u

∗dx = γ

∫

∂S(q)
(u1 · u2)(u

∗ · n)ds.(9.34)

Adding (9.33) and (9.34), we get:

∫

F(q)

(
∂u2
∂t

+∇(u1 · u2)

)
·u∗dx = γ

∫

∂S(q)

∂ψ

∂n

[(
∂ϕ

∂n
· p

)(
∂ϕ

∂τ
· p∗
)
−

(
∂ϕ

∂n
· p∗
)(

∂ϕ

∂τ
· p

)]
ds,

which is (9.10). �
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9.4. Proof of Proposition 2. This section is devoted to the proof of Proposition 2. We will use the

matrix M̃a(q) given by

(9.35) M̃a(q) := R(ϑ)t Ma(q)R(ϑ),

where we recall that R(ϑ) is defined by (2.12). We also introduce the real valued function of q =
(ϑ, h) ∈ Q, p ∈ R

3 and p∗ ∈ R
3:

Ξ1(q, p, p
∗) :=

[(
∂M̃a

∂q
(q) · p∗

)
R(ϑ)t p

]
· R(ϑ)t p,

Ξ3(q, p, p
∗) :=

[(
∂M̃a

∂q
(q) · p

)
R(ϑ)t p

]
· R(ϑ)t p∗.

Let us emphasize that the indexes above are chosen in order to recall the position where p∗ appears
in the three occurrences of p and p∗ of Ξ1(q, p, p

∗) and Ξ3(q, p, p
∗).

Similarly we define, for p = (ω, ℓ), p∗ = (ω∗, ℓ∗),

Υ1(q, p, p
∗) := ω∗Ma(q)p ·

(
0
ℓ⊥

)
, Υ2(q, p, p

∗) := ωMa(q)p
∗ ·

(
0
ℓ⊥

)
,

and Υ3(q, p, p
∗) := ωMa(q)p ·

(
0
ℓ∗⊥

)
.

Proposition 2 straightforwardly results from the following three lemmas.

Lemma 38. For any (q, p, p∗) ∈ Q× R
3 ×R

3, we have:

(9.36) 〈Γ(q), p, p〉 · p∗ = Υ1(q, p, p
∗)−Υ2(q, p, p

∗)−Υ3(q, p, p
∗) + Ξ3(q, p, p

∗)−
1

2
Ξ1(q, p, p

∗).

Lemma 39. For any (q, p, p∗) ∈ Q× R
3 ×R

3, we have:

Υ1(q, p, p
∗)−Υ2(q, p, p

∗)−Υ3(q, p, p
∗) = 〈ΓS(q), p, p〉 · p

∗,

where ΓS(q) is defined in (1.11).

Lemma 40. For any (q, p, p∗) ∈ Q× R
3 ×R

3, we have:

(9.37) Ξ3(q, p, p
∗)−

1

2
Ξ1(q, p, p

∗) = 〈Γ∂Ω(q), p, p〉 · p
∗,

where Γ∂Ω(q) is defined in (1.11).

�

Before proving these three lemmas, let us introduce a few notations. For every q = (ϑ, h) ∈ Q, we
introduce the change of variables y = R(ϑ)t(x− h), the domains

Ω̃(q) := R(ϑ)t(Ω− h), F̃(q) := R(ϑ)t(F(q) − h) = Ω̃(q) \ S̄0,

and the functions ϕ̃i(q, y) such that, denoting ϕ̃(q, ·) := (ϕ̃1(q, ·), ϕ̃2(q, ·), ϕ̃3(q, ·)), we have

ϕ̃(q, y) := R(ϑ)tϕ(q, x), y ∈ F̃(q).

For every j = 1, 2, 3, the functions ϕ̃j(q, ·) are harmonic in F̃(q) and satisfy:

∂ϕ̃j
∂n

(q, y) =

{
y⊥ · n j = 1;

nj−1 j = 2, 3
on ∂S0,(9.38a)

∂ϕ̃j
∂n

(q, y) = 0 (j = 1, 2, 3) on ∂Ω̃(q).(9.38b)
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Therefore the matrix M̃a(q) defined in (9.35) can be recast as

(9.39) M̃a(q) =

∫

∂S0

ϕ̃(q)⊗
∂ϕ̃

∂n
(q)ds.

Proof of Lemma 38. Let q(t) be a smooth curve in Q, defined in a neighborhood of 0 such that q(0) = q
and q′(0) = p. For every p∗ = (ω∗, ℓ∗) ∈ R

3, using the expression of E1(q, p) given by (9.26) lead to,
on the one hand:

d

dt

∂E1
∂p

· p∗ =
d

dt

(
M̃a(q)R(ϑ)t p

)
· R(ϑ)t p∗ −Υ3(q, p, p

∗)

=Ma(q)p
′ · p∗ −Υ2(q, p, p

∗) + Ξ3(q, p, p
∗)−Υ3(q, p, p

∗).(9.40)

On the other hand, we get:

(9.41)
∂E1
∂q

· p∗ = −Υ1(q, p, p
∗) +

1

2
Ξ1(q, p, p

∗).

Gathering (9.40) and (9.41) and (9.27) we deduce (9.36). �

Proof of Lemma 39. On the one hand, invoking the symmetry of M(q), we get:

(9.42) Υ2(q, p, p
∗) = ωMa(q)

(
0
ℓ⊥

)
· p∗.

On the other hand:

(9.43) −Υ3(q, p, p
∗) + Υ1(q, p, p

∗) =

(
−P⊥

a · ℓ
ωP⊥

a

)
· p∗ = −

[(
0
Pa

)
× p

]
· p∗.

Now gathering (9.42) and (9.43) concludes the proof of Lemma 39. �

Proof of Lemma 40. We first prove the following lemma.

Lemma 41. For i, j = 1, 2, 3, for every q̂ = (ϑ̂, ĥ) ∈ Q and every p∗ = (ω∗, ℓ∗) ∈ R
3, we have:

(9.44)
∂

∂q

(∫

F̃(q)
∇ϕ̃i(q) · ∇ϕ̃j(q)dy

)∣∣∣∣∣
q=q̂

· p∗ = −

∫

∂Ω̃(q̂)

∂ϕ̃i
∂τ

∂ϕ̃j
∂τ

(w∗ · n)ds,

with w∗(q̂, p∗, ·) := −ω∗ ·⊥ −R(ϑ̂)t ℓ∗.

Let us take Lemma 41 for granted for a while and let us see how to conclude the proof of Lemma 40.
Applying now the change of variables x = R(ϑ̂)y + ĥ, we deduce that:

∂M̃a

∂q
(q̂) · p∗ =


 ∂

∂q

(∫

F̃(q)
∇ϕ̃i(q) · ∇ϕ̃j(q)dy

)∣∣∣∣∣
q=q̂

· p∗




16i,j63

= −

(∫

∂Ω̃(q̂)

∂ϕ̃i
∂τ

∂ϕ̃j
∂τ

(w∗ · n)ds

)

16i,j63

= R(ϑ̂)t
(∫

∂Ω

∂ϕi
∂τ

(q̂)
∂ϕj
∂τ

(q̂)(w̃∗ · n)ds

)

16i,j63

R(ϑ̂),

with w̃∗ := ω∗(x− h)⊥ + ℓ∗.
Therefore, applying this with (q̂, p∗) = (q, p∗) and with (q̂, p∗) = (q, p), we get

Ξ3(q, p, p
∗)−

1

2
Ξ1(q, p, p

∗) =
∑

[Λlij(q)plpj −
1

2
Λijl(q)plpj]p

∗
i ,
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where the notation
∑

stands for
∑

16i,j,l63 for the rest of this proof and for every k = 1, 2, 3 the

matrices χk(q̂) are given by:

Λk(q̂) =

(∫

∂Ω

∂ϕi
∂τ

(q̂)
∂ϕj
∂τ

(q̂)Kk(q̂, ·)ds

)

16i,j63

,

where we recall that K1(q̂, ·) = (x− ĥ)⊥ · n and Kj(q̂, ·) = nj−1 (j = 2, 3) on ∂Ω.
The quadratic form in p can be symmetrized as follows:

∑[
Λlij(q)plpj −

1

2
Λijl(q)plpj

]
p∗i =

1

2

∑[
Λlij + Λjil − Λijl

]
(q) pl pj p

∗
i ,

which leads to the equality (9.37) in the statement of Lemma 40.
�

Now we give the proof of Lemma 41.

Proof of Lemma 41. The quantity

(9.45)
∂

∂q

(∫

F̃(q)
∇ϕ̃i(q) · ∇ϕ̃j(q)dy

)∣∣∣∣∣
q=q̂

· p∗

can be interpreted as the time derivative of the quantity between parentheses, when the fluid outer

boundary ∂Ω̃(q̂) undergoes a rigid displacement of velocity w∗.
More precisely, denote by χ a cut-off function, compactly supported, valued in [0, 1] and such that

χ = 1 in a neighborhood of ∂Ω̃(q̂) and χ = 0 in a neighborhood of S0. Then, denote by ξ(t, ·) the flow
associated with the ODE:

ξ′(t, y) = χ(ξ(t, y))w∗(t, ξ(t, y)), for t > 0, with ξ(0, y) = y.

Notice that:

ξ(t, y) = R(−tω∗)y − tR(ϑ̂)t ℓ∗,

in a neighborhood of ∂Ω̃(q̂) and ξ(t, y) = y in a neighborhood of ∂S0.
For every t small, define

Ωt := ξ(t, Ω̃(q̂)) and Ft := ξ(t, F̃(q̂)).

For j = 1, 2, 3, let ϕ̃tj be harmonic in Ft and satisfy the Neumann boundary conditions:

∂ϕ̃tj
∂n

=

{
(y − ĥ)⊥ · n j = 1;

nj−1 j = 2, 3
on ∂S0,(9.46a)

∂ϕ̃tj
∂n

= 0 (j = 1, 2, 3) on ∂Ωt.(9.46b)

With these settings, the quantity (9.45) can be rewritten as:

(9.47)
d

dt

(∫

Ft

∇ϕ̃ti · ∇ϕ̃
t
j dx

)∣∣∣∣
t=0

.

According to Reynold’s formula, it can be expended as follows:

(9.48)

d

dt

(∫

Ft

∇ϕ̃ti · ∇ϕ̃
t
j dx

)∣∣∣∣
t=0

=

∫

Ft=0

∇ϕ̃′
i ·∇ϕ̃j dx+

∫

Ft=0

∇ϕ̃i ·∇ϕ̃
′
j dx+

∫

∂Ωt=0

(∇ϕ̃i ·∇ϕ̃j)(w
∗ ·n)ds,
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where

ϕ̃′
j :=

∂ϕ̃tj
∂t

|t=0.

Lemma 42. For j = 1, 2, 3, the function ϕ̃′
j is harmonic in Ft=0 = F̃(q̂), satisfies

(9.49)
∂ϕ̃′

j

∂n
= 0 on ∂S0

and

(9.50)
∂ϕ̃′

j

∂n
=

∂

∂τ

(
(w∗ · n)

∂ϕ̃j
∂τ

)
on ∂Ωt=0 = ∂Ω̃(q̂).

Once Lemma 42 is proved, (9.44) follows from (9.48) and an integration by parts. �

Proof of Lemma 42. The function ϕ̃′
j is defined and harmonic in Ft=0 = F̃(q̂) and the boundary

conditions are obtained by differentiating with respect to t, at t = 0, the identities on the fixed

boundaries ∂S0 and ∂Ω̃(q̂):

∂ϕ̃tj
∂n

(
ξ(t, ·)

)
=

{
(y − ĥ)⊥ · n j = 1;

nj−1 j = 2, 3;
on ∂S0,(9.51a)

∂ϕ̃tj
∂n

(
ξ(t, ·)

)
= 0 (j = 1, 2, 3) on ∂Ω̃(q̂).(9.51b)

Let us focus on the proof of (9.50), the proof of (42) being quite similar with some simplifications.

On ∂Ω̃(q̂) we can write that:

(9.52)
d

dt

(
∂ϕ̃tj
∂n

(
ξ(t, ·)

)
)
|t=0 =

∂ϕ̃′
j

∂n
+ 〈D2ϕ̃j , w

∗, n〉+ ω∗∂ϕ̃j
∂τ

,

where the last term is obtained by remarking that n(ξ(t, ·)) = R(−tω∗)n.
Therefore by taking the derivative at t = 0 of the identity (9.51b) and using (9.52) we obtain

∂ϕ̃′
j

∂n
= −〈D2ϕ̃j , w

∗, n〉 − ω∗∂ϕ̃j
∂τ

= −
∂2ϕ̃j
∂n2

(w∗ · n)− 〈D2ϕ̃j , τ, n〉(w
∗ · τ)− ω∗∂ϕ̃j

∂τ
,(9.53)

by decomposing w∗ into normal and tangential parts.
Taking the tangential derivative of this identity (9.38b), we get:

(9.54) 〈D2ϕ̃j , τ, n〉+ κ
∂ϕ̃j

∂τ
= 0,

where we used to relation ∂n
∂τ = κτ with κ the local curvature of ∂Ω̃(q̂). Plugging (9.54) into (9.53)

yields the identity:

∂ϕ̃′
j

∂n
= −

∂2ϕ̃j
∂n2

(w∗ · n) +
(
κ(w∗ · τ)− ω∗

)∂ϕ̃j
∂τ

= −
∂2ϕ̃j
∂n2

(w∗ · n) +
( ∂
∂τ

(w∗ · n)
)∂ϕ̃j
∂τ

.(9.55)

On ∂Ω̃(q̂), we have with local coordinates:

∆ϕ̃j =
∂2ϕ̃j
∂τ2

− κ
∂ϕ̃j
∂n

+
∂2ϕ̃j
∂n2

.
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Since ϕ̃j is harmonic and
∂ϕ̃j

∂n = 0 on ∂Ω̃(q̂), we deduce that
∂2ϕ̃j

∂n2 = −
∂2ϕ̃j

∂τ2
on ∂Ω̃(q̂), and therefore

∂ϕ̃′
j

∂n
= (w∗ · n)

∂2ϕ̃j
∂τ2

+
( ∂
∂τ

(w∗ · n)
)∂ϕ̃j
∂τ

,

which is (9.50). �

9.5. Proof of (2.22). By definition we have

C(q) = −

∫

F(q)
∇ψ(q, ·) · ∇ψ(q, ·) dx.

Thus, by Reynold’s formula we infer that

(9.56) DC(q) · p = 2

∫

F(q)
∇

(
∂ψ

∂q
· p

)
· ∇ψ dx+

∫

∂S(q)
|∇ψ|2u1 · n ds.

Using integration by parts, we get

(9.57)

∫

F(q)
∇

(
∂ψ

∂q
· p

)
· ∇ψ dx =

∫

∂S(q)

(∂ψ
∂q

· p
)∂ψ
∂n

ds.

Gathering (9.31) and (9.32) yields

(9.58)
∂ψ

∂q
(q, x) · p = DC(q) · p−

∂ψ

∂n
(q, x)

∂ϕ

∂n
(q, x) · p. for x ∈ ∂S(q),

Combining (9.57) and (9.57) we obtain
∫

F(q)
∇

(
∂ψ

∂q
· p

)
· ∇ψ dx =

∫

∂S(q)
(DC(q) · p)

∂ψ

∂n
ds−

∫

∂S(q)
|
∂ψ

∂n
|2
∂ϕ

∂n
· p ds

= −DC(q) · p−

∫

∂S(q)
|
∂ψ

∂n
|2
∂ϕ

∂n
· p ds,(9.59)

thanks to (1.12d).
On the other hand since ψ(q, ·) is constant on ∂S(q), we get

(9.60)

∫

∂S(q)
|∇ψ|2u1 · n ds =

∫

∂S(q)
|
∂ψ

∂n
|2
∂ϕ

∂n
· p ds.

Gathering (9.56), (9.59), (9.60) and (1.15b) leads to the result. �

9.6. Energy conservation: Two proofs of Proposition 1.

9.6.1. First proof: with the PDE formulation. In the PDE framework, that is (1.1), we can introduce

the total kinetic energy Ê of the system “fluid+solid” by

Ê :=
1

2

∫

F(q)
u2 dx+

1

2
mℓ2 +

1

2
J ω2.

The conservation of Ê up to the first collision is a simple energy estimate; we refer to [10] for such
a result in a wider context. Since Theorem 1 establishes that, up to the first collision, the systems
(1.1) and (1.18) are equivalent, in order to prove that E defined in (2.21) is conserved for solutions of

(1.18), it is therefore sufficient to prove that, when q ∈ Q, Ê coincides with E .
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In order to prove this we use again the decomposition u = u1 + u2 (see (9.2)) so that

Ê =
1

2

∫

F(q)
u21 dx+

1

2

∫

F(q)
u22 dx+

∫

F(q)
u1 · u2 dx+

1

2
Mgp · p,

=
1

2

∫

F(q)
u22 dx+

∫

F(q)
u1 · u2 dx+

1

2
M(q)p · p,(9.61)

thanks to (9.26) and (1.9). Moreover we have that

1

2

∫

F(q)
u22 dx =

1

2
γ2
∫

F(q)
∇⊥ψ · ∇⊥ψ dx = −

1

2
γ2C(q),(9.62)

by an integration by parts, and

(9.63)

∫

F(q)
u1 · u2 dx = 0,

by another integration by parts. Gathering (9.61), (9.62) and (9.63) leads to Ê = E , which concludes
the proof of Proposition 1. �

9.6.2. Second proof: with the ODE formulation. Let us give an alternative proof of Proposition 1
which only uses the ODE formulation (1.18).

We start with the observation that the energy E(q, p) as defined in (2.21) has for time derivative

(9.64)
(
E(q, p)

)′
=M(q)p′ · p+

1

2
(DM(q) · p)p · p−

1

2
γ2DC(q) · p.

Now, thanks to (1.18) and (1.15c), we have

(9.65) M(q)p′ · p = −〈Γ(q), p, p〉 · p+ F (q, p) · p,

and

(9.66) F (q, p) · p = γ2E(q) · p.

We introduce the matrix

(9.67) S(q, p) :=

(
∑

16i63

Γki,j(q)pi

)

16k,j63

,

so that

(9.68) 〈Γ(q), p, p〉 = S(q, p)p.

Combining (9.64), (9.65), (9.66), (9.67) and (9.68) we obtain

(9.69)
(
E(q, p)

)′
= γ2

(
E(q)−

1

2
DC(q)

)
· p+

(1
2
DM(q) · p− S(q, p)

)
p · p.

The first term of the right hand side vanishes thanks to (2.22).
The proof of Proposition 1 follows then from the following result.

Lemma 43. For any (q, p) ∈ Q× R
3,

1

2
DM(q) · p− S(q, p) is skew-symmetric.(9.70)

�
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Proof of Lemma 43. We start with the observation that DM(q) · p is the 3× 3 matrix containing the
entries ∑

16k63

(Ma)
k
i,j(q) pk, for 1 6 i, j 6 3,

where (Ma)
k
i,j(q) is defined in (1.11c).

On the other hand, the 3× 3 matrix S(q, p) contains the entries

1

2

∑

16k63

(
(Ma)

k
i,j + (Ma)

j
i,k − (Ma)

i
k,j

)
(q) pk,

for 1 6 i, j 6 3. Therefore, the 3× 3 matrix DM(q) · p− S(q, p) contains the entries

cij(q, p) = −
1

2

∑

16k63

(
(Ma)

j
i,k − (Ma)

i
k,j

)
(q) pk,

for 1 6 i, j 6 3. Using that the matrix M(q) is symmetric, we get that cij(q, p) = −cji(q, p) for
1 6 i, j 6 3, which proves (b). �

Appendix: Proof of Lemma 2

Let us first consider a smooth vector field f := (f1, f2) on ∂S0 and observe that the complex integral∫
∂S0

(f1−if2) dz can be obtained by the circulation and flux of the vector field f thanks to the formula:

(9.71)

∫

∂S0

(f1 − if2) dz =

∫

∂S0

(
f · τ − if · n

)
ds.

In order to prove this, denote by γ := (γ1, γ2) a parametrization of ∂S0 such that τ = (γ′1, γ
′
2), then

dz = (γ′1(s) + iγ′2(s))ds and n = (−γ′2, γ
′
1). Hence (9.71) follows from

∫

∂S0

(f1 − if2) dz =

∫

∂S0

(f1γ
′
1 + f2γ

′
2) ds − i

∫

∂S0

(−f1γ
′
2 + f2γ

′
1) ds.

Now observe that z(H1 − iH2) = f1 − if2 with f1 = x · ∇⊥ψ−1
∂Ω and f2 = x⊥ · ∇⊥ψ−1

∂Ω so that applying
(9.71) we have that ∫

∂S0

z(H1 − iH2) dz =

∫

∂S0

g∂Ω ds,

where, for x ∈ ∂S0,

g∂Ω(x) :=

(
x · ∇⊥ψ−1

∂Ω (x)

x⊥ · ∇⊥ψ−1
∂Ω (x)

)
· τ − i

(
x · ∇⊥ψ−1

∂Ω (x)

x⊥ · ∇⊥ψ−1
∂Ω (x)

)
· n.

Moreover we have

g∂Ω = (x1H1 + x2H2)τ1 + (−x2H1 + x1H2)τ2 − i(x1H1 + x2H2)n1 − i(−x2H1 + x1H2)n2

= x1(H1τ1 +H2τ2) + x2(H2τ1 −H1τ2)− ix1(H1n1 +H2n2)− ix2(H2n1 −H1n2),

and using that (n1, n2) = (−τ2, τ1), we deduce that

g∂Ω = z(∇⊥ψ−1
∂Ω · τ)− iz(∇⊥ψ−1

∂Ω · n).

It is then sufficient to recall that ∇⊥ψ−1
∂Ω · τ = −

∂ψ−1
∂Ω
∂n and ∇⊥ψ−1

∂Ω · n = 0 to conclude that
∫

∂S0

z(H1 − iH2) dz = −

∫

∂S0

(x1 + ix2)
∂ψ−1

∂Ω

∂n
ds = ζ1 + iζ2.

�
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