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BALANCED SIMPLICES

JONATHAN CHAPPELON

Abstract. An additive cellular automaton is a linear map on the set of infinite multi-
dimensional arrays of elements in a finite cyclic group Z/mZ. In this paper, we consider
simplices appearing in the orbits generated from arithmetic arrays by additive cellular
automata. We prove that they constitute a source of balanced simplices, that are sim-
plices containing all the elements of Z/mZ with the same multiplicity. For any additive
cellular automaton of dimension 1 or higher, the existence of infinitely many balanced
simplices of Z/mZ appearing in such orbits is shown, and this, for an infinite number
of values m. The special case of the Pascal cellular automata, the cellular automata
generating the multidimensional simplices of Pascal, is studied in detail.

1. Introduction

Let n and m be positive integers. Throughout this paper, n will denote the dimension
of the objects studied and m the order of the finite cyclic group Z/mZ. For any integers
a and b such that a < b, we denote by [a, b] the set of the integers between a and b,
that is, [a, b] := {a, a+ 1, . . . , b} and by [a, b]n the Cartesian product of n copies of [a, b].
For any n-tuple of elements u, we denote by ui its ith component for all i ∈ [1, n], that
is, u = (u1, . . . , un). For two n-tuples u and v and an integer λ, we consider the sum
u+v := (u1+v1, . . . , un+vn), the product u ·v := (u1v1, . . . , unvn) and the scalar product
λu := (λu1, . . . , λun).

Definition 1.1 (ACA). Let r be a non-negative integer and let W = (wj)j∈[−r,r]n be an
n-dimensional array of integers of size (2r+1)n. The additive cellular automaton (ACA for
short) over Z/mZ associated with W is the map ∂ which assigns, to every n-dimensional
infinite array of Z/mZ, a new array by a linear transformation whose coefficients are those
of W . More precisely, the map ∂ is defined by

∂ ((ai)i∈Zn) =





∑

j∈[−r,r]n

wjai+j





i∈Zn

,

for all arrays (ai)i∈Zn of elements in Z/mZ. We say that ∂ is of dimension n > 1 and of
weight W with radius r > 0.

Definition 1.2 (Orbit). Let A = (ai)i∈Zn be an infinite array of Z/mZ of dimension n.
The orbit O(A) generated from A by the ACA ∂ is the collection of all the n-dimensional
arrays obtained from A by successive applications of ∂, that is,

O(A) :=
{

∂j(A)
∣

∣ j ∈ N
}

,

where ∂j is recursively defined by ∂j(A) = ∂(∂j−1(A)) for all j > 1 and ∂0(A) = A.
The orbit O(A) can also be seen as the (n+1)-dimensional array (ai,j)(i,j)∈Zn×N

of Z/mZ

whose jth row Rj := (ai,j)i∈Zn corresponds to ∂j(A), for all j ∈ N.
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a0,0a1,0 2 3 4 0 1 2 3 4 0 1 2 3 4 0
a0,1a1,1 2 1 0 4 3 2 1 0 4 3 2 1 0 4
2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2
2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2
4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0
1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1
4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4
2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2
2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2
4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0
1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1
4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4
2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2
2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2

Figure 1. Example of triangles △((2, 2),++, 5), △((2, 13),+−, 5),
△((13, 2),−+, 5) and △((13, 13),−−, 5) appearing in an orbit O(A) =
(ai,j)(i,j)∈Z×N of Z/5Z generated by the ACA of weight W = (2, 1, 1).

Figure 2. The eight possible orientations of a tetrahedron

Definition 1.3 (Simplices). Let A = (ai)i∈Zn be an infinite array of Z/mZ of dimension
n. Let ε ∈ {−1, 1}n and let s be a positive integer. The simplex of size s, with orientation
ε and whose principal vertex is at the coordinates j ∈ Z

n in A, is the multiset of Z/mZ

defined and denoted by

△(j, ε, s) := {aj+ε·k | k ∈ N
n such that k1 + · · ·+ kn 6 s− 1} .

For n = 2 and n = 3, it is called a triangle and a tetrahedron, respectively.

In this paper, we mainly consider simplices of dimension n appearing in the orbit
generated from an infinite array of Z/mZ by an ACA of dimension n − 1. Examples of
triangles, for the four possible orientations in dimension n = 2, are depicted in Figure 1.
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In Figure 2, for dimension n = 3, the eight possible orientations of a tetrahedra are
represented.
Let M be a multiset of Z/mZ, that is a set where each element of Z/mZ can appear

more than once. The multiplicity function associated to M is the integer-valued function
mM : Z/mZ 7−→ N, which assigns to each element of Z/mZ its multiplicity in M . The
cardinality of M , denoted by |M |, is the number of elements constituting M , counted
with multiplicity, that is, |M | =

∑

x∈Z/mZ
mM(x).

Definition 1.4 (Balanced multisets of Z/mZ). A multiset of Z/mZ is said to be balanced
if it contains all the elements of Z/mZ with the same multiplicity, i.e., if its associated
multiplicity function mM is constant on Z/mZ, equal to 1

m
|M |.

The goal of this paper is to prove the existence of balanced simplices appearing in certain
orbits generated by ACA. Sufficient conditions for obtaining this result will be detailed
throughout this paper. This notion of balanced simplices generated by ACA essentially
appears in the literature in the case of the Pascal cellular automaton of dimension 1.

Definition 1.5 (PCAn). The Pascal cellular automaton of dimension n is the ACA of
radius r = 1 and whose weight array W = (wi)i∈[−1,1]n is defined by

wi =

{

1 if i ∈ {0Zn,−e1,−e2, . . . ,−en} ,
0 otherwise,

where (e1, e2, . . . , en) is the canonical basis of the vector space Z
n. It is denoted by PCAn.

For instance, W = (1, 1, 0) for PCA1 and W =





0 0 0
1 1 0
0 1 0



 for PCA2.

Remark 1.6. Let A = (ai)i∈Zn−1 be the (n − 1)-dimensional array of Z/mZ defined by
ai = 1 for i = 0Zn and ai = 0 otherwise. If (ai,j)(i,j)∈Zn−1×N is the orbit O(A) generated
by the PCAn−1, then ai,j is the multinomial coefficient

ai,j =

(

j

i1, . . . , in−1, j −
∑n−1

k=1 ik

)

=
j!

i1! · · · in−1!(j −
∑n−1

k=1 ik)!

for all i ∈ N
n−1 such that i1 + · · ·+ in−1 6 j, and ai,j = 0 otherwise. Thus, we retrieve

the coefficients of the Pascal n-simplex modulo m. This is the reason why this specific
ACA is called the Pascal cellular automaton.

Let A = (ai)i∈Z be a doubly infinite sequence of Z/mZ. We consider the orbit generated
from A by PCA1, i.e., the infinite array O(A) = (ai,j)(i,j)∈Z×N defined by ai,0 = ai for all
i ∈ Z and

ai,j = ai−1,j−1 + ai,j−1

for all (i, j) ∈ Z × N
∗. The (−+)-triangles and (+−)-triangles appearing in a such orbit

are known as Steinhaus triangles and generalized Pascal triangles modulo m, respectively.
The name of Steinhaus triangle is due to Hugo Steinhaus himself in [26], where he proposed
this construction in the binary casem = 2. He posed the following problem, as an unsolved
problem.

Problem 1.7 (Steinhaus [26]). For every positive integer s such that s ≡ 0 or 3 mod 4,
does there exist a Steinhaus triangle of size s in Z/2Z containing as many 0’s as 1’s?

Remark that the condition on the size s of a balanced Steinhaus triangle in Z/2Z is
obviously a necessary condition because the number of elements of a such triangle, that
is
(

s+1
2

)

, is even if and only if s ≡ 0 or 3 mod 4. A positive solution to this problem
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appeared in the literature for the first time in [23], where the author gave, for every
s ≡ 0 or 3 mod 4, an explicit construction of a balanced Steinhaus triangle of size s in
Z/2Z. More recently, several other constructions of balanced binary Steinhaus triangles
have been obtained by considering sequences with additional properties such as strongly
balanced [20], symmetric and antisymmetric [21], or zero-sum sequences [22].
The number of elements 1 ∈ Z/2Z appearing in binary Steinhaus triangles and in

binary generalized Pascal triangles are studied in [6] and in [24], respectively. Such binary
triangles having certain geometric properties are studied in [3, 5]. A binary Steinhaus
triangle can also be considered as the upper triangular part of the adjacency matrix of
a finite graph. These undirected graphs are called Steinhaus graphs in [25]. A classical
problem on Steinhaus graphs is to study those having certain graphical properties such
as bipartition [7, 15, 18], planarity [17] or regularity [1, 2, 10, 14]. A survey on Steinhaus
graph can be found in [16].
Problem 1.7 on balanced binary Steinhaus triangles was generalized for any positive

integers m by Molluzzo in [25].

Problem 1.8 (Molluzzo [25]). Let m be a positive integer. For every positive integer s
such that

(

s+1
2

)

is divisible by m, does there exist a Steinhaus triangle of size s containing
all the elements of Z/mZ with the same multiplicity?

Since, this problem has been positively solved, by constructive approaches, for small
values of m: for m ∈ {3, 5} in [4], for m ∈ {3, 5, 7} in [8], for m = 4 in [13]. First counter-
examples appeared in [8], where the author proved that there does not exist balanced
Steinhaus triangles of size 5 in Z/15Z and of size 6 in Z/21Z. Nevertheless, this problem
can be positively answered for an infinite number of values m. Indeed, as showed in [8, 9],
there exist balanced Steinhaus triangles, for all the possible sizes, in the case where m is
a power of 3. More precisely, the author obtained the following result.

Theorem 1.9 (Chappelon [8, 9]). Let m be an odd number and let a and d be in Z/mZ

such that d is invertible. The Steinhaus triangle, of size s, whose first row is the arithmetic
progression (a, a + d, a+ 2d, . . . , a + (s− 1)d) is balanced in Z/mZ, for all s ≡ 0 or − 1
(mod ordm(2

m)m), where ordm(2
m) is the multiplicative order of 2m modulo m, i.e., the

order of 2m in the group of invertibles (Z/mZ)∗.

In particular, since ordm(2
m) = 2 for all m = 3k, where k is a positive integer, it follows

from Theorem 1.9 that there exist balanced Steinhaus triangles of size s in Z/3kZ for all
s ≡ 0 or −1 mod 2.3k. This result can be refined by considering Steinhaus triangles whose
first row has the additional property to be antisymmetric. Thus, the author obtained a
positive answer to the Molluzzo problem for all m = 3k. Even if the Molluzzo problem
is not completely solved for the other odd values of m, we know from Theorem 1.9 that
there exist infinitely many balanced Steinhaus triangles in every Z/mZ with m odd. This
weak version of the Molluzzo problem was posed in [13].

Problem 1.10 (Weak Molluzzo problem). Let m be a positive integer. Does there exist
infinitely many balanced Steinhaus triangles of Z/mZ?

Problem 1.10 is thus solved for the odd numbers m. For the even values, the cases
m = 2 and m = 4 come from the solutions of Problem 1.8 and a solution will appear in
[19] for m ∈ {6, 8, 10}. This problem is completely open for the even numbers m > 12.
Similar problems of determining the existence of balanced structures can be considered
for other shapes. In [12], the author not only considers balanced Steinhaus triangles,
but also balanced generalized Pascal triangles, trapezoids or lozenges. In particular, for
Steinhaus triangles and generalized Pascal triangles, the following result is proved.
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Figure 3. The arithmetic tetrahedron AS(0, (1, 2, 3), 5) in Z/5Z

Theorem 1.11 (Chappelon, [12]). Let m be an odd number. For all s ≡ 0 mod m and
s ≡ −1 mod 3m, there exist Steinhaus triangles and generalized Pascal triangles of size
s, which are balanced in Z/mZ.

In fact, the author proves that the orbit generated by PCA1 from the following sequence

(. . . , 0,−1, 1, 1,−3, 2, 2,−5, 3, 3,−7, 4, 4,−9, 5, 5, . . .),

which is an interlacing of three arithmetic progressions, contains all the balanced triangles
whose existence is announced in Theorem 1.11 and this, for every odd number m. The
main ingredient in the proof of this result is an elementary object that the author called
a doubly arithmetic triangle in [12] and that we simply call an arithmetic triangle here
in this paper. An arithmetic triangle with common differences d1 and d2 is a triangle of
elements in Z/mZ whose rows and columns are arithmetic progressions with the same
common differences, d1 for the rows and d2 for the columns. The interest of this structure
is that this is very often balanced. In this paper, we consider a generalization in higher
dimensions of arithmetic triangles.

Definition 1.12 (Arithmetic arrays and simplices). Let n and m be positive integers.
Let A = (ai)i∈Zn be an array of Z/mZ. The array A is said to be arithmetic with first
element a and with common difference d = (d1, . . . , dn) ∈ (Z/mZ)n if

ai = a+ i1d1 + · · ·+ indn,

for all i = (i1, . . . , in) ∈ Z
n. The arithmetic array with first element a ∈ Z/mZ and with

common difference d ∈ (Z/mZ)n is denoted by AA(a, d). The arithmetic simplex of size
s, with first element a ∈ Z/mZ and with common difference d = (d1, . . . , dn) ∈ (Z/mZ)n,
is the simplex △(0Zn,+ · · ·+, s) appearing in the array AA(a, d) = (ai)i∈Zn and is denoted
by AS(a, d, s), that is,

AS(a, d, s) = {a + i1d1 + · · ·+ indn | i ∈ N
n such that i1 + · · ·+ in 6 s− 1} .

For n = 1, the arithmetic progression AS(a, d, s) is also denoted by AP(a, d, s).

Remark 1.13. The following multiset identities hold for arithmetic simplices :

AS(a, (d1, . . . , dn), s) = AS(a+ (s− 1)d1, (−d1, d2 − d1, . . . , dn − d1), s)
= AS(a+ (s− 1)d2, (d1 − d2,−d2, d3 − d2, . . . , dn − d2), s)
· · · · · ·
= AS(a+ (s− 1)dn, (d1 − dn, . . . , dn−1 − dn,−dn), s),

and AS(a, (d1, . . . , dn), s) = AS(a, (dπ(1), . . . , dπ(n)), s), where π is a permutation of [1, n].

For example, the arithmetic tetrahedron AS(0, (1, 2, 3), 5) of Z/5Z is depicted in Fig-
ure 3. The successive rows of this tetrahedron are the arithmetic triangles AS(0, (1, 2), 5),
AS(3, (1, 2), 4), AS(1, (1, 2), 3), AS(4, (1, 2), 2) and AS(2, (1, 2), 1) of Z/5Z.
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Return now to the general case of an ACA of dimension n − 1, with a weight array
W = (wj)j∈[−r,r]n−1 of radius r ∈ N. Let us denote

σ :=
∑

j∈[−r,r]n−1

wj and σk :=
∑

j∈[−r,r]n−1

jkwj, for all k ∈ [1, n− 1].

For any integers a and b, we denote by gcd(a, b) and lcm(a, b) the greatest common divisor
and the least common multiplicator of a and b, respectively. Let x ∈ Z/mZ. We also
denote by gcd(x,m) the greatest common divisor of m and any representant of the residue
class x.
Using properties of arithmetic simplices, the following theorem, which is the main result

of this paper, will be proved.

Theorem 1.14. Let n > 2 and m be two positive integers such that gcd(m,n!) = 1.
Suppose that σ is invertible modulo m. Let a ∈ Z/mZ, d = (d1, . . . , dn−1) ∈ (Z/mZ)n−1

and ε ∈ {−1, 1}n such that di, for all 1 6 i 6 n, and εjdj−εidi, for all 1 6 i < j 6 n, are

invertible, where dn := σ−1
∑n−1

k=1 σkdk. Then, in the orbit O(AA(a, d)), every n-simplex
with orientation ε and of size s is balanced, for all s ≡ −t mod lcm(ordm(σ), m), where
t ∈ [0, n− 1].

Remark 1.15. Obviously, lcm(ordm(σ), m) = ordm(σ
m)m. A complete study of this arith-

metic function can be found in [11].

For n = 2, m odd and W = (1, 1, 0), the weight sequence of PCA1, we retrieve Theo-
rem 1.9. Indeed, in this case, we have σ = 2, σ1 = −1, d1 = d, d2 = σ−1σ1d1 = −2−1d
and ε1d1 − ε2d2 = ±2−1d for ε = (±1,∓1), which are invertibles of Z/mZ.
In the special case of PCAn−1, Theorem 1.14 gives a positive answer to the equivalent

problem of the weak Molluzzo problem, in higher dimensions, for an infinite number of
values m.

Corollary 1.16. Let n > 2 be a positive integers. For every positive integer m such
that gcd(m, (3(n − 1))!) = 1, there exist infinitely many balanced n-simplices of Z/mZ

generated by PCAn−1, for all possible orientations ε ∈ {−1, 1}n. In the special case of the
two orientations ε = + · · ·+ − or ε = − · · · − +, the existence of an infinite number of
such balanced simplices is verified for every m such that gcd(m,n!) = 1 for n even and
for every m such that gcd(m, (3n+1

2
)!) = 1 for n odd.

This paper is organized as follows. After giving some basic results on balanced simplices
and orbits of arithmetic arrays generated by ACA in Section 2, we study, in Section 3,
arithmetic simplices and we give some sufficient conditions on them to be balanced, for
any dimension n > 2. Moreover, in dimension 2 and 3, we complete by providing nec-
essary conditions on arithmetic triangles and arithmetic tetrahedra for being balanced.
This leads to the proof of Theorem 1.14, the main result of this paper, in Section 4.
Moreover, using the specificities on balanced arithmetic tetrahedra in dimension 2, high-
lighted in Section 3, we complete Theorem 1.14 for balanced tetrahedra. In Section 5,
we consider the special case where simplices have the additional geometric property of
being constituted by antisymmetric sequences. This permits us to obtain more results for
ACA of dimension 1 generating balanced triangles. Finally, the new results obtained on
balanced simplices generated by PCAn−1 are summarized and the problem of determining
the existence of balanced ones for the remaining open cases is posed in the last section.

2. Preliminaries

We begin this section with the terminology on simplices that we will use in the sequel.
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Definition 2.1 (Vertices, edges, facets and rows of simplices). Let A = (ai)i∈Zn be an
infinite array of dimension n of Z/mZ. Let △ = △(j, ε, s) be the n-simplex of size s of
Z/mZ with principal vertex at position j ∈ Z

n in A and with orientation ε ∈ {−1, 1}n.
Let (e1, e2, . . . , en) denote the canonical basis of the vector space Z

n and let e0 := 0Zn .
The n + 1 vertices V0, . . . ,Vn of △ are defined by Vk(△) := aj+(s−1)ε·ek for all k ∈ [0, n],
that are V0(△) := aj (principal vertex) and

Vk(△) := aj+ε·(s−1)ek = aj1,...,jk−1,jk+εk(s−1),jk+1,...,jn,

for all k ∈ [1, n]. The
(

n+1
2

)

edges Ek,l of △ are sequences of length s defined by

Ek,l(△) :=
{

aj+ε·((s−1−x)ek+xel)

∣

∣ x ∈ [0, s− 1]
}

=
{

aj+ε·(s−1)ek), aj+ε·((s−2)ek+el), aj+ε·((s−3)ek+2el), . . . , aj+ε·(s−1)el

}

,

for all distinct integers k, l ∈ [0, n]. The n + 1 facets F0, . . . ,Fn of △ are the (n − 1)-
simplices of size s defined by

Fk(△) := {aj+ε·l | l ∈ N
n such that lk = 0 and l1 + · · ·+ ln 6 s− 1} ,

for all l ∈ [1, n] and

F0(△) := {aj+ε·l | l ∈ N
n such that l1 + · · ·+ ln = s− 1} .

For every k ∈ [0, s− 1], the kth row of △ is the (n− 1)-simplex of size s− k defined by

Rk(△) := {aj+ε·l | l ∈ N
n such that ln = k and l1 + · · ·+ ln−1 6 s− k − 1} .

2.1. Sizes of balanced simplices. In this subsection, the admissible sizes of balanced
simplices are studied. First, the cardinality of an n-simplex of size s is determined.

Proposition 2.2. Let △ be an n-simplex of size s appearing in an n-dimensional array.
Then, the multiset cardinality of △ is |△| =

(

s+n−1
n

)

.

Proof. By induction on n. For n = 1, △ is a finite sequence of length s. Thus, |△| =
s =

(

s
1

)

. Suppose that every (n − 1)-simplex of size k has cardinality of
(

k+n−2
n−1

)

, for all

integers k > 1. Now, let △ be an n-simplex of size s. Since, for all k ∈ [0, s− 1], the kth
row Rk of △ is an (n− 1)-simplex of size s− k, it follows that

|△| =
s−1
∑

k=0

|Rk| =
s−1
∑

k=0

(

s− k + n− 2

n− 1

)

=
s+n−2
∑

k=n−1

(

k

n− 1

)

=

(

s+ n− 1

n

)

.

This completes the proof. �

The divisibility of
(

s+n−1
n

)

by m is obviously a necessary condition for having a balanced
n-simplex of Z/mZ of size s. When m is a composite number, to give all the sizes s for
which the binomial

(

s+n−1
n

)

is divisible by m is tedious and not really important here
because the results that we obtain in this paper are only for some of them, not for all
the admissible sizes. Nevertheless, we can see that the sizes involved in Theorem 1.14 are
admissible for this problem.

Proposition 2.3. Let n, p, k, s be positive integers such that p is prime and p > n > 2.
Then, the binomial coefficient

(

s+n−1
n

)

is divisible by pk if and only if s ≡ −t mod pk for
t ∈ [0, n− 1].

Proof. Since pk and n! are relatively prime, we have
(

s+ n− 1

n

)

≡ 0 (mod pk) ⇐⇒ (s+ n− 1)(s+ n− 2) · · · s ≡ 0 (mod pk).
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Moreover, n < p implies that p can divide at most one factor of (s+n−1)(s+n−2) · · ·s.
Therefore,

(

s+n−1
n

)

is divisible by pk if and only if s+t ≡ 0 (mod pk) for some t ∈ [0, n−1].
This concludes the proof. �

Proposition 2.4. Let m and n be two positive integers such that gcd(m,n!) = 1 and let
s be a positive integer such that s ≡ −t mod m, where t ∈ [0, n− 1]. Then, the binomial
coefficient

(

s+n−1
n

)

is divisible by m.

Proof. If s ≡ −t mod m, then (s+n− 1)(s+n− 2) · · · (s+1)s is divisible by m. Finally,

since gcd(m,n!) = 1, we deduce from Gauss Lemma that m divides (s+n−1)(s+n−2)···(s+1)s
n!

=
(

s+n−1
n

)

. This concludes the proof. �

2.2. Projection Theorem. The result presented in this subsection is useful for proving,
by induction on m, that multisets of Z/mZ are balanced.
For any divisor α of the positive integer m, denote by πα the canonical projective map

πα : Z/mZ −→ Z/αZ. For any multiset M of Z/mZ, its projection πα(M) into Z/αZ is
the multiset of Z/αZ defined by mπα(M)(y) =

∑

x∈π−1
α (y) mM(x) for all y ∈ Z/αZ.

Theorem 2.5. Let m and α be two positive integers such that m is divisible by α and let
M be a finite multiset of elements in Z/mZ. Then, the multiset M is balanced in Z/mZ

if and only if its projection πα(M) is balanced in Z/αZ and mM(x+ α) = mM(x) for all
x ∈ Z/mZ.

Proof. Since π−1
α ({πα(x)}) =

{

x+ λα
∣

∣ λ ∈ [0, m
α
− 1]

}

, for all x ∈ Z/mZ, it follows that

mπα(M)(πα(x)) =
∑

m
α
−1

λ=0 mM (x+ λα) and the result follows. �

2.3. Orbits of arithmetic arrays. In this subsection, the orbits of arithmetic arrays
are studied in detail. Let n > 2 be a positive integer. First, we show that the arithmetic
structure is preserved under the action of ∂ for any weight array W = (wi)i∈[−r,r]n−1, of
radius r ∈ N.

Proposition 2.6. Let a ∈ Z/mZ and let d = (d1, . . . , dn−1) ∈ (Z/mZ)n−1. Then,

∂AA(a, d) = AA

(

σa+
n−1
∑

k=1

σkdk, σd

)

,

where σ and σk are the coefficients

σ :=
∑

j∈[−r,r]n−1

wj , σk :=
∑

j∈[−r,r]n−1

jkwj, for all k ∈ [1, n− 1].

Proof. Let AA(a, d) = (ai)i∈Zn−1 and ∂AA(a, d) = (bi)i∈Zn−1 . By definition of ∂, for every
i ∈ Z

n−1, we have

bi =
∑

j∈[−r,r]n−1

wjai+j =
∑

j∈[−r,r]n−1

wj

(

a+
n−1
∑

k=1

(ik + jk)dk

)

=

(

σa +
n−1
∑

k=1

σkdk

)

+
n−1
∑

k=1

ik(σdk).

The result follows. �

Proposition 2.7. Let a ∈ Z/mZ and let d = (d1, . . . , dn−1) ∈ (Z/mZ)n−1. Then,

∂iAA(a, d) = AA

(

σia + iσi−1
n−1
∑

k=1

σkdk, σ
id

)

,

for all i ∈ N.
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Proof. By induction on i ∈ N. For i = 0, we retrieve that ∂0AA(a, d) = AA(a, d). For
i > 1, by the recursive definition of ∂i and Proposition 2.6, we obtain that

∂iAA(a, d) = ∂ (∂i−1AA(a, d))

= ∂

(

AA

(

σi−1a+ (i− 1)σi−2
n−1
∑

k=1

σkdk, σ
i−1d

))

= AA

(

σ

(

σi−1a+ (i− 1)σi−2
n−1
∑

k=1

σkdk

)

+
n−1
∑

k=1

σk

(

σi−1dk
)

, σ
(

σi−1d
)

)

= AA

(

σia + iσi−1
n−1
∑

k=1

σkdk, σ
id

)

.

This concludes the proof. �

Thus, the elements of the orbit of an arithmetic array AA(a, d) are entirely determined
in function of a, d, σ and σk for all k ∈ [1, n− 1].

Proposition 2.8. Let a ∈ Z/mZ and let d ∈ (Z/mZ)n−1. Let O(AA(a, d)) = (ai)i∈Zn−1×N

be the orbit of the arithmetic array AA(a, d). Then,

ai =
(

∂inAA(a, d)
)

i1,...,in−1
= σin

(

a+
n
∑

k=1

ikdk

)

,

for all i ∈ Z
n−1 × N, where dn := σ−1

∑n−1
k=1 σkdk.

Proof. Directly comes from Proposition 2.7. �

Remark 2.9. For O(AA(a, d)) = (ai)i∈Zn−1×N
and for every (i1, . . . , in−1) ∈ Z

n−1, the

sequence
(

ai1,...,in−1,in

)

in∈N
is the arithmetico-geometric sequence with first element a +

i1d1 + · · ·+ in−1dn−1, with common difference dn := σ−1
∑n−1

k=1 σkdk and common ratio σ.

We deduce from Proposition 2.8 that two distinct ACA can generate the same orbit
from an arithmetic array. For instance, for any ACA of weight array W = (wi)i∈[−r,r]n−1 of

radius r, we can consider the ACA of weight array W = (wi)i∈[−1,1]n−1 of radius 1 defined
by

wi =



















σ(W )−
n−1
∑

k=1

σk(W ) , if i = 0Zn ,

σk(W ) , if i = ek, for all k ∈ [1, n− 1],
0 , otherwise.

Then, it is clear that we have

σ(W ) =
∑

i∈[−1,1]n−1

wi = σ(W ),

and
σk(W ) =

∑

i∈[−1,1]n−1

ikwi = σk(W ),

for all k ∈ [1, n− 1]. Therefore, in the sequel of this paper, the coefficients σ and σk will
be more important than the elements of the weight array W themselves.
Now, we prove that, in the orbit of an arithmetic array of Z/mZ, if there exists a

balanced simplex of sufficiently large size, then σ is invertible modulo m.
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Proposition 2.10. Let a ∈ Z/mZ and let d ∈ (Z/mZ)n−1. In the orbit O(AA(a, d)), if
an n-simplex of size s >

⌈

5n+3
2

⌉

is balanced, then σ is invertible modulo m.

Proof. Let j ∈ Z
n−1 × N and let ε ∈ {−1,+1}n. Suppose that △(j, ε, s) is balanced

and that σ is not invertible modulo m. Without loss of generality, we can suppose that
σ ≡ 0 mod m. If not, we consider the projection into Z/gcd(σ,m)Z and then we have
σ ≡ 0 mod gcd(σ,m). By Proposition 2.7, we know that, in the case σ ≡ 0 mod m, we
have ∂iAA(a, d) = AA(0, 0), the constant array equal to zero in Z/mZ, for all i > 2.
Therefore, all the elements in the kth row of △(j, ε, s) are constituted by elements equal
to zero, for all k such that jn+kεn > 2. Thus △(j, ε, s) contains at least

(

s+n−3
n

)

elements
equal to zero by Proposition 2.2. Moreover, since △(j, ε, s) is balanced, we deduce that
(

s+n−3
n

)

6
(

s+n−1
n

)

−
(

s+n−3
n

)

since △(j, ε, s) must contain all the other elements of Z/mZ

with the same multiplicity. It follows that
(

s+ n− 3

n

)

6

(

s+ n− 2

n− 1

)

+

(

s+ n− 3

n− 1

)

.

Since
(

s+ n− 3

n

)

+

(

s+ n− 2

n− 1

)

+

(

s+ n− 3

n− 1

)

=

(

s+ n− 3

n

)

+ 2

(

s+ n− 3

n− 1

)

+

(

s+ n− 3

n− 2

)

=

(

s+ n− 1

n

)

,

it follows that we have

2

(

s+ n− 3

n

)

6

(

s+ n− 1

n

)

⇐⇒ 2
s+n−3
∏

i=s−2

i 6
s+n−1
∏

i=s

i

⇐⇒ 2(s− 2)(s− 1) 6 (s+ n− 2)(s+ n− 1).

Thus s2 − (2n+ 3)s− (n2 − 3n− 2) 6 0 and we deduce that it is possible only if

s 6
2n + 3 +

√
8n2 + 1

2
<

5n+ 3

2
,

in contradiction with the hypothesis that s >
⌈

5n+3
2

⌉

. This concludes the proof. �

This is the reason why we suppose, in the sequel of this paper, that σ is invertible
modulo m. We end this section by showing that a simplex in the orbit of an arithmetic
array can be decomposed into arithmetic subsimplices.

Proposition 2.11. Let a ∈ Z/mZ and let d = (d1, . . . , dn−1) ∈ (Z/mZ)n−1. Let α and
s be two positive integers such that α is divisible by ordm(σ) and s ≡ −t mod α, where
t ∈ [0, n− 1], and let ε ∈ {−1, 1}n. Let △(j, ε, s) be the n-simplex appearing in the orbit
O(AA(a, d)) = (ai)i∈Zn−1×N. Then, for every k ∈ [0, α− 1]n, the subsimplex

SSk :=
{

aj+ε·(k+αl)

∣

∣ l ∈ N
n such that (k1 + αl1) + · · ·+ (kn + αln) 6 s− 1

}

,

obtained from △(j, ε, s) by extracting one term every α in each component, is the arith-
metic simplex

SSk = AS

(

aj+ε·k, ασ
jn+εnknε · d̃,

⌈ s

α

⌉

−
⌊∑n

u=1 ku + t

α

⌋)

,

where d̃ =
(

d1, . . . , dn−1, σ
−1
∑n−1

u=1 σudu
)

.
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Proof. Let k ∈ [0, α − 1]n. As already observed in Remark 2.9, for every (i1, . . . , in−1) ∈
Z
n−1, the sequence

(

ai1,...,in−1,in

)

in∈N
is the arithmetico-geometric sequence whose first ele-

ment is a+i1d1+· · ·+in−1dn−1, with common difference σ−1
∑n−1

u=1 σudu and with common
ratio σ. Since α is a multiple of ordm(σ), it follows that, for every (l1, . . . , ln−1) ∈ N

n−1, the
sequence

(

aj+ε·(k+αl)

)

ln∈N
is arithmetic, with common difference ασjn+εnkn−1εn

∑n−1
u=1 σudu.

Indeed, from Proposition 2.8, we obtain

aj+ε·(k+αl) = σjn+εn(kn+αln)

(

a+
n
∑

u=1

(ju + εu(ku + αlu))du

)

,

where dn := σ−1
∑n−1

u=1 σudu. Since α is a multiple of ordn(σ), we have

σjn+εn(kn+αln) = σjn+εnkn.

Thus

aj+ε·(k+αl) = σjn+εnkn

[(

a+
n
∑

u=1

(ju + εuku)du

)

+ α
n
∑

u=1

luεudu

]

.

By Proposition 2.8 again, for aj+ε·k,

aj+ε·(k+αl) = aj+ε·k + ασjn+εnkn

n
∑

u=1

lu(εudu),

for every l ∈ N
n. Therefore the subsimplex SSk is an arithmetic simplex whose principal

vertex is aj+ε·k and with common difference ασjn+εnknε · d̃, where d̃ = (d1, d2, . . . , dn).
It remains to determine the size of this arithmetic simplex. Let λ :=

⌈

s
α

⌉

and µ :=
⌊∑n

u=1 ku+t

α

⌋

. In other words, we have s = λα− t and

µα− t 6
n
∑

u=1

ku 6 (µ+ 1)α− t− 1.

For any l ∈ N
n, the inequality

n
∑

u=1

(ku + αlu) 6 s− 1 = λα− t− 1

is then equivalent to
n
∑

u=1

lu 6 λ− µ− 1.

Therefore the arithmetic simplex SSk is of size λ− µ. This completes the proof. �

From the previous proposition, we know that every n-simplex △ of size λα − t, where
α is a multiple of ordm(σ) and t ∈ [0, n− 1], appearing in the orbit of an arithmetic array
can be decomposed into αn arithmetic n-simplices of sizes in [λ− (n− 1), λ]. Therefore,
in next section, the arithmetic simplices will be studied in detail.

3. Balanced arithmetic simplices

In this section, we will see that arithmetic simplices are a source of balanced multisets
of Z/mZ. First, we show, in the general case n > 1, that there exists sufficient conditions
on arithmetic simplices for being balanced. After that, in dimension n = 2 and n = 3,
i.e. for arithmetic triangles and arithmetic tetrahedra, necessary conditions for being
balanced are also given.
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3.1. The general case : in dimension n > 1. We begin this subsection by showing
that, when n > 2, the edges, the facets and the rows of an arithmetic simplex are also
arithmetic.

Proposition 3.1. Let a ∈ Z/mZ, d = (d1, . . . , dn) ∈ (Z/mZ)n and let s be a positive
integer. Let △ := AS(a, d, s) and let d0 := 0. Then, we have

Vi(△) = a+ (s− 1)di,

for all i ∈ [0, n],

Ei,j(△) = AP(Vi(△), dj − di, s),

for all distinct integers i, j ∈ [0, n],

Ri(△) = AS(a+ idn, (d1, . . . , dn−1), s− i),

for all i ∈ [0, n],

Fi(△) = AS(a, (d1, . . . , di−1, di+1, . . . , dn), s),

for all i ∈ [1, n], and

F0(△) = AS(a + (s− 1)d1, (d2 − d1, . . . , dn − d1), s).

Moreover, for all i ∈ [0, n], we have

△ \ Fi(△) = AS(a+ di, d, s− 1).

Proof. By Definition 1.12 and Definition 2.1. �

The following theorem, which gives sufficient conditions on arithmetic simplices for
being balanced, is the main result of this section.

Theorem 3.2. Let n and m be two positive integers such that gcd(m,n!) = 1. Let
a ∈ Z/mZ and let d = (d1, . . . , dn) ∈ (Z/mZ)n such that di, for all 1 6 i 6 n, and dj−di,
for all 1 6 i < j 6 n, are invertible. Then, the arithmetic simplex AS(a, d, s) is balanced
for all s ≡ −t mod m, with t ∈ [0, n− 1].

The proof of this theorem is based on the following result, which is a key lemma in this
paper.

Lemma 3.3. Let n > 2, m and s be positive integers. Let a ∈ Z/mZ and let d ∈ (Z/mZ)n.
Then, the multiplicity function of △ = AS(a, d, s) verifies

m△(x+ dj)−m△(x+ di) = mFj(△)(x+ dj)−mFi(△)(x+ di),

for all x ∈ Z/mZ and for all distinct integers i, j ∈ [0, n], where d0 := 0.

Proof. Let 0 6 i < j 6 n. Since, from Proposition 3.1, we have

△ \ Fk(△) = AS(a+ dk, d, s− 1),

for all integers k ∈ [0, n], it follows that the arithmetic simplex △ \ Fj(△) is a translate
of △ \ Fi(△) by dj − di. Thus, for all x ∈ Z/mZ, we have

m△\Fj(△)(x+ dj) = m△\Fi(△)(x+ di).

Therefore,

m△(x+ dj)−mFj(△)(x+ dj) = m△(x+ di)−mFi(△)(x+ di)

for all x ∈ Z/mZ. �
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V0

V1

V2

d1

d2

d2
−
d1

V0

V1

V2

0

d

d

AS(a, (d1, d2), s) AS(a, (0, d), s)

Figure 4. Common differences of arithmetic triangles

Proof of Theorem 3.2. By induction on n.
For n = 1 and s ≡ 0 mod m, the arithmetic simplex AS(a, d, s) is simply an arithmetic

progression with invertible common difference d ∈ Z/mZ and of length a multiple of m.
Therefore AS(a, d, s) is balanced in this case.
Suppose now that n > 2 and that the result is true in dimension 6 n−1. We distinguish

different cases depending on the residue class of s modulo m.

Case 1. For s ≡ −t mod m, with t ∈ [0, n− 2].
Let △ = AS(a, d, s). First, from Proposition 3.1, we know that

F1(△) = AS(a, (d2, . . . , dn), s) and F2(△) = AS(a, (d1, d3, . . . , dn), s).

Moreover, since di, for all 1 6 i 6 n, and dj − di, for all 1 6 i < j 6 n, are invertible, we
obtain by induction hypothesis that the facets F1(△) and F2(△) are balanced simplices
of dimension n−1. Therefore, their multiplicity functions mF1(△) and mF2(△) are constant
on Z/mZ, equal to

mF1(△)(x) = mF2(△)(x) =
1

m

(

s+ n− 2

n− 1

)

,

for all x ∈ Z/mZ. By Lemma 3.3, we obtain

m△(x+ d1)−m△(x+ d2) = mF1(△)(x+ d1)−mF2(△)(x+ d2) = 0,

for all x ∈ Z/mZ. Finally, since d2 − d1 is invertible and

m△(x+ (d1 − d2)) = m△(x)

for all x ∈ Z/mZ, we conclude that m△ is a constant function and so the arithmetic
simplex △ is balanced in Z/mZ.

Case 2. For s ≡ −(n− 1) mod m.
The arithmetic simplex AS(a, (d1, . . . , dn), s) can be seen as the multiset difference

△ \ F1(△), where
△ = AS(a− d1, (d1, . . . , dn), s+ 1).

Since s + 1 ≡ −(n − 2) mod m, it follows, from Case 1 and from the induction hy-
pothesis, respectively, that △ = AS(a − d1, (d1, . . . , dn), s + 1) and F1(△) = AS(a −
d1, (d2, . . . , dn), s+ 1) are balanced. The multiset difference of balanced multisets is also
balanced. This concludes the proof.

�

3.2. In dimension 2. In this subsection, we only consider arithmetic triangles over
Z/mZ. Necessary conditions on the common differences d1, d2 and d2−d1 of AS(a, (d1, d2), s),
depicted in Figure 4, for being balanced in Z/mZ are determined.

Theorem 3.4. Let m and s be two positive integers and let a, d1, d2 ∈ Z/mZ. If the
arithmetic triangle AS(a, (d1, d2), s) is balanced, then the common differences d1, d2 and
d2 − d1 are all invertible.
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The proof of this theorem is based on the following lemma, where the multiplicity
function of the arithmetic triangle AS(a, (0, d), s), with d invertible, is explicitly given.

Lemma 3.5. Let m and s be two positive integers and let a, d ∈ Z/mZ such that d is
invertible. Then, the arithmetic triangle △ = AS(a, (0, d), s) is not balanced in Z/mZ.
Moreover, if s = λm+ µ is the Euclidean division of s by m, we have

m△(a+ id) =

(

λ+ 1

2

)

m+

⌈

s− i

m

⌉

(µ− i),

for all integers i ∈ [0, m− 1].

Proof. Let s = λm + µ be the Euclidean division of s by m. As represented in Figure 4,
the common differences of △ = AS(a, (0, d), s) are 0, d and d. Then, for every integer
j ∈ [0, s−1], the jth row Rj of △ is the constant sequence of length s− j equal to a+ jd,
that is, Rj(△) = AP(a + jd, 0, s− j). Thus, the multiplicity function m△ is determined
by

m△(a+ id) =
s−1
∑

j=0

mRj(△)(a + id) =

⌈ s−i
m ⌉
∑

j=0

mRjm+i(△)(a+ id)

=

⌈ s−i
m ⌉
∑

j=0

(s− (jm+ i)) =

⌈ s−i
m ⌉
∑

j=0

((λ− j)m+ (µ− i))

=

(

λ + 1

2

)

m+

⌈

s− i

m

⌉

(µ− i)

for all integers i ∈ [0, m− 1]. It follows that

m△(a) > m△(a + d) > m△(a+ 2d) > · · · · · · > m△(a + (m− 1)d).

Since its multiplicity function is not constant on Z/mZ, the arithmetic triangle △ is not
balanced. This completes the proof. �

Proof of Theorem 3.4. Let △ = AS(a, (d1, d2), s) be an arithmetic triangle and suppose
that there exists at least one common difference that is not invertible. Without loss of
generality, suppose that d1 is not invertible. Then, we consider the projection of △ into
Z/αZ, where α = gcd(d1, m) > 2. Then,

πα(△) = AS(πα(a), (0, πα(d2)), s).

If πα(d2) is invertible in Z/αZ, then △ is not balanced in Z/mZ since πα(△) is not
balanced in Z/αZ by Lemma 3.5. Otherwise, if πα(d2) is not invertible in Z/αZ, the
result follows since the projection of πα(△) into Z/βZ, where β = gcd(πα(d1), α) > 2, is
the constant triangle uniquely constituted by elements πβ(πα(a)), which is obviously not
balanced in Z/βZ. �

It follows from this theorem that there does not exist balanced arithmetic triangles in
Z/mZ for m even. Nevertheless, in the case where m is an even number, the multiplicity
function of an arithmetic triangle of Z/mZ can be completely determined when exactly
two of the three common differences d1, d2, d1 − d2 are invertible and the size s is such
that s ≡ 0 or −1 mod m.

Proposition 3.6. Let m and s be two positive integers such that s ≡ 0 or −1 mod m.
Let a, d1, d2 ∈ Z/mZ and let △ = AS(a, (d1, d2), s). If d2 and d2 − d1 are invertible, then

m△(x) = m△(x+ gcd(d1, m)),
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for all x ∈ Z/mZ, and

m△(a + id2) =
1

m

(

s+ 1

2

)

+
⌈ s

m

⌉

(

gcd(d1, m)− 1

2
− i

)

,

for all integers i ∈ [0, gcd(d1, m)− 1].

Proof. Since d2 and d2−d1 are invertible and s ≡ 0 or −1 mod m, it follows that F1(△) =
AP(a, d2, s) and F0(△) = AP(a+ (s− 1)d1, d2 − d1, s) are balanced in Z/mZ. Therefore,
mF1(△)(x) = mF0(△)(x) =

1
m

(

s+1
2

)

for all x ∈ Z/mZ. It follows, from Lemma 3.3, that

m△(x)−m△(x+ d1) = mF0(△)(x)−mF1(△)(x+ d1) = 0,

for all x ∈ Z/mZ. The first identity is then proved.
The second identity, in the case where d1 is invertible, comes from the fact that △ is

balanced, by Theorem 3.2, in this case. Suppose now that α = gcd(d1, m) > 2 and consider
the projected triangle πα(△) in Z/αZ. Then, since πα(△) = AS(πα(a), (0, πα(d2)), s) and
πα(d2) is invertible in Z/αZ, the multiplicity function mπα(△) is entirely determined by
Lemma 3.5. Let s = λm+ µ be the Euclidean division of s by m, where µ ∈ {0, m− 1}.
Then, the Euclidean division of s by α is s = λm

α
α, if µ = 0, and

(

(λ+ 1)m
α
− 1
)

α+(α−1),
if µ = m− 1. The multiplicity function mπα(△) verifies

mπα(△)(πα(a) + iπα(d)) =























(

λm
α
+ 1

2

)

α−
⌈

s− i

α

⌉

i , if µ = 0,

(

(λ+ 1)m
α

2

)

α +

⌈

s− i

α

⌉

(α− 1− i) , if µ = m− 1,

for all i ∈ [0, α − 1]. Moreover, by the first identity, since m△(x + α) = m△(x) for all
x ∈ Z/mZ, we have

m△(a+ id) =
α

m
×mπα(△)(πα(a) + iπα(d)),

for all i ∈ [0, α− 1]. Finally, since

⌈

s− i

α

⌉

=



































λ
m

α
, if µ = 0, i ∈ [0, α− 1],

(λ+ 1)
m

α
, if µ = m− 1, i ∈ [0, α− 2],

(λ+ 1)
m

α
− 1 , if µ = m− 1, i = α− 1,

it follows that

m△(a+ id) =

(

λm
α
+ 1

2

)

α2

m
− λi =

λ(λm+ α)

2
− λi =

1

m

(

λm+ 1

2

)

+ λ

(

α− 1

2
− i

)

,

for all i ∈ [0, α− 1] if µ = 0, and

m△(a+ id) =

(

(λ+ 1)m
α

2

)

α2

m
+ (λ+ 1)(α− 1− i)

=
(λ+ 1)((λ+ 1)m− α)

2
+ (λ+ 1)(α− 1− i)

=
1

m

(

(λ+ 1)m

2

)

+ (λ+ 1)

(

α− 1

2
− i

)

,
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x 0 1 2 3 4 5 6 7 8 9 10 11
m△(x) 5 6 7 8 5 6 7 8 5 6 7 8

Table 1. Multiplicity function of △ = AS(0, (1, 5), 12) in Z/12Z

V0

V1

V2

V3

d1

d2

d3
d3 − d2

d2
−
d1

d 1
−
d 3

Figure 5. Common differences of an arithmetic tetrahedron

V0

V1

V2

V3

d1

d2

d3
d3 − d2

d2
−
d1

d 1
−
d 3

V0

V1

V2

V3

d1

d2

d3
d3 − d2

d2
−
d1

d 1
−
d 3

V0

V1

V2

V3

d1

d2

d3
d3 − d2

d2
−
d1

d 1
−
d 3

d1 and d3 − d2 d2 and d1 − d3 d3 and d2 − d1

Figure 6. Non adjacent common differences of AS(a, (d1, d2, d3), s)

for all i ∈ [0, α− 1] if µ = m− 1. This completes the proof. �

For example, for m = 12, a = 0, d1 = 1 and d2 = 5, we obtain that d2 − d1 = 4,
gcd(d1 − d2, m) = 4 and the multiplicity function of △ = AS(a, (d1, d2), m) is given in
Table 1.

3.3. In dimension 3. In this subsection, we only consider the arithmetic tetrahedron
AS(a, (d1, d2, d3), s) in Z/mZ. We determine necessary and sufficient conditions on the
common differences d1, d2, d3, d2−d1, d3−d2 and d1−d3 of AS(a, (d1, d2, d3), s), depicted
in Figure 5, for being balanced in Z/mZ.

Definition 3.7 (Adjacent common differences). Among the six common differences d1,
d2, d3, d2 − d1, d3 − d2 and d1 − d3 of AS(a, (d1, d2, d3), s), two of them are said to be
adjacent if they have a vertex in common. The couple of non adjacent common differences
of AS(a, (d1, d2, d3), s) are (d1, d3 − d2), (d2, d1 − d3) and (d3, d2 − d1). The twelve other
couples of common differences are said to be adjacent (See Figure 6).

Theorem 3.8. Let m and s be two positive integers and let a, d1, d2, d3 ∈ Z/mZ. Let D :=
{d1, d2, d3, d2 − d1, d3 − d2, d1 − d3} be the set of common differences of the arithmetic
tetrahedron △ = AS(a, (d1, d2, d3), s). If △ is balanced in Z/mZ and

i) m is odd, then all the elements of D are invertible.
ii) m is even, then all the elements of D are invertible, except two of them, say δ1 and

δ2, which are non adjacent and such that gcd(δ1, m) = gcd(δ2, m) = 2.
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V0

V1

V2

V3

0

0

d
d

0

−
d

V0

V1

V2

V3

0

d1

d2
d2 − d1

d1

−
d 2

V0

V1

V2

V3

0

d

d
0

d

−
d

AS(a, (0, 0, d), s) AS(a, (0, d1, d2), s) AS(a, (0, d, d), s)

Figure 7. Arithmetic tetrahedra with a common difference equal to zero

The proof of this theorem is based on the following four lemmas, where we study the
multiplicity function of the arithmetic tetrahedra with at least one common difference
equal to zero. A representation of the common differences of these arithmetic tetrahedra
can be found in Figure 7 and Figure 8.

Lemma 3.9. Let m and s be two positive integers and let a, d ∈ Z/mZ such that d is
invertible. Then, the arithmetic tetrahedron AS(a, (0, 0, d), s) is not balanced in Z/mZ.

Proof. Let △ = AS(a, (0, 0, d), s). By Lemma 3.3, we obtain

m△(a)−m△(a+ d) = mF1(△)(a)−mF3(△)(a + d).

Since F3(△) = AS(a, (0, 0), s), i.e. the constant triangle of size s where all the terms are
equal to a, we have mF3(△)(a + d) = 0. Since F1(△) = AS(a, (0, d), s), it follows from
Lemma 3.5 that

mF1(△)(a) =

(

λ+ 1

2

)

m+

⌈

s− i

m

⌉

µ > 0,

where s = λm + µ is the Euclidean division of s by m. This leads to the inequality
m△(a+d) < m△(a) and thus the multiplicity function m△ is not constant on Z/mZ. This
concludes the proof. �

Lemma 3.10. Let m and s be two positive integers and let a, d1, d2 ∈ Z/mZ such that
d1, d2 and d2 − d1 are invertible. Then, the arithmetic tetrahedron AS(a, (0, d1, d2), s) is
not balanced in Z/mZ.

Proof. First, since d1, d2 and d2 − d1 are invertible, we know that m is an odd number.
Assume, without loss of generality, that m is an odd prime. Indeed, if m is composite,
we know that △ cannot be balanced in Z/mZ if its projected tetrahedron πp(△) is not
balanced in Z/pZ, where p is an odd prime factor of m. Moreover, a necessary condition
on s for △ being balanced is that m divides

(

s+2
3

)

. Since m is an odd prime, this implies
that s ≡ 0,−1 or −2 mod m. If s ≡ −2 mod m, then △ = AS(a, (0, d1, d2), s) can be seen
as △′ \ F1(△′), where △′ = AS(a, (0, d1, d2), s + 1) and F1(△′) = AS(a, (d1, d2), s + 1).
Since s+ 1 ≡ −1 mod m and d1, d2, d2 − d1 are invertible, we deduce from Theorem 3.2
that F1(△′) is balanced. Therefore △ is balanced if and only if △′ is. This is the reason
why, in this proof, we suppose that m is an odd prime and that s is a positive integer
such that s ≡ 0 or −1 mod m. First, by Lemma 3.3, we obtain

m△(x+ d2)−m△(x) = mF3(△)(x+ d2)−mF1(△)(x),

for all x ∈ Z/mZ. Since d1, d2 and d2−d1 are invertible and s ≡ 0 or −1 mod m, we know,
from Theorem 3.2, that F1(△) = AS(a, (d1, d2), s) is a balanced triangle. Therefore,

mF1(△)(x) =
1

m

(

s+ 1

2

)

,
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for all x ∈ Z/mZ. Moreover, since d1 is invertible, it follows from Lemma 3.5 that the
multiplicity function of F3(△) = AS(a, (0, d1), s) verifies

mF3(△)(a) > mF3(△)(a + d1) > · · · · · · > mF3(△)(a+ (m− 1)d1).

Therefore, since
∑m−1

i=0 mF3(△)(a + id) =
(

s+1
2

)

, we have mF3(△)(a) >
1
m

(

s+1
2

)

. This leads
to the inequality

m△(a)−m△(a− d2) = mF3(△)(a)−mF1(△)(a− d2) = mF3(△)(a)−
1

m

(

s+ 1

2

)

> 0.

Thus, the multiplicity function m△ is not constant on Z/mZ. This concludes the proof.
�

Lemma 3.11. Let m and s be two positive integers and let a, d ∈ Z/mZ such that d is
invertible. If the arithmetic tetrahedron AS(a, (0, d, d), s) is balanced, then m = 2 and s
is even.

Proof. Let △ = AS(a, (0, d, d), s). First, by Lemma 3.3, we obtain the identity

m△(x+ d)−m△(x) = mF2(△)(x+ d)−mF1(△)(x),

for all x ∈ Z/mZ. Let s = λm + µ be the Euclidean division of s by m. Since F2(△) =
AS(a, (0, d), s), we know, from Lemma 3.5, that

mF2(△)(a+ id) =

(

λ+ 1

2

)

m+

⌈

s− i

m

⌉

(µ− i)

for all i ∈ [0, m−1]. Moreover, since F1(△) = AS(a, (d, d), s) = AS(a+(s−1)d, (0,−d), s),
by Lemma 3.5 again, we have

mF1(△)(a+ (s− 1− j)d) =

(

λ+ 1

2

)

m+

⌈

s− j

m

⌉

(µ− j)

for all j ∈ [0, m− 1]. This leads to the identity

m△(a)−m△(a− d) = mF2(△)(a)−mF1(△)(a− d)

= mF2(△)(a)−mF1(△)(a + (s− 1− µ)d) =
⌈ s

m

⌉

µ.

If△ is balanced, then m△ is constant on Z/mZ. Then, m△(a) = m△(a−d) and
⌈

s
m

⌉

µ = 0.
Therefore µ = 0 and s ≡ 0 mod m. Suppose now that s = λm, with λ > 1. For every
integer i ∈ [1, m− 1], we deduce from the previous results that

m△(a + id)−m△(a+ (i− 1)d) = mF2(△)(a+ id)−mF1(△)(a+ (i− 1)d)

= mF2(△)(a+ id)−mF1(△)(a+ (s− 1− (m− i))d)

= λ(m− 2i).

The only possibility for having m△(a + id) = m△(a + (i− 1)d) is that m = 2 and i = 1.
This concludes the proof. �

Lemma 3.12. Let s be a positive integer let a, d ∈ Z/4Z such that d is invertible. Then,
the arithmetic tetrahedron AS(a, (0, d,−d), s) is not balanced in Z/4Z.
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d

Figure 8. AS(a, (0, d,−d), s) in Z/4Z, with d = ±1

Proof. Let △ = AS(a, (0, d,−d), s). If △ is balanced in Z/4Z, then its projection π2(△) =
AS(π2(a), (0, 1, 1), s) is balanced in Z/2Z. This implies, by Lemma 3.11, that s is even.
Let s = 4λ + µ be the Euclidean division of s by 4, where µ ∈ {0, 2}. Since F3(△) =
AS(a, (0, d), s) and F2(△) = AS(a, (0,−d), s), it follows from Lemma 3.5 and Lemma 3.3
that

m△(a)−m△(a+ 2) = mF3(△)(a)−mF2(△)(a+ 2)

= mF3(△)(a)−mF2(△)(a− 2d)

= 4

(

λ+ 1

2

)

+

⌈

4λ+ µ

4

⌉

µ− 4

(

λ + 1

2

)

−
⌈

4λ+ µ− 2

4

⌉

(µ− 2)

=

⌈

4λ+ µ

4

⌉

µ−
⌈

4λ+ µ− 2

4

⌉

(µ− 2).

For µ = 0, we obtain that m△(a)−m△(a+2) = 2λ 6= 0. For µ = 2, m△(a)−m△(a+2) =
2(λ+1) > 2. In all cases, we obtain that m△(a) 6= m△(a+2). Therefore the tetrahedron
△ is not balanced in Z/4Z. �

We are now ready to prove Theorem 3.8.

Proof of Theorem 3.8. Let △ = AS(a, (d1, d2, d3), s) be an arithmetic tetrahedron of size
s, where all the common differences are

D := {d1, d2, d3, d2 − d1, d3 − d2, d1 − d3}.
If there exists an element δ of D which is not invertible in Z/mZ and not equal to
zero, then we consider the projection of △ into Z/αZ, where α = gcd(δ,m) > 2. The
projected tetrahedron πα(△) is also arithmetic. In this tetrahedron, the corresponding
common differences of the invertible common differences of △ are invertible in Z/αZ and
πα(δ) = 0. If there exists a common difference δ′ of πα(D) which is not invertible in Z/αZ
and not equal to zero, we project again πα(△) into Z/βZ, where β = gcd(δ′, α) > 2. We
continue until the projected tetrahedron is such that all its common differences are either
invertible, or equal to zero. In the sequel, suppose that πα(△) is like that. Obviously,
if the projected tetrahedron πα(△) is not balanced in Z/αZ, we know that △ cannot be
balanced in Z/mZ. We distinguish different cases.

Case 1. There exist three adjacent common differences, in πα(△), which are equal to zero.
Then, all the elements of πα(D) are equal to zero and πα(△) is the constant tetrahedron
where all terms are equal to πα(a). Thus, the tetrahedron πα(△) is not balanced in Z/αZ.

Case 2. There exist two adjacent common differences, in πα(△), which are equal to
zero. Without loss of generality, suppose that πα(d1) = πα(d2) = 0. Then, πα(△) =
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AS(πα(a), (0, 0, πα(d3)), s). If πα(d3) = 0, this is Case 1. Otherwise, if πα(d3) is invertible,
the tetrahedron πα(△) is not balanced in Z/αZ, by Lemma 3.9.

Case 3. There exist two non adjacent common differences, in πα(△), which are equal
to zero. Without loss of generaliry, suppose that πα(d1) = πα(d3 − d2) = 0. Then,
πα(△) = AS(πα(a), (0, πα(d2), πα(d2)), s). If πα(d2) = 0, this is Case 1. Otherwise, if
πα(d2) is invertible, we know from Lemma 3.11 that if πα(△) is balanced, then α = 2 and
s is even.

Case 4. There exists one common difference, in πα(△), which is equal to zero. Without
loss of generality, suppose that πα(d1) = 0. If there exists a second common difference
which is equal to zero, this is Case 2 or Case 3, depending on the adjacency of these
two common differences. If the five other common differences of πα(△) are invertible, we
know that πα(△) is not balanced by Lemma 3.10.

Therefore, the only possibility for πα(△) being balanced in Z/αZ is that α = 2 and s
is even. Thus, when m is odd, we have proved the result i) of Theorem 3.8. When m
is even, we deduce from the previous results that if △ is balanced with a non invertible
common difference δ, then the corresponding non adjacent common difference of δ is also
non invertible and their projection in Z/2Z are equal to zero. Moreover, since the constant
tetrahedra in Z/2Z are not balanced, it follows that the four other common differences of
△ must be invertible in Z/mZ. Suppose now that m and s are even and that the common
differences of the balanced tetrahedron △ are such that d1 and d3 − d2 are non invertible
and d2, d3, d2 − d1, d1 − d3 are invertible, where

π2(△) = AS(π2(a), (0, 1, 1), s).

If gcd(d1, m) or gcd(d3 − d2, m) are divisible by an odd number m′, then the projected
tetrahedron πm′(△) is a balanced arithmetic tetrahedron in Z/m′

Z, with at least one
common difference which is non invertible, that is impossible by result i) of Theorem 3.8.
Thus gcd(d1, m) and gcd(d3 − d2, m) are powers of two. Finally, from Lemma 3.12, we
deduce that gcd(d1, m) = gcd(d3 − d2, m) = 2. This completes the proof. �

We continue by showing that there is no balanced arithmetic tetrahedron in Z/mZ

when m is divisible by 3.

Theorem 3.13. Let m and s be two positive integer such that m is a multiple of 3. There
is no balanced arithmetic tetrahedron of size s in Z/mZ.

Proof. Let △ be an arithmetic tetrahedron of size s in Z/mZ. We consider the projected
tetrahedron π3(△) in Z/3Z. We know from Theorem 3.8 that if π3(△) is a balanced
tetrahedron, then all the common differences of π3(△) are invertible in Z/3Z. In Z/3Z,
the invertible elements are 1 and 2. Thus, if d1, d2 and d3 are invertible, there are at least
two of them which are equal and thus their difference is a common difference equal to
zero. Therefore π3(△) cannot be balanced in Z/3Z. This completes the proof. �

In the end of this subsection, we prove that the necessary conditions on the common
differences of balanced arithmetic tetrahedra highlighted in Theorem 3.8 are also sufficient
for certain sizes.

Theorem 3.14. Let m be an odd number not divisible by 3 and let a, d1, d2, d3 ∈ Z/mZ

such that d1, d2, d3, d2 − d1, d3 − d2 and d1 − d3 are invertible. Then, the arithmetic
tetrahedron AS(a, (d1, d2, d3), s) is balanced for all s ≡ 0, −1, or −2 mod m.

Proof. Theorem 3.2 for n = 3. �
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Theorem 3.15. Let m be an even number not divisible by 3 and let a, d1, d2, d3 ∈ Z/mZ

such that gcd(d1, m) = gcd(d3 − d2, m) = 2 and d2, d3, d2 − d1 and d1 − d3 are invertible.
Then, the arithmetic tetrahedron AS(a, (d1, d2, d3), s) is balanced for all s ≡ 0 or −2 mod
m.

Proof. Let △ = AS(a, (d1, d2, d3), s).

Case 1. Suppose that s is divisible by m.
Since gcd(d1, m) = 2, d3 and d1 − d3 invertible and s divisible by m, it follows from

Proposition 3.6 that the multiplicity function of F2(△) = AS(a, (d1, d3), s) is entirely
determined by

mF2(△)(a + 2i) =
1

m

(

s + 1

2

)

+
s

2m
, mF2(△)(a+ 2i+ 1) =

1

m

(

s+ 1

2

)

− s

2m
,

for all i ∈ [0, m
2
− 1]. Similarly, since gcd(d3 − d2, m) = 2, d2 and d3 invertible and s

divisible by m, we have by Proposition 3.6 that the multiplicity function of F1(△) =
AS(a, (d2, d3), s) = AS(a+ (s− 1)d2, d3 − d2,−d2, s) is equal to

mF1(△)(a + 2i+ 1) =
1

m

(

s+ 1

2

)

+
s

2m
, mF1(△)(a+ 2i) =

1

m

(

s+ 1

2

)

− s

2m
,

for all i ∈ [0, m
2
− 1]. This leads to the identity

mF2(△)(x+ 1) = mF1(△)(x),

for all x ∈ Z/mZ. Then, since gcd(d1, m) = 2 and d2 is invertible, we obtain by Lemma 3.3
that

m△(x+ d1)−m△(x+ d2) = mF1(△)(x+ d1)−mF2(△)(x+ d2)
= mF1(△)(x+ 2)−mF2(△)(x+ 1) = 0,

and thus

m△(x+ (d1 − d2)) = m△(x)

for all x ∈ Z/mZ. Since d1 − d2 is invertible, we conclude that m△ is constant and △ is
balanced in Z/mZ.

Case 2. Now, suppose that s ≡ −2 mod m.
The tetrahedron △ can be seen as the arithmetic tetrahedron △′ of size s + 2 where

the first two rows have been removed, i.e. △ = △′ \ {R0,R1}, where △′ := AS(a −
2d3, (d1, d2, d3), s+2), R0 := AS(a−2d3, (d1, d2), s+2) and R1 := AS(a−d3, (d1, d2), s+1).
Since gcd(d1, m) = 2, d2, d2−d1, d3 invertible and s+2 ≡ 0, s+1 ≡ −1 mod m, it follows
from Proposition 3.6 again that

mR0
(a+ 2i) =

1

m

(

s+ 3

2

)

+
s+ 2

2m
, mR0

(a+ 2i+ 1) =
1

m

(

s+ 3

2

)

− s+ 2

2m
,

mR1
(a+ 2i+ 1) =

1

m

(

s+ 2

2

)

+
s+ 2

2m
, mR1

(a+ 2i) =
1

m

(

s+ 2

2

)

− s+ 2

2m
.

This leads to

mR0
(x) +mR1

(x) =
1

m

((

s+ 3

2

)

+

(

s+ 2

2

))

,

for all x ∈ Z/mZ. Therefore the multiset R0 ∪ R1 is balanced in Z/mZ. Moreover,
since s + 2 ≡ 0 mod m, we already know from Case 1 that △′ is balanced. The multiset
difference of balanced multisets is obviously balanced. This completes the proof.

�
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Remark 3.16. Whenm is even not divisible by 3, if we suppose that gcd(d1, m) = gcd(d3−
d2, m) = 2 and d2, d3, d2 − d1 and d1 − d3 are invertible, then the arithmetic tetrahedron
AS(a, (d1, d2, d3), s) is not balanced for all s ≡ −1 mod m. Indeed, it can be seen as the
multiset difference of the arithmetic tetrahedron AS(a − d3, (d1, d2, d3), s + 1), which is
balanced by Theorem 3.15, and the arithmetic triangle AS(a − d3, (d1, d2), s + 1), which
is not balanced by Theorem 3.4.

4. Balanced simplices generated from arithmetic arrays

We are now ready to show that the orbits generated from arithmetic arrays by additive
cellular automata are a source of balanced simplices.

4.1. The general case : in dimension n > 2. In this subsection, we prove Theo-
rem 1.14, the main result of this paper, and, in corollary, the special case of the Pascal
cellular automata is examined.

4.1.1. For any ACA. First, we recall Theorem 1.14.

Theorem 4.1. Let n > 2 and m be two positive integers such that gcd(m,n!) = 1.
Suppose that σ is invertible modulo m. Let a ∈ Z/mZ, d = (d1, . . . , dn−1) ∈ (Z/mZ)n−1

and ε ∈ {−1, 1}n such that di, for all 1 6 i 6 n, and εjdj − εidi, for all 1 6 i < j 6 n,

are invertible, where dn := σ−1
∑n−1

k=1 σkdk. Then, in the orbit O(AA(a, d)), every n-
simplex with orientation ε and of size s is balanced, for all s ≡ −t mod ordm(σ

m)m,
where t ∈ [0, n− 1].

The proof of this theorem is based on the following lemma.

Lemma 4.2. Let n > 2, m1 and m2 be three positive integers such that gcd(m2, n!) = 1
and let m := m1m2. Let a ∈ Z/mZ and let d = (d1, . . . , dn) ∈ (Z/mZ)n such that πm2

(di),
for all 1 6 i 6 n, and πm2

(dj)− πm2
(di), for all 1 6 i < j 6 n, are invertible in Z/m2Z.

Then, for all positive integers s ≡ −t mod m2, where t ∈ [0, n − 1], the multiplicity
function of the arithmetic simplex △ = AS(a,m1d, s) of Z/mZ verifies

m△(x+m1) = m△(x),

for all x ∈ Z/mZ.

Proof. First, it is clear that △ is uniquely constituted by elements of the form a + km1,
where k ∈ [0, m2 − 1]. Therefore, the identity is obviously true for all elements x not in
{a + km1 | k ∈ [0, m2 − 1]}. Moreover, since πm2

(di), for all 1 6 i 6 n, and πm2
(dj) −

πm2
(di), for all 1 6 i < j 6 n, are invertible in Z/m2Z and since s ≡ −t mod m2, where

t ∈ [0, n − 1], we know from Theorem 3.2 that the arithmetic simplex AS(0, π2(d), s) is
balanced in Z/m2Z. Finally, since △ can be seen as the image of the balanced arithmetic
simplex △′ = AS(0, π2(d), s) by the function

f : Z/m2Z −→ Z/mZ

πm2
(x) 7−→ a+m1x

it follows that

m△(a+ km1) = mf(△′)(f(k)) = m△′(k) = m△′(0) = mf(△′)(f(0)) = m△(a),

for all k ∈ [0, m2 − 1]. This completes the proof. �

We are now ready to prove Theorem 4.1 (Theorem 1.14), the main result of this paper.
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Proof of Theorem 4.1. Let △(j, ε, s) be an n-simplex of size s = λlcm(ordm(σ), m) − t,
where t ∈ [0, n − 1], appearing in the orbit O(AA(a, d)) = (ai)i∈Zn−1×N. We proceed by
induction on m. For m = 1, the result is obvious. Suppose now that the result is true for
all finite cyclic groups of order strictly lesser than m. Let

m1 := gcd (ordm(σ), m) and m2 :=
m

m1

.

Then, s = λordm(σ)m2 − t.
First, we prove that m△(x +m1) = m△(x) for all x ∈ Z/mZ. By Proposition 2.11 for

α = ordm(σ), we know that △(j, ε, s) can be decomposed into ordm(σ)
n subsimplices SSk,

△(j, ε, s) =
⋃

k∈[0,ordm(σ)−1]n

SSk

that are, for all k ∈ [0, ordm(σ)− 1]n, the arithmetic simplices

SSk = AS

(

aj+ε·k, ordm(σ)σ
jn+εnknε · d̃, λm2 −

⌊∑n
u=1 ku + t

ordm(σ)

⌋)

,

where d̃ = (d1, . . . , dn−1, dn) and dn = σ−1
∑n−1

u=1 σudu. Since

gcd

(

ordm(σ)

m1
, m2

)

=
gcd(ordm(σ), m)

gcd(ordm(σ), m)
= 1,

it follows, from the hypothesis of the theorem, that the elements

πm2

(

ordm(σ)

m1

σjn+εnknεudu

)

,

for all 1 6 u 6 n, and

πm2

(

ordm(σ)

m1
σjn+εnkn(εudu − εvdv)

)

,

for all 1 6 u < v 6 n, are invertible in Z/m2Z. Moreover, since the size of SSk, λm2 −
⌊∑n

u=1
ku+t

ordm(σ)

⌋

, is in [λm2 − (n − 1), λm2] and thus is congruent to a certain integer −y

modulo m2 with y ∈ [0, n− 1], we deduce from Lemma 4.2 that

mSSk
(x+m1) = mSSk

(x),

for all x ∈ Z/mZ, and this, for all k ∈ [0, ordm(σ)− 1]n. Then, the multiplicity function
of △ verifies

m△(x+m1) =
∑

k∈[0,ordm(σ)−1]n

mSSk
(x+m1) =

∑

k∈[0,ordm(σ)−1]n

mSSk
(x) = m△(x),

for all x ∈ Z/mZ.
Now, we prove that the projected simplex πm1

(△) is balanced. We begin by showing
that the integer ordm(σ

m)m is divisible by ordm1
(σm1)m1. Indeed,

(σm1)m2ordm(σm) = (σm)ordm(σm) ≡ 1 (mod m)

and, by divisibility of m by m1, this equivalence is also true modulo m1. It follows
that m2ordm(σ

m) is divisible by ordm1
(σm1), implying that ordm(σ

m)m is divisible by
ordm1

(σm1)m1. Then, s ≡ −t mod ordm1
(σm1)m1 and since the elements πm1

(du), for all
1 6 u 6 n, and πm1

(εvdv − εudu), for all 1 6 u < v 6 n, are clearly invertible in Z/m1Z,
we deduce from the induction hypothesis that πm1

(△) is balanced in Z/m1Z.
Finally, since πm1

(△) is balanced and m△(x + m1) = m△(x) for all x ∈ Z/mZ, we
deduce from Theorem 2.5 that the simplex △ is balanced. This concludes the proof. �
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Remark 4.3. If σ ≡ 1 mod m, then the n-simplex △ (j, ε, s) appearing in O(AA(a, d)) is
an arithmetic simplex and Theorem 4.1 is simply Theorem 3.2 on balanced arithmetic
simplices.

4.1.2. For the Pascal cellular automata. Here, we investigate the consequences of Theo-
rem 4.1 on the existence of balanced n-simplices, in the case where the ACA considered
is PCAn−1.

Corollary 4.4. Let n > 2 be a positive integers. For every positive integer m such
that gcd(m, (3(n − 1))!) = 1, there exist infinitely many balanced n-simplices of Z/mZ

generated by PCAn−1, for all possible orientations ε ∈ {−1, 1}n. In the special case of the
two orientations ε = + · · ·+ − or ε = − · · · − +, the existence of an infinite number of
such balanced simplices is verified for every Z/mZ such that gcd(m,n!) = 1, if n is even,
and for every Z/mZ such that gcd(m, (3n+1

2
)!) = 1, if n is odd.

Proof. For the Pascal automaton of dimension n− 1, we have σ = n and σk = −1 for all
k ∈ [1, n− 1]. Let m be a positive integer such that gcd(m,n!) = 1 and let A = AA(a, d)
be the arithmetic array of Z/mZ with common difference d = (d1, . . . , dn−1) defined by
dk := k ∈ Z/mZ for all k ∈ [1, n− 1]. Then,

dn := σ−1

n−1
∑

k=1

σkdk = −n−1

n−1
∑

k=1

k = −2−1(n− 1).

Since gcd(m,n!) = 1, the common differences d1, d2, . . . , dn−1 and dn are invertible in
Z/mZ. For all integers u and v such that 1 6 u < v 6 n− 1, we have

(1) 3 6 u+ v 6 2n− 3 and 1 6 v − u 6 n− 2.

For all integers u such that 1 6 u 6 n− 1, we have

(2) n + 1 6 2u+ (n− 1) 6 3(n− 1) and − (n− 3) 6 2u− (n− 1) 6 n− 1.

If n is even, then 2u− (n−1) cannot vanish and we deduce that if gcd(m, (3(n−1))!) = 1
then, for any orientation ε ∈ {−1, 1}n, all the elements in

(3) {εvdv − εudu | 1 6 u < v 6 n}
are invertible modulo m. Therefore, by Theorem 4.1, any simplices of orientation ε and
of size s ≡ −t mod lcm(ordm(n), m), with t ∈ [0, n− 1], appearing in the orbit O(A) are
balanced in Z/mZ. For the specific orientations ε = + · · · + − and ε = − · · · − +, we
deduce from the second inequalities of (1) and (2) that this result is also true in the more
general case where gcd(m,n!) = 1. Now, suppose that n is odd and let ε ∈ {−1, 1}n be an
orientation. If there exist l ∈ [1, n−1] such that εl = εn , then we consider the arithmetic
array A = AA(a, d) of Z/mZ with common differences d = (d1, . . . , dn−1) defined by
dl :=

n−1
2
, dn−1

2

:= l and dk := k for all k ∈ [1, n− 1] \ {l, n−1
2
}. Then, dn = −2−1(n− 1)

as before and

εldl − εndn = εl(n− 1).

If gcd(m, (3(n − 1))!) = 1, we deduce that all the common differences dk for k ∈ [1, n]
and, from inequalities (1) and (2), all the elements in the set of (3) are invertible modulo
m. Therefore, by Theorem 4.1, any simplices of this orientation ε, where εl = εn, and
of size s ≡ −t mod lcm(ordm(n), m), with t ∈ [0, n− 1], appearing in the orbit O(A) are
balanced in Z/mZ. Finally, suppose that n is odd and ε is such that εk = −εn for all
k ∈ [1, n−1], i.e., ε = + · · ·+− or ε = − · · ·−+. In this case, we consider the arithmetic
array A = AA(a, d) of Z/mZ with common differences d = (d1, . . . , dn−1) defined by
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dn+1

2

:= 3n+1
2

and dk := k for all k ∈ [1, n− 1] \ {n+1
2
}. Then, dn = −2−1(n + 1). For all

integers u and v such that 1 6 u < v 6 3n+1
2

, we have

(4) 1 6 v − u 6
3n− 1

2
and − n− 1

2
6 u− n+ 1

2
6 n.

If Z/mZ is such that gcd(m, (3n+1
2

)!) = 1, we know by definition that all the common
differences dk are invertible modulo m for all k ∈ [1, n]. Moreover, since du + dn cannot
vanish by definition, and from (4), we deduce that all the elements in the set of (3)
are invertible modulo m. By Theorem 4.1 again, any simplices with these orientations,
ε = + · · ·+− or ε = − · · ·−+, and of size s ≡ −t mod lcm(ordm(n), m), with t ∈ [0, n−1],
appearing in the orbit O(A) are balanced in Z/mZ. This concludes the proof. �

4.2. In dimension 3. In this subsection, we show that, in dimension 3, a similar result
than Theorem 4.1 can be obtained for certain even values of m by using Theorem 3.15.
In corollary, the special case of the Pascal cellular automaton PCA2 is studied.

4.2.1. For any ACA.

Theorem 4.5. Let m be an even number not divisible by 3 such that σ ∈ Z/mZ is
invertible and σ ≡ 1 mod 2v2(m), where v2(m) is the highest exponent u such that 2u

divides m. Let a ∈ Z/mZ, d = (d1, d2) ∈ (Z/mZ)2 and ε ∈ {−1, 1}3 such that ε2d2, ε3d3,
ε2d2−ε1d1, ε1d1−ε3d3 are invertible in Z/mZ and gcd(ε1d1, m) = gcd(ε3d3−ε2d2, m) = 2,
where d3 := σ−1(σ1d1 + σ2d2). Then, in the orbit O(AA(a, d)), every tetrahedron with
orientation ε and of size s is balanced, for all s ≡ 0 or −2 mod lcm(ordm(σ), m).

Proof. Let △ = △(j, ε, s) be a tetrahedron of size λlcm(ordm(σ), m)− t, where t ∈ {0, 2},
appearing in the orbit O(AA(a, d)) = (ai)i∈Z2×N. We proceed by induction on m.
For m = 2v2(m), since σ ≡ 1 mod m, it follows that △ is an arithmetic tetrahedron

of size s ≡ 0 or −2 mod m and of common differences (ε1d1, ε2d2, ε3d3) such that ε2d2,
ε2d2 − ε1d1, ε3d3 and ε1d1 − ε3d3 are invertible and gcd(ε1d1, m) = gcd(ε3d3 − ε2d2) = 2.
By Theorem 3.15, the tetrahedron △ is balanced in this case.
Suppose now that m > 2v2(m) and let m′ := m/2v2(m), the odd part of m. Let

m1 := 2v2(m) gcd(ordm(σ), m
′) and m2 :=

m

m1
=

m′

gcd(ordm(σ), m′)
.

First, we prove that m△(x+m1) = m△(x), for all x ∈ Z/mZ. Since

m1 = 2v2(m) gcd(ordm(σ), m
′) = gcd(2v2(m)ordm(σ), m),

it follows that m1 is divisible by gcd(ordm(σ), m). By Proposition 2.11 with

α =
m1

gcd(ordm(σ), m)
ordm(σ),

since s = αm2 − t, we know that △ can be decomposed into α3 subtetrahedra that are
arithmetic. More precisely, we have

△ =
⋃

k∈[0,α−1]3

SSk,

where

SSk = AS

(

aj+ε·k, m1
ordm(σ)

gcd(ordm(σ), m)
σj3+ε3k3(ε1d1, ε2d2, ε3d3), m2 −

⌊

k1 + k2 + k3
α

⌋)

,
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for all k ∈ [0, α − 1]3. Since m2 is an odd factor of m and gcd(ε2d2, m) = gcd(ε3d3 −
ε2d2, m) = 2, we deduce that πm2

(ε2d2) and πm2
(ε3d3 − ε2d2) are invertible in Z/m2Z.

Since σ, ε2d2, ε3d3, ε2d2 − ε1d1 and ε1d1 − ε3d3 are invertible in Z/mZ and since

gcd

(

ordm(σ)

gcd(ordm(σ), m)
, m2

)

| gcd
(

ordm(σ)

gcd(ordm(σ), m′)
,

m′

gcd(ordm(σ), m′)

)

= 1,

we obtain that the elements

πm2

(

ordm(σ)

gcd(ordm(σ), m)
σj3+ε3k3εudu

)

,

for all 1 6 u 6 3, and

πm2

(

ordm(σ)

gcd(ordm(σ), m)
σj3+ε3k3(εvdv − εudu)

)

,

for all 1 6 u < v 6 3, are invertible in Z/m2Z. Moreover, since the size of SSk is m2 −
⌊

k1+k2+k3
α

⌋

, which is congruent to 0, −1, or −2 modulo m2, we deduce from Lemma 4.2
that the multiplicity function of SSk verifies

mSSk
(x+m1) = mSSk

(x),

for all x ∈ Z/mZ and for all k ∈ [0, α− 1]3. Therefore, we have

m△ (x+m1) =
∑

k∈[0,α−1]3

mSSk
(x+m1) =

∑

k∈[0,α−1]3

mSSk
(x) = m△ (x) ,

for all x ∈ Z/mZ. Since σ ≡ 1 mod 2v2(m), it follows that ordm(σ) = ordm′(σ) and thus
m1 = 2v2(m) gcd(ordm(σ), m

′) = 2v2(m) gcd(ordm′(σ), m′) is a proper divisor of m. Thus,
from the induction hypothesis, we know that the projection of △ into Z/m1Z is balanced.
Finally, since m△(x+m1) = m△(x) for all x ∈ Z/mZ and πm1

(△) balanced in Z/m1Z, we
conclude that the tetrahedron △ is balanced in Z/mZ by Theorem 2.5. This completes
the proof. �

4.2.2. For the Pascal cellular automaton. Here, we investigate the consequences of The-
orem 4.5 on the existence of balanced tetrahedra, in the case where the ACA considered
is PCA2.

Corollary 4.6. For even numbers m not divisible by 3 and such that v2(m) = 1, there
exist infinitely many balanced tetrahedra of Z/mZ generated by PCA2, for all orientations
ε = + + +, + − +, + − −, − + +, − + − and − − −. In the special case of the
two orientations ε = + + − or ε = − − +, the existence of an infinite number of such
balanced tetrahedra is verified for every Z/mZ of even order m such that v2(m) = 1 and
gcd(m, 3.5) = 1.

Proof. For the Pascal automaton of dimension 2, we have σ = 3 and σ1 = σ2 = −1. If
there exists i ∈ {1, 2} such that εi = ε3, then we consider the orbit associated with the
arithmetic array AA(a, (d1, d2)) of Z/mZ, where di := 1 and dj := 2 with {i, j} = {1, 2}.
Then, d3 = −3−1.3 = −1, di+dj = 3, dj−di = 1, dj+d3 = 1, dj−d3 = 3 and di−d3 = 2.
It follows that, if m is an even number not divisible by 3 and such that v2(m) = 1, we
have

gcd(εidi, m) = gcd(ε3d3, m) = gcd(εjdj − εidi, m) = gcd(εjdj − ε3d3, m) = 1

and
gcd(εjdj, m) = gcd(εidi − ε3d3, m) = 2.

Therefore, by Theorem 4.5, any tetrahedron of this orientation ε, where εi = ε3, and of
size s ≡ 0 or −2 mod lcm(ordm(3), m) appearing in the orbit O(A) is balanced in Z/mZ.
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Figure 9. An (1, 2)-antisymmetric tetrahedron in Z/7Z

Suppose now that ε = ++− or−−+ and consider the orbit associated with the arithmetic
array AA(a, (d1, d2)) of Z/mZ, where d1 := 4 and d2 := 5. Then, d3 = −3−1.9 = −3,
d2 − d1 = 1, d1 + d3 = 1 and d2 + d3 = 2. It follows that, if m is an even number such
that v2(m) = 1 and gcd(m, 3.5) = 1, we have

gcd(ε2d2, m) = gcd(ε3d3, m) = gcd(ε2d2 − ε1d1, m) = gcd(ε1d1 − ε3d3, m) = 1

and

gcd(ε1d1, m) = gcd(ε2d2 − ε3d3, m) = 2.

Therefore, by Theorem 4.5, any tetrahedron of the orientation ε = ++− or −−+ and of
size s ≡ 0 or −2 mod lcm(ordm(3), m) appearing in the orbit O(A) is balanced in Z/mZ.
This concludes the proof. �

5. The antisymmetric case

We begin this section by defining the antisymmetric sequences and the antisymmetric
simplices.

Definition 5.1 (Antisymmetric sequences). A finite sequence S = (a1, . . . , as) of length
s > 1 in Z/mZ is said to be antisymmetric if ai + as−i+1 = 0 for all i ∈ [1, s].

For instance, the sequence S = (2, 2, 1, 0, 4, 3, 3) is antisymmetric in Z/5Z.

Definition 5.2 (Antisymmetric simplices). Let A = (ai)i∈Zn be an infinite array of ele-
ments in Z/mZ and let △(j, ε, s) be the n-simplex of size s, with orientation ε ∈ {−1, 1}n
and whose principal vertex is aj in A, that is,

△(j, ε, s) = {aj+ε·k | k ∈ N
n such that k1 + · · ·+ kn 6 s− 1} .

Let u and v be two integers such that 0 6 u < v 6 n. The simplex △(j, ε, s) is said to be
(u, v)-antisymmetric if all its subsequences in the same direction of the edge between the
vertices Vu and Vv are antisymmetric. More precisely, △(j, ε, s) is (0, v)-antisymmetric
if we have

aj+ε·k + aj+ε·s(k) = 0, where s(k) =

(

k1, . . . , kv−1, s− 1−
n
∑

l=1

kl, kv+1, . . . , kn

)

,

for all k ∈ N
n such that k1+· · ·+kn 6 s−1 and, for u > 1,△(j, ε, s) is (u, v)-antisymmetric

if we have

aj+ε·k + aj+ε·t(k) = 0, where (t(k))l = kτ(l) for all l ∈ [1, n],

where τ is the transposition (u, v), for all k ∈ N
n such that k1 + · · ·+ kn 6 s− 1.

For instance, the tetrahedron depicted in Figure 9 is (1, 2)-antisymmetric. Moreover,
each row of this tetrahedron is an (1, 2)-antisymmetric triangle.
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5.1. Antisymmetric simplices. Let m and n be two positive integers such that n > 2
and gcd(m,n!) = 1. In the sequel of this section, we consider n-simplices △(j, ε, s)
appearing in the orbit of the arithmetic array AA(a, d), where a ∈ Z/mZ and d =
(d1, d2, . . . , dn−1) ∈ (Z/mZ)n−1, generated by an ACA of weight array W = (wl)l∈[−r,r]n−1.
The elements of this orbit are denoted by O(AA(a, d)) = (ai)i∈Zn−1×N. As already defined
before,

σ :=
∑

l∈[−r,r]n−1

wl and σk =
∑

l∈[−r,r]n−1

lkwl, for all k ∈ [1, n− 1].

Moreover, suppose that σ is invertible modulo m and let

dn := σ−1

n−1
∑

k=1

σkdk.

In this subsection, necessary conditions on simplices for being antisymmetric are deter-
mined.

Proposition 5.3. Let u and v be two integers such that 1 6 u < v 6 n. If △(j, ε, s) is
(u, v)-antisymmetric, then dw = 0 for all w ∈ [1, n] \ {u, v} and εudu + εvdv = 0.

Proof. Let k ∈ N
n such that k1 + · · ·+ kn 6 s− 1. If ku = kv, then τ(k) = k and

2aj+ε·k = aj+ε·k + aj+ε·τ(k) = 0,

by definition of the (u, v)-antisymmetry. It follows that aj+ε·k = 0 in this case. Therefore,
if ku = kv, we have

σjn+εnkn

(

a+
n
∑

l=1

(jl + εlkl)dl

)

= 0 ⇐⇒ a +
n
∑

l=1

(jl + εlkl)dl = 0.

For k = 0, we obtain that

a +

n
∑

l=1

jldl = 0.

Now, we consider the canonical basis (e1, . . . , en) of the vector space Z
n. For all w ∈

[1, n] \ {u, v}, since ku = kv = 0 in k = ew, we have

aj+ε·ew = 0 ⇐⇒ a +

n
∑

l=1

jldl + εwdw = 0 ⇐⇒ εwdw = 0 ⇐⇒ dw = 0.

Finally, for k = eu + ev, since ku = kv = 1, we obtain that

aj+ε·k = 0 ⇐⇒ a +

n
∑

l=1

jldl + εudu + εvdv = 0 ⇐⇒ εudu + εvdv = 0.

This completes the proof. �

Proposition 5.4. Let v be an integer in [1, n]. If △(j, ε, s) is (0, v)-antisymmetric, then
2εwdw = εvdv for all w ∈ [1, n] \ {v}.
Proof. Let k ∈ N

n such that k1 + · · ·+ kn 6 s− 1. If kv = s− 1−∑n
l=1 kl, then s(k) = k

and
2aj+ε·k = aj+ε·k + aj+ε·s(k) = 0,

by definition of the (0, v)-antisymmetry. It follows that aj+ε·k = 0 in this case. Therefore,
if kv = s− 1−

∑n
l=1 kl, we have

σjn+εnkn

(

a+

n
∑

l=1

(jl + εlkl)dl

)

= 0 ⇐⇒ a +

n
∑

l=1

(jl + εlkl)dl = 0.
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Let w ∈ [1, n] \ {v}. Since kv +
∑n

l=1 kl = s− 1 for k = (s− 1)ew, we have

aj+ε·(s−1)ew = 0 ⇐⇒ a +

n
∑

l=1

jldl + εw(s− 1)dw = 0.

Moreover, for k = ev + (s− 3)ew, since
∑n

l=1 kl + kv = s− 1, we obtain that

aj+ε·k = 0 ⇐⇒ a+
n
∑

l=1

jldl + εvdv + εw(s− 3)dw = 0.

It follows that

εvdv + εw(s− 3)dw = εw(s− 1)dw ⇐⇒ εvdv = 2εwdw.

This completes the proof. �

For n > 3, it is easy to see from Proposition 5.3 and Proposition 5.4 that if the simplex
△(j, ε, s) is (u, v)-antisymmetric, then there is at least one element among the elements
εidi, for all 1 6 i 6 n, and εjdj − εidi, for all 1 6 i < j 6 n, which is non invertible
and egual to zero in Z/mZ. In this case, the hypothesis of Theorem 3.2 are not satisfied.
Therefore, in the next subsection, we only consider the case of dimension n = 2.

5.2. In dimension 2. An arithmetic array of dimension 1 is simply called an arithmetic
progression and is denoted by AP(a, d) or AP(a, d, s), for an arithmetic progression of
length s, that is,

AP(a, d, s) = (a, a+ d, a+ 2d, . . . , a+ (s− 1)d).

Let W = (w−r, . . . , wr) ∈ Z
2r+1 be the weight sequence of the ACA of dimension 1 that

we consider here. By Lemma 3.10, we know that the derived sequence of an arithmetic
progression is also an arithmetic progression. Indeed, we have

∂AP(a, d) = AP(σa+ σ′d, σd),

where

σ =
r
∑

i=−r

wi and σ′ =
r
∑

i=−r

iwi.

As already remarked, for W = (0, σ−σ′, σ′), we obtain that σ
(

W
)

= σ(W ) and σ′
(

W
)

=

σ′(W ). Thus, the orbits of AP(a, d) are the same if we consider W orW . Therefore, in the
sequel of this subsection, we only consider the case where r = 1 and W = (0, σ − σ′, σ′).

5.2.1. (1,2)-antisymmetric triangles. First, we know from Proposition 5.3 that if the tri-
angle△(j, ε, s), appearing in the orbitO(AP(a, d)) with d invertible, is (1, 2)-antisymmetric,
then

ε1d+ ε2σ
−1σ′d = 0 ⇐⇒ ε1σ + ε2σ

′ = 0 ⇐⇒ σ′ = −ε1ε2σ.

So, we deduce that

W = (0, (1 + ε1ε2)σ,−ε1ε2σ).

Since △(j, ε, s) is (1, 2)-antisymmetric, we know that aj = 0 and aj+ε·e1 + aj+ε·e2 = 0. It
follows that

aj = 0 ⇐⇒ a + j1d1 + j2d2 = 0,

and

aj+ε·e1+aj+ε·e2 = 0 ⇐⇒ σj2(a+ (j1 + ε1)d1 + j2d2) + σj2+ε2(a+ j1d1 + (j2 + ε2)d2) = 0
=⇒ ε1d1 + σε2ε2d2 = 0
⇐⇒ ε1 + σε2ε2σ

−1σ′ = 0.
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This implies that σε2 = 1 and thus σ = 1. Therefore,

W = (0, 1 + ε1ε2,−ε1ε2).

Finally, since σ = 1, we know that △(j, ε, s) is an arithmetic triangle which is already
balanced for all s ≡ 0 or −1 mod m from Theorem 3.2.

5.2.2. (0,2)-antisymmetric triangles. First, we know from Proposition 5.4 that if the tri-
angle△(j, ε, s), appearing in the orbitO(AP(a, d)) with d invertible, is (0, 2)-antisymmetric,
then

ε2σ
−1σ′ = 2ε1 ⇐⇒ σ′ = 2ε1ε2σ.

So, we deduce that

W = (0, (1− 2ε1ε2)σ, 2ε1ε2σ).

Since △(j, ε, s) is (0, 2)-antisymmetric, we know that aj+(s−1)ε·e1 = 0 and aj+(s−2)ε·e1 +
aj+ε·((s−2)e1+e2) = 0. It follows that

aj+(s−1)ε·e1 = 0 ⇐⇒ a+ (j1 + ε1(s− 1))d1 + j2d2 = 0,

and

aj+(s−2)ε·e1+aj+ε·((s−2)e1+e2) = 0 ⇐⇒ σj2(a + (j1 + ε1(s− 2))d1 + j2d2)
+σj2+ε2(a + (j1 + ε1(s− 2))d1 + (j2 + ε2)d2) = 0

=⇒ −ε1d1 + σε2(−ε1d1 + ε2d2) = 0
⇐⇒ −ε1 + σε2(−ε1 + ε2σ

−1σ′) = 0

⇐⇒ σ′ =
1 + σε2

σε2
ε1ε2σ

This implies that σε2 = 1 and thus σ = 1. Therefore,

W = (0, 1− 2ε1ε2, 2ε1ε2).

Finally, since σ = 1, we know that △(j, ε, s) is an arithmetic triangle which is already
balanced for all s ≡ 0 or −1 mod m from Theorem 3.2.

5.2.3. (0,1)-antisymmetric triangles. First, we know from Proposition 5.4 that if the sim-
plex △(j, ε, s) is (0, 1)-antisymmetric, then

ε1 = 2ε2σ
−1σ′ ⇐⇒ σ = 2ε1ε2σ

′.

So, we deduce that

W = (0, (2ε1ε2 − 1)σ′, σ′).

Now, we refine Theorem 4.1 in this case by considering triangles that have the additional
property to be (0, 1)-antisymmetric.

Theorem 5.5. Let m be an odd positive integers and let W ∈ Z
2r+1 such that σ = 2σ′

and σ is invertible modulo m. Let a, d ∈ Z/mZ such that d is invertible. Then, in the
orbit O (AP(a, d)), every (0, 1)-antisymmetric triangle of orientation (++) or (−−) and
of size s is balanced, for all positive integers s ≡ 0 or −1 mod lcm(pordm(σ), m), where
pordm(σ) is the multiplicative order of σ in (Z/mZ)∗ /{−1, 1}.
Proof. Let △ = △(j, ε, s) be a triangle of size s and with orientation ε = ++ or −−
appearing in the orbit O(AP(a, d)) = (ai)i∈Z×N. It is clear that ordm(σ) = pordm(σ) or
ordm(σ) = 2pordm(σ). From Theorem 4.1, we already know that △ is balanced for s ≡ 0
or −1 mod lcm(ordm(σ), m). Suppose now that ordm(σ) = 2pordm(σ). Different cases on
the congruence of s modulo pordm(σ) are distinguished.
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△1

△2

S0
S1

S2
S3

△2

△1
S0

S1

S2

S3

Figure 10. Decomposition of △′ = △(j, ε, 2s)

Case 1. s ≡ 0 mod lcm(pordm(σ), m).
We consider the triangle△′ = △(j, ε, 2s). Since 2s ≡ 0 mod lcm(ordm(σ), m), the triangle
△′ is balanced by Theorem 4.1. As depicted in Figure, △′ can be decomposed into
two triangles of size s, that are △(j, ε, s) and △((j1, j2 + ε2s), ε, s), and s arithmetic
progressions of length s, that are

Sk := {aj1+ε1l,j2+ε2k | l ∈ [s− k, 2s− k − 1]} ,
for all k ∈ [0, s− 1]. Since

∂j2+ε2kAP(a, d) = AP(σj2+ε2k(a+ (j2 + ε2k)σ
−1σ′d), σj2+ε2kd),

for all k ∈ [0, s− 1], by Proposition 2.7, we deduce that Sk is an arithmetic progression
with invertible common difference and of length s, which is divisible by m. Therefore
the sequence Sk is balanced in Z/mZ for all k ∈ [0, s − 1]. Moreover, since s ≡ 0 mod
lcm(pordm(σ), m), we obtain that ∂j2+ε2sAP(a, d) = ±∂j2AP(a, d). If ∂j2+ε2sAP(a, d) =
∂j2AP(a, d), then △((j1, j2 + ε2s), ε, s) = △(j, ε, s) and two copies of △ can then be
seen as the multiset difference of the balanced triangle △′ and all the arithmetic progres-
sions Sk, which are also balanced. Therefore, △ is balanced in this case. Otherwise, if
∂j2+ε2sAP(a, d) = −∂j2AP(a, d), then △((j1, j2 + ε2s), ε, s) is the opposite triangle of △.
Moreover, since △ is antisymmetric, it follows that

m△((j1,j2+ε2s),ε,s)(x) = m△(−x) = m△(x)

for all x ∈ Z/mZ. Finally, since △((j1, j2 + ε2s), ε, s) and △ have the same multiplicity
function and since they can be seen as the multiset difference of the balanced triangle
△′ and all the arithmetic progressions Sk, which are balanced, we deduce that △ is also
balanced in this case.

Case 2. s ≡ −1 mod lcm(pordm(σ), m).
The triangle △(j, ε, s) can be seen as the multiset difference of △((j1, j2 + ε2), ε, s + 1),
which is balanced by Case 1, and the arithmetic progression AP(aj1,j2+ε2, σ

j2+ε2d, s + 1)
of invertible common difference and of length s + 1 ≡ 0 mod m, which is also balanced.
The multiset difference of two balanced multisets is balanced. This completes the proof.

�

Theorem 5.6. Let m be an odd positive integers and let W ∈ Z
2r+1 such that σ = −2σ′

and σ is invertible modulo m. Let a, d ∈ Z/mZ such that d is invertible. Then, in the
orbit O (AP(a, d)), every (0, 1)-antisymmetric triangle of orientation (−+) or (+−) and
of size s is balanced, for all positive integers s ≡ 0 or −1 mod lcm(pordm(σ), m), where
pordm(σ) is the multiplicative order of σ in (Z/mZ)∗ /{−1, 1}.
Proof. Similar to the proof of Theorem 5.5 �
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6. Conclusion and open problems

Throughout this paper, the existence of infinitely many balanced simplices of Z/mZ

appearing in the orbit generated from arithmetic arrays by additive cellular automata
have been shown and this, for an infinite number of values m for each additive cellular
automata of dimension 1 or higher.
For the Pascal cellular automaton of dimension 1, we have proved the existence of

infinitely many balanced triangles with orientation +− and −+ in any Z/mZ with m
odd and with orientation ++ and −− in any Z/mZ with m odd not divisible by 3. The
following problems remain open.

Problem 6.1. For m even, does there exist infinitely many balanced triangles of Z/mZ,
with any orientation, generated by PCA1?

Problem 6.2. Form odd divisible by 3, does there exist infinitely many balanced triangles
of Z/mZ, with orientations ++ and −−, generated by PCA1?

For the Pascal cellular automaton of dimension 2, we have proved the existence of
infinitely many balanced tetrahedra with orientation ++−, +−+, +−−, −++, −+−
and −− − in any Z/mZ with m odd not divisible by 3 or 5, or m even not divisible by
3 such that v2(m) = 1 and with orientation + +− and −−+ in any Z/mZ with m not
divisible by 3 or 5 such that v2(m) 6 1. The following problems remain open.

Problem 6.3. For m divisible by 3, does there exist infinitely many balanced tetrahedra
of Z/mZ, with any orientation, generated by PCA2?

Problem 6.4. For m even such that v2(m) > 2, does there exist infinitely many balanced
tetrahedra of Z/mZ, with any orientation, generated by PCA2?

Problem 6.5. For m odd divisible by 5, does there exist infinitely many balanced tetra-
hedra of Z/mZ, with orientations + + −, + − +, + − −, − + +, − + − and − − −,
generated by PCA2?

Problem 6.6. For m divisible by 5 such that v2(m) 6 1, does there exist infinitely many
balanced tetrahedra of Z/mZ, with orientations + +− and −−+, generated by PCA2?
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