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Abstract

This paper deals with the mathematical analysis and the subspace

approximation of a system of variational inequalities representing a

unified approach to several quasistatic contact problems in elasticity.

Using an implicit time discretization scheme and some estimates, con-

vergence properties of the incremental solutions and existence results

are presented for a class of abstract implicit evolution variational in-

equalities involving a nonlinear operator. To solve the corresponding

semi-discrete and the fully discrete problems, some general subspace

correction algorithms are proposed, for which global convergence is

analyzed and error estimates are established.

1 Introduction

This work is concerned with the mathematical analysis and the approxima-
tion of a system of evolution variational inequalities representing a unified
approach to several quasistatic contact problems in elasticity.

The general results presented here constitute a generalization of the cases
studied in [7] and [9] and can be applied to various quasistatic contact prob-
lems, including unilateral contact with nonlocal friction, normal compliance
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conditions with friction or more complex interaction laws, as, for example,
interface laws coupling unilateral contact, adhesion and nonlocal friction be-
tween two elastic bodies [17].

Using an implicit time discretization scheme and some estimates of the
incremental solutions, approximation and existence results are presented for
a class of abstract implicit evolution variational inequalities involving a non-
linear operator.

To solve the general elliptic quasi-variational inequalities of the second
kind that are obtained by the previous incremental procedure, some subspace
correction algorithms are proposed, for which global convergence is analyzed
and error estimates are established.

If the subspaces are the finite element spaces of the fine grid associated
with a decomposition of the domain, or with the space corresponding to
the coarse mesh, these algorithms are in fact one- and two-level Schwarz
methods. In this case, we are able to write the convergence rate depending
on the overlapping and mesh parameters. Following this way, we can show
that our methods have an optimal convergence rate, i.e. their convergence is
the same as in the case of linear equations.

Schwarz methods are widely applied for solving linear problems, because
they provide robust and efficient solution methods but their generalization
to non-linear problems as, for example, quasi-variational inequalities, is not
straightforward. In particular, gaining an estimate for the convergence speed
of a two-level or multilevel Schwarz method in the case of non-linear problems
is far from trivial.

The methods we deal here generalize the iterative method suggested in
[15] and [16] for complementarity problems. For these problems, this pro-
jected multilevel relaxation was later developed in [12]–[14] and named as
monotone multigrid method. On the other hand, the application of this
method to other types of convex sets in general abstract spaces and mono-
tone minimizing functionals have been investigated in [1] and [2], for instance.
Also, the case where the inequality contains extra terms which do not stem
from the minimization of a functional has been investigated in [3]. Additional
non-linear terms have also to be considered in the case of quasi-variational,
or implicit, inequalities.

Let us finally emphasize that in our opinion, the conditions for a global
and optimal convergence rate of the methods with more than two levels
(multilevel or multigrid methods) are not yet well understood and that their
theoretical understanding will likely require a different approach.

The paper is organized as follows. In Section 2, using an implicit time
discretization scheme and some estimates, convergence properties are given
and an existence result is established.
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In Section 3, general convergence results, based on an semi-discrete in-
ternal approximation, are presented.

In Section 4, some subspace correction algorithms are introduced for the
solution of the problem discretized in time. These algorithms represent one-
and two-level Schwarz methods for the finite element form of the problem.
First, three algorithms are introduced in a general framework in a Hilbert
space. We introduce here an assumption on the convex set and the correc-
tion subspaces, which will be useful in the proof of the convergence of the
algorithms. Mainly, this hypothesis refers to the decomposition of the ele-
ments in the convex set, and introduces a constant C0 which will play an
important role in the writing of the convergence rate. Another hypothesis is
made on the non differentiable term in the inequality. Under these assump-
tions, we prove that the three subspace algorithms are convergent and give
an estimation of the convergence rate. The reminder of the section is devoted
to the one- and two-level methods. If we associate the correction subspaces
to a domain decomposition, the abstract algorithms are Schwarz methods.
We show that the assumptions introduced in the general theory hold and
explicitly write the constant C0 depending on the mesh and domain decom-
position parameters. In this way, we get that the convergence rates of the
one- and two-level methods for our quasi-variational inequalities are similar
with the convergence rates obtained for equations, i.e., we get an optimal
convergence. In the case of the two-level methods, the convergence rate is
almost independent of the mesh and domain decomposition parameters.

2 A system of implicit evolution inequalities

Let (V, 〈. , .〉), (H, (·, ·)H) be two real Hilbert spaces with the associated norms
‖ · ‖ and ‖ · ‖H , respectively. Let K be a non empty closed convex cone
contained in V with its vertex at 0 and (K(g))g∈V be a family of nonempty
convex subsets of K satisfying the following conditions: 0 ∈ K(0) and

if gn → g in V, vn ∈ K(gn) and vn ⇀ v in V then v ∈ K(g). (1)

We consider a functional F : V → R Gateaux differentiable on V and assume
that there exist two constants α, β > 0 for which

α‖v − u‖2 ≤ 〈F ′(v)− F ′(u), v − u〉 (2)

and
‖F ′(v)− F ′(u)‖V ′ ≤ β‖v − u‖ (3)

for all u, v ∈ V , where F ′ is the Gateaux derivative of F .
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Using the relations

F (v)− F (u) =

1
∫

0

〈F ′(u+ r(v − u)), v − u〉dr

=〈F ′(u), v − u〉+

1
∫

0

〈F ′(u+ r(v − u))− F ′(u), v − u〉dr

and (2), (3), it is easily seen that for all u, v ∈ V we have

〈F ′(u), v − u〉+
α

2
‖v − u‖2 ≤ F (v)− F (u)

≤〈F ′(u), v − u〉+
β

2
‖v − u‖2.

(4)

Since F satisfies (4), it follows that F is strictly convex, sequentially weakly
lower semicontinuous and differentiable on V .

We assume that for all g ∈ V there exists an operator γ(g, ·) : K(g) → H
such that γ(0, 0) = 0,

if gn → g in V, vn ∈ K(gn) and vn ⇀ v in V

then γ(gn, vn) → γ(g, v) in H
(5)

and for all gi ∈ V , vi ∈ K(gi), i = 1, 2,

‖γ(g1, v1)− γ(g2, v2)‖H ≤ k1(‖g1 − g2‖+ ‖v1 − v2‖), (6)

where k1 is a positive constant.
For all g ∈ V , let j(g, ·, ·) : K(g)× V → R be a functional satisfying the

following conditions:

j(g, v, ·) is sequentially weakly continuous on V ∀ g ∈ V, v ∈ K(g), (7)

j(g, v, ·) is sub-additive for all g ∈ V, v ∈ K(g), that is (8)

j(g, v, w1 + w2) ≤ j(g, v, w1) + j(g, v, w2) ∀ g, w1,2 ∈ V, v ∈ K(g),

j(g, v, ·) is positively homogeneous for all g ∈ V, v ∈ K(g), (9)

that is j(g, v, θw) = θj(g, v, w) ∀ g, w ∈ V, v ∈ K(g), θ ≥ 0,

j(0, 0, w) = 0 ∀w ∈ V, (10)
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and there exists k2 > 0 such that

|j(g1, v1, w2) + j(g2, v2, w1)− j(g1, v1, w1)− j(g2, v2, w2)|

≤k2(‖g1 − g2‖+ ‖γ(g1, v1)− γ(g2, v2)‖H)‖w1 − w2‖

∀ gi, wi ∈ V, vi ∈ K(gi), i = 1, 2.

(11)

We assume that k1 and k2 satisfy the following property:

k1k2 < α. (12)

For all g ∈ V , we consider a functional b(g, ·, ·) : K(g)× V → R such that

∀ g ∈ V, v ∈ K(g), b(g, v, ·) is linear and continuous on V (13)

and

|b(g1, v1, w)− b(g2, v2, w)| ≤ kb(‖g1 − g2‖

+ ‖v1 − v2‖)‖w‖ ∀ gi, w ∈ V, vi ∈ K(gi), i = 1, 2,
(14)

where kb is a positive constant. From the above properties of F, j and K
and by a classical argument, it follows that for all g ∈ V, d ∈ K, w ∈ K(g)
the elliptic variational inequality

u ∈ K 〈F ′(u), v − u〉+ j(g, w, v − d)− j(g, w, u− d) ≥ 0 ∀ v ∈ K

has a unique solution, so that we can define the mapping Sg,d : K(g) → K
by Sg,d(w) = u. We assume that for all g ∈ V, d ∈ K

K(g) is stable under Sg,d i.e. Sg,d(K(g)) ⊂ K(g). (15)

For all g ∈ V, d ∈ K, we consider the following problems:

(P̃ )











u ∈ K(g) 〈F ′(u), v − u〉+ j(g, u, v − d)− j(g, u, u− d)

≥ b(g, u, v − u) ∀ v ∈ V,

b(g, u, z − u) ≥ 0 ∀ z ∈ K,

(Q̃) u ∈ K(g) 〈F ′(u), v − u〉+ j(g, u, v − d)− j(g, u, u− d) ≥ 0 ∀ v ∈ K,

and we assume that

if u is a solution of (Q̃), then u is a solution of (P̃ ). (16)

Remark 1. If u satisfies (P̃ ), then u obviously satisfies (Q̃).
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Let f ∈ W 1,2(0, T ;V ) be given. Using the hypotheses (2), (3), (15),
(11) and (6), it follows that Sf(0),0 : K(f(0)) → K(f(0)) is a contraction
if the condition (12) holds. Thus, the following implicit elliptic variational
inequality has a unique solution u0 ∈ K(f(0)) (see, e.g. [6]):

〈F ′(u0), w − u0〉+ j(f(0), u0, w)− j(f(0), u0, u0) ≥ 0 ∀w ∈ K. (17)

We consider the following evolution problems, involving implicit variational
inequalities.
Problem P: Find u ∈ W 1,2(0, T ;V ) such that

(P )



















u(0) = u0, u(t) ∈ K(f(t)) ∀ t ∈]0, T [,

〈F ′(u(t)), v − u̇(t)〉+ j(f(t), u(t), v)− j(f(t), u(t), u̇(t))

≥ b(f(t), u(t), v − u̇(t)) ∀ v ∈ V a.e. on ]0, T [,

b(f(t), u(t), w − u(t)) ≥ 0 ∀w ∈ K, ∀ t ∈]0, T [,

Problem Q: Find u ∈ W 1,2(0, T ;V ) such that

(Q)











u(0) = u0, u(t) ∈ K(f(t)) ∀ t ∈]0, T [,

〈F ′(u(t)), w − u(t)〉+ j(f(t), u(t), w − u(t) + u̇(t))

− j(f(t), u(t), u̇(t)) ≥ 0 ∀w ∈ K a.e. on ]0, T [,

and
Problem Q̂: Find u ∈ W 1,2(0, T ;V ) such that

(Q̂)















u(0) = u0, u(t) ∈ K(f(t)) ∀ t ∈]0, T [,

F (w)− F (u(t)) + j(f(t), u(t), w − u(t) + u̇(t))

− j(f(t), u(t), u̇(t)) ≥
α

2
‖w − u(t)‖2 ∀w ∈ K a.e. on ]0, T [.

Remark 2. i) By (16) and Remark 1 with d = u − u̇, the problems P and
Q are equivalent.
ii) Since F satisfies (4) and using the definition of the Gateaux derivative of
F with the convexity of j(f, u, ·), it follows that the problems Q and Q̂ are
equivalent.

We shall prove the existence of a solution to problem P by using an
implicit time discretization scheme and its convergence properties.

For ν ∈ N∗, we set ∆t := T/ν, tι := ι∆t and Kι := K(f(tι)), ι =
0, 1, ..., ν. If θ is a continuous function of t ∈ [0, T ] valued in some vector space,
we use the notations θι := θ(tι) unless θ = u, and if ζ ι, ∀ ι ∈ {0, 1, ..., ν},
are elements of some vector space, then we set

∂ζ ι :=
ζ ι+1 − ζ ι

∆t
∀ ι ∈ {0, 1, ..., ν − 1}.
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We denote u0 := u0 and we approximate (P ) using the following sequence
of incremental problems (P ι

ν)ι=0,1,...,ν−1 .
Problem Pι

ν : Find u
ι+1 ∈ Kι+1 such that

(P ι
ν)











〈F ′(uι+1), v − ∂uι〉+ j(f ι+1, uι+1, v)− j(f ι+1, uι+1, ∂uι)

≥ b(f ι+1, uι+1, v − ∂uι) ∀ v ∈ V,

b(f ι+1, uι+1, w − uι+1) ≥ 0 ∀w ∈ K.

By (16) and Remark 1 for g = f ι+1, d = uι, and using similar arguments as
in Remark 2 ii), respectively, it is easily seen that for all ι ∈ {0, 1, ..., ν − 1}
the problem P ι

ν is equivalent to each of the following variational inequalities:
find uι+1 ∈ Kι+1 such that

(Qι
ν)

{

〈F ′(uι+1), w − uι+1〉+ j(f ι+1, uι+1, w − uι)

− j(f ι+1, uι+1, uι+1 − uι) ≥ 0 ∀w ∈ K,

find uι+1 ∈ Kι+1 such that

(Q̂ι
ν)







F (w)− F (uι+1) + j(f ι+1, uι+1, w − uι)

− j(f ι+1, uι+1, uι+1 − uι) ≥
α

2
‖w − uι+1‖2 ∀w ∈ K.

From the hypotheses (2), (12), (15), (11) and (6), it follows that Sf ι+1,uι :
Kι+1 → Kι+1 is a contraction. Therefore (Qι

ν) has a unique solution which
is equally the unique solution of (P ι

ν) and of (Q̂ι
ν), for all ι ∈ {0, 1, ..., ν− 1}.

Let us define the following functions:






























uν(0) = ûν(0) = u0, fν(0) = f 0 and

∀ ι ∈ {0, 1, ..., ν − 1}, ∀ t ∈]tι, tι+1],

uν(t) = uι+1,

ûν(t) = uι + (t− tι)∂u
ι,

fν(t) = f ι+1.

Then for all ν ∈ N∗ the sequence of inequalities (P ι
ν)ι=0,1,...,ν−1 is equivalent

to the following incremental formulation: for almost every t ∈ [0, T ]

(Pν)























uν(t) ∈ K(fν(t)), 〈F
′(uν(t)), v −

d

dt
ûν(t)〉+ j(fν(t), uν(t), v)

− j(fν(t), uν(t),
d

dt
ûν(t)) ≥ b(fν(t), uν(t), v −

d

dt
ûν(t)) ∀ v ∈ V,

b(fν(t), uν(t), w − uν(t)) ≥ 0 ∀w ∈ K.

The existence of a solution of the problem P will be proved by using the
following results and their proofs will be presented in a forthcoming paper.
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Lemma 2.1. There exist a subsequence of (uν , ûν)ν, denoted by (uνp , ûνp)p ,
and an element u ∈ W 1,2(0, T ;V ) such that

uνp(t)⇀ u(t) in V ∀ t ∈ [0, T ], (18)

ûνp ⇀ u in W 1,2(0, T ;V ), (19)

d

dt
ûν ⇀ u̇ in L2(0, T ;V ). (20)

Also, for all s ∈ [ 0, T ], we have u(s) ∈ K(f(s)) and

lim inf
p→∞

s
∫

0

j(fνp(t), uνp(t),
d

dt
ûνp(t)) dt ≥

s
∫

0

j(f(t), u(t), u̇(t)) dt. (21)

We have the following strong convergence and existence result.

Theorem 2.2. Under the assumptions (1)–(3), (5)–(16) every convergent
subsequence of (uν , ûν)ν, still denoted by (uν , ûν)ν, and its limit u ∈ W 1,2(0, T ;V ),
given by lemma 2.1, satisfy the following properties:

uν(t) → u(t) in V ∀ t ∈ [0, T ], (22)

ûν → u in L2(0, T ;V ), (23)

and u is a solution of problem P .

3 Internal approximation and convergence re-

sults

In this section we shall study the approximation of problem P by using a
convergence result for a method based on an internal approximation and a
backward difference scheme. The full proofs will be presented in a forthcom-
ing paper.

First, we consider a semi-discrete approximation of (P ), which extends
the classical internal approximations as presented in, e.g. [11], [10]. For a
positive parameter h converging to 0, let (Vh)h be an internal approximation
of V, that is a family of finite-dimensional subspaces of V which satisfies:

there exist U ⊂ V such that U = V and

∀ v ∈ U, ∃ vh ∈ Vh for each h, such that vh → v in V.
(24)
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Let (Kh)h be a family of convex cones with their vertices at 0 such that
Kh ⊂ Vh for all h and (Kh)h is an internal approximation of K, i.e.

if vh ∈ Kh for all h and vh ⇀ v then v ∈ K, (25)

∀ v ∈ K, ∃ vh ∈ Kh for each h, such that vh → v in V. (26)

Let (Kh(g))g∈V be a family of nonempty convex subsets of Kh such that
0 ∈ Kh(0) for all h, satisfying the following conditions:

if gn → g in V, vhn ∈ Kh(gn) and vhn → vh in Vh then vh ∈ Kh(g),
(27)

if vh ∈ Kh(g) for all h and vh ⇀ v then v ∈ K(g) ∀ g ∈ V. (28)

We assume that for all g ∈ V there exists an operator γh(g, ·) : Kh(g) → H
such that γh(0, 0) = 0 and for all gi ∈ V , vhi ∈ Kh(gi), i = 1, 2,

‖γh(g1, vh1)− γh(g2, vh2)‖H ≤ k1(‖g1 − g2‖+ ‖vh1 − vh2‖). (29)

For all g ∈ V , let jh(g, ·, ·) : Kh(g)× Vh → R be a functional satisfying the
following conditions for all g ∈ V :

if vh ∈ Kh(g) for all h, vh ⇀ v in V and wh ⇀ w in V

then lim
h→0

jh(g, vh, wh) = j(g, v, w),
(30)

for all h and vh ∈ Kh(g) jh(g, vh, ·) is sub-additive, (31)

for all h and vh ∈ Kh(g) jh(g, vh, ·) is positively homogeneous, (32)

jh(0, 0, wh) = 0 ∀wh ∈ Vh, (33)

and

if vh(t) ∈ Kh(g(t)) for all h and t ∈ [0, T ], vh ⇀ v in W 1,2(0, T ;V )

then lim inf
h→0

T
∫

0

jh(g(t), vh(t), v̇h(t)) dt ≥

T
∫

0

j(g(t), v(t), v̇(t)) dt (34)

for all g ∈ C([0, T ];V ),

|jh(g1, vh1, wh2) + jh(g2, vh2, wh1)− jh(g1, vh1, wh1)− jh(g2, vh2, wh2)|

≤ k2(‖g1 − g2‖+ ‖γh(g1, vh1)− γh(g2, vh2)‖H)‖wh1 − wh2‖ (35)

∀ gi ∈ V, vhi ∈ Kh(gi), whi ∈ Vh, i = 1, 2.
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From the properties of F, jh and Kh, it follows that for all g ∈ V, dh ∈
Kh, wh ∈ Kh(g), the elliptic variational inequality: uh ∈ Kh

〈F ′(uh), vh − uh〉+ jh(g, wh, vh − dh)− jh(g, wh, uh − dh) ≥ 0 ∀ vh ∈ Kh

has a unique solution. Hence we can define a mapping Sh
g,dh

: Kh(g) → Kh

by Sh
g,dh

(wh) = uh. We suppose that for all g ∈ V, dh ∈ Kh

Sh
g,dh

(Kh(g)) ⊂ Kh(g). (36)

For all g ∈ V, dh ∈ Kh, we consider the following problems:

(P̃h)











uh ∈ Kh(g), 〈F ′(uh), vh − uh〉+ jh(g, uh, vh − dh)

− jh(g, uh, uh − dh) ≥ b(g, uh, vh − uh) ∀ vh ∈ Vh,

b(g, uh, zh − uh) ≥ 0 ∀ zh ∈ Kh,

and

(Q̃h)

{

uh ∈ Kh(g), 〈F ′(uh), vh − uh〉+ jh(g, uh, vh − dh)

− jh(g, uh, uh − dh) ≥ 0 ∀ vh ∈ Kh.

We assume that

if uh is a solution of (Q̃h), then uh is a solution of (P̃h). (37)

Remark 3. If uh satisfies (P̃h), then uh obviously satisfies (Q̃h).

Now, we consider the following equivalent semi-discrete problems.
Problem Ph: Find uh ∈ W 1,2(0, T ;Vh) such that

(Ph)



















uh(0) = u0h, uh(t) ∈ Kh(f(t)) ∀ t ∈]0, T [,

〈F ′(uh(t)), vh − u̇h(t)〉+ jh(f(t), uh(t), vh)− jh(f(t), uh(t), u̇h(t))

≥ b(f(t), uh(t), vh − u̇h(t)) ∀ vh ∈ Vh a.e. on ]0, T [,

b(f(t), uh(t), zh − uh(t)) ≥ 0 ∀ zh ∈ Kh, ∀ t ∈]0, T [,

Problem Qh: Find uh ∈ W 1,2(0, T ;Vh) such that

(Qh)











u(0) = u0h, uh(t) ∈ Kh(f(t)) ∀ t ∈]0, T [,

〈F ′(uh(t)), wh − uh(t)〉+ jh(f(t), uh(t), wh − uh(t) + u̇h(t))

− jh(f(t), uh(t), u̇h(t)) ≥ 0 ∀wh ∈ Kh a.e. on ]0, T [,

and
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Problem Q̂h: Find uh ∈ W 1,2(0, T ;Vh) such that

(Q̂h)























u(0) = u0h, uh(t) ∈ Kh(f(t)) ∀ t ∈]0, T [,

F (wh)− F (uh(t)) + jh(f(t), uh(t), wh − uh(t) + u̇h(t))

− jh(f(t), uh(t), u̇h(t)) ≥
α

2
‖wh − uh(t)‖

2 ∀wh ∈ Kh a.e. on ]0, T [.

where u0h ∈ Kh(f(0)) is the unique solution of the variational inequality

〈F ′(u0h), wh − u0h〉+ jh(f(0), u0h, wh)

− jh(f(0), u0h, u0h) ≥ 0 ∀wh ∈ Kh.
(38)

The full discretization of (Ph) is obtained by using an implicit scheme as in
Section 2 for (P ). For u0h := u0h and ι ∈ {0, 1, ..., ν − 1}, we define uι+1

h as
the solution of the following problem.
Problem Pι

hν : Find uι+1
h ∈ Kι+1

h such that

(P ι
hν)











〈F ′(uι+1
h ), vh − ∂uιh〉+ jh(f

ι+1, uι+1
h , vh)− jh(f

ι+1, uι+1
h , ∂uιh)

≥ b(f ι+1, uι+1
h , vh − ∂uιh) ∀ vh ∈ Vh,

b(f ι+1, uι+1
h , zh − uι+1

h ) ≥ 0 ∀ zh ∈ Kh,

where Kι+1
h := Kh(f

ι+1).
As in Section 2, it follows that for all ι ∈ {0, 1, ..., ν − 1} the problem

(P ι
hν) is equivalent to each of the following variational inequalities:
find uι+1

h ∈ Kι+1
h such that

(Qι
hν)

{

〈F ′(uι+1
h ), wh − uι+1

h 〉+ jh(f
ι+1, uι+1

h , wh − uιh)

− jh(f
ι+1, uι+1

h , uι+1
h − uιh) ≥ 0 ∀wh ∈ Kh,

find uι+1
h ∈ Kι+1

h such that

(Q̂ι
hν)







F (wh)− F (uι+1
h ) + jh(f

ι+1, uι+1
h , wh − uιh)

− jh(f
ι+1, uι+1

h , uι+1
h − uιh) ≥

α

2
‖wh − uι+1

h ‖2 ∀wh ∈ Kh.

From the relations (2), (29), (35), (12) and (36) it follows that the map-
ping Sh

f ι+1,uι
h
: Kι+1

h → Kι+1
h is a contraction, so that (Qι

hν) has a unique

solution which is also the unique solution of (P ι
hν) and of (Q̂ι

hν), for all
ι ∈ {0, 1, ..., ν − 1}.

11



If we define the functions


















uhν(0) = ûhν(0) = u0h and

∀ ι ∈ {0, 1, ..., ν − 1}, ∀ t ∈]tι, tι+1],

uhν(t) = uι+1
h ,

ûhν(t) = uιh + (t− tι)∂u
ι
h,

then for all ν ∈ N∗ the sequence of inequalities (P hι
ν )ι=0,1,...,ν−1 is equivalent

to the following incremental formulation: for almost every t ∈ [0, T ]

(Phν)























uhν(t) ∈ Kh(fν(t)), 〈F
′(uhν(t)), vh −

d

dt
ûhν(t)〉+ jh(fν(t), uhν(t), vh)

− jh(fν(t), uhν(t),
d

dt
ûhν(t)) ≥ b(fν(t), uhν(t), vh −

d

dt
ûhν(t)) ∀ vh ∈ Vh,

b(fν(t), uhν(t), wh − uhν(t)) ≥ 0 ∀wh ∈ Kh.

We have the analogue to theorem 2.2 in the finite-dimensional case.

Theorem 3.1. Assume that (2), (3), (13), (14), (27), (29), (31)–(33), (35)–
(37) hold. Then there exists a subsequence of (uhν , ûhν)ν, still denoted by
(uhν , ûhν)ν, such that

uhν(t) → uh(t) in V ∀ t ∈ [0, T ], (39)

ûhν → uh in L2(0, T ;V ), (40)

where uh is a solution of (Ph).

Using the previous theorem and a priori estimates for the solutions of
(Ph) we have the following convergence and existence result.

Theorem 3.2. Under the assumptions (2), (3), (13), (14), (24)–(37) there
exists a subsequence of (uh)h such that

uh(t) → u(t) in V ∀ t ∈ [ 0, T ], (41)

uh → u in L2(0, T ;V ), (42)

u̇h ⇀ u̇ in L2(0, T ;V ), (43)

where u is a solution of (P ).

Using theorems 3.1 and 3.2, we obtain the following main approximation
result.

12



Theorem 3.3. Under the assumptions of theorem 3.2, there exists a subse-
quence of (uhν)hν such that

uhν(t) → u(t) in V ∀ t ∈ [0, T ], (44)

u̇hν ⇀ u̇ in L2(0, T ;V ), (45)

where u ∈ W 1,2(0, T ;V ) is a solution of (P ).
Furthermore any cluster point of (uhν)hν is a solution of (P ).

4 Subspace correction approximation

The aim of this section is to give, for a fixed time step ι, one- and two-level
Schwarz methods for problem (Qι

ν), prove their global convergence and es-
timate the convergence rate. First, we present three correction algorithms
in an abstract Hilbert space, prove, under some assumptions, their global
convergence and estimate the error. The domain decomposition methods
are obtained from these general algorithms by associating to a domain de-
composition some subspaces of a Sobolev space. In particular, the one- and
two-level methods are obtained using the finite element spaces. In this case,
we can estimate the convergence rate depending on the mesh and overlapping
parameters.

4.1 Subspace correction algorithms

As in the previous section, we consider a Hilbert space V , and let V1, · · · , Vm
be some closed subspaces. We also consider a convex subset K ⊂ V , and
assume that it satisfies the following assumption.

Assumption 4.1. There exists a constant C0 such that for any w, v ∈ K
and wi ∈ Vi with w +

∑i

j=1wj ∈ K, i = 1, · · · ,m, there exist vi ∈ Vi,
i = 1, · · · ,m, satisfying

w +
i−1
∑

j=1

wj + vi ∈ K for i = 1, · · · ,m, (46)

v − w =
m
∑

i=1

vi, (47)

and
m
∑

i=1

‖vi‖ ≤ C0

(

‖v − w‖+
m
∑

i=1

‖wi‖

)

. (48)
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This assumption looks complicated enough, but we will see in what fol-
lows that it is satisfied for many different convex sets in Sobolev spaces, in
particular, for the convex sets K and K(g) in the previous section. In the
proofs, v is the exact solution, w is the current iterate, and wi are the cor-
rections on the subspaces Vi, i = 1, . . . ,m. In the case where the convex
set is written as a sum of convex subsets or the problem has no constraint,
(46) and (47) are always satisfied with wi = 0. In these cases, the above
assumption is much more simple, and for this reason (48) usually is known
without the extra terms given by wi.

Now, we consider a functional ϕ : K × K → R and we assume that is
convex and lower semicontinuous in the second variable, and

|ϕ(v1, w2) + ϕ(v2, w1)− ϕ(v1, w1)− ϕ(v2, w2)|

≤k1k2||v1 − v2||||w1 − w2||, ∀v1, v2, w1, w2 ∈ K.
(49)

Also, we suppose that

Assumption 4.2.

m
∑

i=1

[ϕ(u, w +
i−1
∑

j=1

wj + vi)− ϕ(u, w +
i−1
∑

j=1

wj + wi)]

≤ϕ(u, v)− ϕ(u, w +
m
∑

i=1

wi)

(50)

for any u ∈ K, and for v, w ∈ K and vi, wi ∈ Vi, i = 1, . . . ,m, in Assumption
4.1.

This assumption has been introduced for proof reasons.
As in the previous section, we take a Gateaux differentiable functional

F : V → R defined satisfying (2) and (3), we consider the problem of finding
u ∈ K, the solution of the following quasi-variational inequality:

〈F ′(u), v − u〉+ ϕ(u, v)− ϕ(u, u) ≥ 0 ∀ v ∈ K. (51)

Since ϕ satisfies (49), with similar arguments as for problem (Qι
ν), we can

prove that problem (51) has a solution and it is unique.
Evidently, since ϕ is convex in the second variable, and F is differentiable

and satisfies (4), problem (51) is equivalent with the minimization problem

u ∈ K : F (u) + ϕ(u, u) ≤ F (v) + ϕ(u, v) ∀ v ∈ K. (52)

Also, in view of (4) we see that the solution u of (51) satisfies

α

2
‖v − u‖2 ≤ F (v)− F (u) + ϕ(u, v)− ϕ(u, u) ∀ v ∈ K. (53)

14



A first algorithm corresponding to the subspaces V1, · · · , Vm and the con-
vex set K is written as

Algorithm 4.1. We start the algorithm with an arbitrary u0 ∈ K. At
iteration n + 1, having un ∈ K, n ≥ 0, we compute sequentially for i =
1, · · · ,m, the local corrections wn+1

i ∈ Vi, u
n+ i−1

m + wn+1
i ∈ K satisfying

〈F ′(un+
i−1

m + wn+1
i ), vi − wn+1

i 〉

+ ϕ(un+
i−1

m + wn+1
i , un+

i−1

m + vi)

− ϕ(un+
i−1

m + wn+1
i , un+

i−1

m + wn+1
i ) ≥ 0,

∀ vi ∈ Vi, u
n+ i−1

m + vi ∈ K,

(54)

and then we update

un+
i
m = un+

i−1

m + wn+1
i .

A simplified variant of Algorithm 4.1 can be written as

Algorithm 4.2. We start the algorithm with an arbitrary u0 ∈ K. At
iteration n + 1, having un ∈ K, n ≥ 0, we compute sequentially for i =
1, · · · ,m, the local corrections wn+1

i ∈ Vi, u
n+ i−1

m + wn+1
i ∈ K satisfying

〈F ′(un+
i−1

m + wn+1
i ), vi − wn+1

i 〉+ ϕ(un+
i−1

m , un+
i−1

m + vi)

− ϕ(un+
i−1

m , un+
i−1

m + wn+1
i ) ≥ 0, ∀ vi ∈ Vi, u

n+ i−1

m + vi ∈ K,
(55)

and then we update

un+
i
m = un+

i−1

m + wn+1
i .

We can simplify Algorithm 4.1 even more as

Algorithm 4.3. We start the algorithm with an arbitrary u0 ∈ K. At
iteration n + 1, having un ∈ K, n ≥ 0, we compute sequentially for i =
1, · · · ,m, the local corrections wn+1

i ∈ Vi, u
n+ i−1

m + wn+1
i ∈ K satisfying

〈F ′(un+
i−1

m + wn+1
i ), vi − wn+1

i 〉+ ϕ(un, un+
i−1

m + vi)

− ϕ(un, un+
i−1

m + wn+1
i ) ≥ 0, ∀ vi ∈ Vi, u

n+ i−1

m + vi ∈ K,
(56)

and then we update

un+
i
m = un+

i−1

m + wn+1
i .

As for problem (51), we can prove that problems (54)–(56) are equivalent
with some minimization problems and they have unique solutions.

The following theorem proves that if k1k2 is small enough in comparison
with α and β, then Algorithms 4.1, 4.2 and 4.3 are convergent.
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Theorem 4.1. Let us assume that Assumptions 4.1 and 4.2 are satisfied.
Then, if u is the solution of problem (51), un+

i
m , n ≥ 0, i = 1, . . . ,m, are

its approximations obtained from one of Algorithms 4.1, 4.2 or 4.3, and

α

2
≥ mk1k2 +

√

2m(25C0 + 8)βk1k2, (57)

then we have the following error estimations

F (un) + ϕ(u, un)− F (u)− ϕ(u, u)

≤

(

C1

C1 + 1

)n
[

F (u0) + ϕ(u, u0)− F (u)− ϕ(u, u)
]

,
(58)

‖un − u‖2 ≤
2

α

(

C1

C1 + 1

)n
[

F (u0) + ϕ(u, u0)− F (u)− ϕ(u, u)
]

, (59)

where the constant C1 > 0 depends on α, β, k1, k2, the number of subspaces
m, and on the constant C0 introduced in Assumption 4.1.

In a slightly more general form, this theorem has been proved in [4] (see
also [5]). In the case of Algorithm 4.1, the constant C1 can be written as,

C1 = C2/C3

C2 = βm(1 + 2C0 +
C0

ε1
) + k1k2m(1 + 2C0 +

1 + 3C0

ε2
)

C3 =
α

2
− k1k2(1 + ε3)m

(60)

where

ε1 = ε2 =
2k1k2m

α
2
− k1k2m

, ε3 =
α
2
− k1k2m

2k1k2m
,

For Algorithms 4.2 and 4.3, the constant C1 has similar expressions.

4.2 Convergence rates for the one- and two-level meth-

ods

Algorithms 4.1–4.3 can be viewed as multiplicative Schwarz methods in a
subspace correction variant if the solution space is a Sobolev space and asso-
ciate the subspaces to the subsets in a domain decomposition. Let us assume
that the domain Ω is decomposed as

Ω =
m
⋃

i=1

Ωi (61)
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If for instance V = H1
0 (Ω) and we take Vi = H1

0 (Ωi), i = 1, . . . ,m, then the
above algorithms are Schwarz methods.

The convergence rates given in Theorem 4.1 depend on the functionals
F and ϕ, the number m of the subspaces and the constant C0 introduced
in Assumption 4.1. The number of subspaces can be associated with the
number of colors needed to mark the subdomains such that the subdomains
with the same color do not intersect with each other. Since this number of
colors depends in general on the dimension of the Euclidean space where the
domain lies, we can conclude that our convergence rate essentially depends
on the constant C0.

We make now some remarks on the application of Algorithms 4.1–4.3 for
the solution of problem (Qι

ν).
First, we see that we can take Kι+1 in the place of K in problem (Qι

ν),
i.e. this problem is equivalent with: find uι+1 ∈ Kι+1 such that

(Rι
ν)

{

〈F ′(uι+1), w − uι+1〉+ j(f ι+1, uι+1, w − uι)

− j(f ι+1, uι+1, uι+1 − uι) ≥ 0 ∀w ∈ Kι+1.

Indeed, since Kι+1 ⊂ K, it follows that the solution of (Qι
ν) is also the

solution of (Rι
ν). But, with similar arguments as for (Qι

ν), we can prove that
problem (Rι

ν) has a unique solution.
It is proved in [1] that if the convex set K has the property

Property 4.1. If v, w ∈ K, and if θ ∈ C0(Ω), θ ∈ C1(Ωi), i = 1, . . . ,m,
with 0 ≤ θ ≤ 1, then θv + (1− θ)w ∈ K

then Assumption 4.1 is satisfied with a C0 depending on 1/δ, where δ is
the overlapping parameter of the domain decomposition (61). In general,
the convex sets K which are defined only by the values of the functions,
but not by their derivatives, have the above property. The convex sets of
one-obstacle type, like in contact problems (see [7], for instance), or those
of two-obstacle type have Property 4.1. Our problems (Qι

ν), or (Rι
ν), are

defined in an abstract Hilert space V , and we shall suppose in the following
that their convex set Kι+1 has this property.

Since f ι+1 and uι are fixed in problem (Rι
ν), writing

ψ(u, v) = j(f ι+1, u, v − uι) (62)

this functional has the properties asked of ϕ in problem (51), i.e. it is lower
semicontinuous and convex in the second variable, and satisfies (49). But,
such a ψ does not satisfy Assumption 4.2. In general, j is given by an integral,
and we can overcome this difficulty by considering an approximation ϕ of ψ
obtained by a numerical quadrature.
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To conclude, writing u := uι+1 and K := Kι+1, problem (Rι
ν) (or (Qι

ν))
could be approximated by a problem (51) which satisfies the conditions of
Theorem 4.1 if ψ in (62) could be approximated by a ϕ, which is lower
semicontinuous and convex in the second variable, and satisfies (49) and
Assumption 4.2. In this case, the Schwarz methods given by Algorithms
4.1–4.3 are globally convergent with a convergence rate depending on 1/δ.

We focus in the following on the application of Algorithms 4.1–4.3 for the
solution of the finite element form of problem (Qι

ν). Evidently, Theorem 4.1
can be applied for finite element spaces, too. More precisely, we study the
convergence of the one- and two-level methods for this problem. As above,
these methods are directly obtained from Algorithms 4.1–4.3. We shall see
that Assumption 4.1 holds for closed convex setsKh satisfying a similar prop-
erty with that given in Property 4.1, in particular for the discretized form
of Kι+1. Moreover, we are able to explicitly write the dependence of C0 on
the overlapping and mesh parameters. Also, we give some numerical approx-
imations ϕ of the functional j for which Assumption 4.2 holds. Therefore,
from Theorem 4.1, we can conclude that these methods globally converge for
the discretized form of (Qι

ν) if conditions (2) and (3) on F , and condition
(11) on j hold. Moreover, from the dependence of C0 on the mesh and do-
main decomposition parameters, we will conclude that the convergence rate
is optimal, i.e. it is similar with that in the case of linear equations, for
instance. The convergence rate of the two-level method depends very weakly
on the mesh and domain decomposition parameters, and, for some particular
choices, it is even independent of them.

4.2.1 One-level method

We consider a simplicial regular mesh partition Th (see [8], p. 124, for in-
stance) of mesh size h over the domain Ω ⊂ R

d. The domain Ω is decom-
posed as in (61) with the overlapping parameter δ, and we assume that Th

supplies a mesh partition for each subdomain Ωi, i = 1, . . . ,m.
We associate to the decomposition (61), some functions θi ∈ C0(Ω̄), θi|τ ∈

P1(τ) for any τ ∈ Th, i = 1, · · · ,m, such that

0 ≤ θi ≤ 1 on Ω,

θi = 0 on ∪m
j=i+1 Ωj\Ωi, θ

i = 1 on Ωi\ ∪
m
j=i+1 Ωj,

(63)

and
|∂xk

θi| ≤ C/δ, a.e. in Ω, ∀ k = 1, . . . , d (64)

Such functions θi with the above properties exist (see [18], p. 59, for in-
stance). As in (64), we denote in the following by C a generic constant
which does not depend on either the mesh or the domain decomposition.
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We consider the piecewise linear finite element space

Vh = {v ∈ C0(Ω̄) : v|τ ∈ P1(τ), τ ∈ Th, v = 0 on ∂Ω}, (65)

and also, for i = 1, . . . ,m, we take

V i
h = {v ∈ Vh : v = 0 in Ω\Ωi} (66)

as some subspaces of Vh corresponding to the domain decomposition Ω1, . . . ,Ωm.
The spaces Vh and V i

h , i = 1, . . . ,m, are considered as subspaces of H1. We
denote by ‖·‖0 the norm in L2, and by ‖·‖1 and | · |1 the norm and seminorm
in H1, respectively.

We have assumed that the convex set Kι+1 of problem (Rι
ν) is a particular

case of a convex set K with Property 4.1. We consider that the discretized
form of K = Kι+1 is defined as a subset Kh ⊂ Vh which satisfies a similar
property,

Property 4.2. If v, w ∈ Kh, and if θ ∈ C0(Ω̄), θ|τ ∈ C1(τ) for any τ ∈ Th,
and 0 ≤ θ ≤ 1, then Lh(θv + (1− θ)w) ∈ Kh.

Above, we have denoted by Lh the P1-Lagrangian interpolation operator
which uses the function values at the nodes of the mesh Th. This property
is satisfied, in general by the convex sets which are defined by the values of
the functions at the mesh nodes. Like Property 4.1, Property 4.2 is satisfied
for convex sets of the one- or two-obstacle type.

Let us consider some continuous functionals Iκ : L2(Ω) → R, and assume
that the functional ϕ, the finite element approximation of ψ in (62), is of the
form

ϕ(u, v) =
∑

κ∈Nh

Iκ(φ (u, v(xκ))) =
∑

κ∈Nh

φκ(u, v) (67)

where Nh is the set of nodes of the mesh partition Th, φ : Kh × R → L2(Ω)
is continuous, and we assume that for any u ∈ Kh

Iκ(φ (u, ·)) : R → R , κ ∈ Nh ,

are convex functions. For the ease of notation, for all κ ∈ Nh we have written
φκ(u, v) = Iκ(φ(u, v(xκ))). We see that φκ can be viewed as functionals
φκ : Kh ×Kh → R which satisfy

φκ(u, Lh(θv + (1− θ)w))

≤θ(xκ)φκ(u, v) + (1− θ(xκ))φκ(u, w)
(68)

for any u, v, w ∈ Kh, and any function θ : Ω̄ → R with the properties θ ∈
C0(Ω̄), θ|τ ∈ C1(τ) for any τ ∈ Th, and 0 ≤ θ ≤ 1.
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Now, writing the discretized variant of (Rι
ν) as a problem of the form (49),

we can conclude from the following proposition that the error estimations in
Theorem 4.1 hold for the one-level multiplicative Schwarz methods given by
Algorithms 4.1-4.3 if F satisfies (2) and (3), and ϕ satisfies (49). In general,
ϕ satisfies this condition if j satisfies (11).

Proposition 1. Assumption 4.1 holds for the piecewise linear finite element
spaces, V = Vh and Vi = V i

h , i = 1, . . . ,m, and any convex set Kh ⊂ Vh
having Property 4.2. Also, Assumption 4.2 on the functional ϕ of the form
(67) is satisfied. The constant in (48) can be written as

C0 = Cm

(

1 +
m− 1

δ

)

, (69)

where C is independent of the mesh and domain decomposition parameters.

The proof of this proposition can be found in [4] or [5]. It is proved there
that Assumptions 4.1 and 4.2 hold if we consider

vi = Lh

(

θi(v − w −
i−1
∑

j=1

vj) + (1− θi)wi

)

, i = 1, . . . ,m, (70)

where the functions θi satisfy (63) and (64).

4.2.2 Two-level method

We consider two simplicial regular mesh partitions Th and TH on the domain
Ω ⊂ R

d of mesh sizes h and H, respectively.
As in the previous section, we consider an overlapping decomposition

(61), the mesh partition Th of Ω supplying a mesh partition for each Ωi,
1 ≤ i ≤ m. Also, we assume that the overlapping size is δ. In addition, we
suppose that there exists a constant C, independent of both meshes, such
that the diameter of the connected components of each Ωi are less than CH.
The domain Ω may be different from

Ω0 =
⋃

τ∈TH

τ, (71)

but we assume that the mesh Th is a refinement of TH on Ω0, and if a node of
TH lies on ∂Ω0 then it also lies on ∂Ω. Finally, we suppose that there exists
a constant C, independent of both meshes, such that

dist(x,Ω0) ≤ CH (72)
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for any node x of Th.
Now, besides the spaces Vh and V i

h , i = 1, . . . ,m, defined in (65) and
(66), we introduce the continuous, piecewise linear finite element space cor-
responding to the H-level,

V 0
H =

{

v ∈ C0(Ω̄0) : v|τ ∈ P1(τ), τ ∈ TH , v = 0 on ∂Ω0

}

, (73)

where the functions v are extended with zero in Ω\Ω0. The convex set
Kh ⊂ Vh is defined as a subset of Vh having Property 4.2.

The two-level Schwarz methods are also obtained from Algorithms 4.1–
4.3 in which we take V = Vh, K = Kh, and the subspaces V0 = V 0

H , V1 = V 1
h ,

V2 = V 2
h , . . . , Vm = V m

h . As in the previous section, the spaces Vh, V
0
H , V

1
h ,

V 2
h , . . . , V

m
h , are considered as subspaces of H1. We note that, this time, the

decomposition of the domain Ω contains m overlapping subdomains, but we
use m + 1 subspaces of V , V0, V1, . . . , Vm, in Algorithms 4.1–4.3. Assuming
that F satisfies (2) and (3) and ϕ satisfies (49), if we prove that Assumption
4.1, written for m + 1 subspaces, is satisfied for the previous choice of the
convex set K and the subspaces V0, V1, . . . , Vm of V , and the functional ϕ of
the form (67) satisfies Assumption 4.2, we can conclude that these Algorithms
4.1–4.3 converge. To this end, we consider the operator IH : Vh → V 0

H , which
has been introduced in [2] and has the following properties (see Lemma 4.2
in [2]) for any v ∈ Vh:

‖IHv − v‖0 ≤ CHCd(H, h)|v|1 (74)

and
‖IHv‖0 ≤ C‖v‖0 and |IHv|1 ≤ CCd(H, h)|v|1, (75)

where

Cd(H, h) =











1 if d = 1
(

ln H
h
+ 1
)

1

2 if d = 2
(

H
h

)
1

2 if d = 3.

(76)

Moreover, for any x ∈ Ω, we have

0 ≤ IHv(x) ≤ v(x) if v(x) > 0,

0 ≥ IHv(x) ≥ v(x) if v(x) < 0,

and IHv = 0 on τ ∈ TH if there exists a x ∈ τ such that v(x) = 0

for any v ∈ Vh. Consequently, writing

θv(x) =

{

IHv(x)
v(x)

if v(x) 6= 0

0 if v(x) = 0,
(77)
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then θv ∈ C0(Ω̄), θv|τ ∈ C1(τ) for any τ ∈ Th, 0 ≤ θv ≤ 1, and

IHv = θvv

for any v ∈ Vh.
Now, we can prove the following proposition which shows that the con-

stant C0 in Assumption 4.1 is independent of the mesh and domain decom-
position parameters if H/δ and H/h are constant.

Proposition 2. Assumption 4.1 is satisfied for the piecewise linear finite
element spaces V = Vh and V0 = V 0

H , Vi = V i
h , i = 1, . . . ,m, defined in (65),

(66), and (73), respectively, and any convex set K = Kh with Property 4.2.
Also, Assumption 4.2 for the functional ϕ of the form (67) is satisfied. The
constant in (48) of Assumption 4.1 can be taken of the form

C0 = Cm

(

1 + (m− 1)
H

δ

)

Cd(H, h), (78)

where C is independent of the mesh and domain decomposition parameters,
and Cd(H, h) is given in (76).

A detailed proof of this proposition can be found in [4] or [5]. By means
of IH and the functions θi, i = 1, . . . ,m, with properties (63) and (64), we
define

v0 = w0 + IH(v − w − w0). (79)

and

vi = Lh(θ
i(v − w − v0 −

i−1
∑

j=1

vj) + (1− θi)wi), (80)

for i = 1, . . . ,m. Using properties (74) and (75) of the operator IH , it is
proved that v0, v1, . . . , vm, defined in (79) and (80), satisfy Assumption 4.1
with the constant C0 given in (78). Also, using (68) in which θ is replaced by
θi or by functions of the type θv, defined in (77), it is proved that Assumption
4.2 hold, too.

Remark 4. In this section, we have assumed that the functional ϕ is of the
form (67). With similar proofs, we can show that Propositions 1 and 2 also
hold if we replace the functional ϕ(u, v) of the form (67) with

ϕ(u, v) =
∑

κ∈Nh

Iκ(φ(u(xκ), v(xκ))) =
∑

k∈Nh

φκ(u, v), (81)

where φ : R×R → R, Iκ : R → R, κ ∈ Nh, are continuous and Iκ(φ(r, ·)) : R →
R, κ ∈ Nh, are convex functions for any r ∈ R. For the writing simplicity,

22



we have written φκ(u, v) = I(φ(u(xκ), v(xκ))), κ ∈ Nh. In general, (67) or
(81) represent numerical approximations of some integrals. Concerning to
condition (49) imposed on ϕ of the form (67) or (81), we have to check it for
each particular problem we solve.

The results of this subsection have referred to problems inH1 with Dirich-
let boundary conditions. We point out that similar results can be obtained
for problems in (H1)d or problems with mixed boundary conditions.
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