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Abstract

The aim of this paper is to show an estimate for the determinant of the
covariance of a two-dimensional vector of multiple stochastic integrals of the
same order in terms of a linear combination of the expectation of the deter-
minant of its iterated Malliavin matrices. As an application we show that the
vector is absolutely continuous if and only if its components are proportional.
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1 Introduction

A Dbasic result in Malliavin calculus says that if the Malliavin matrix A =
((DF;, DFj)m)i<ij<d of a d-dimensional random vector F = (F,...,Fy) is
nonsingular almost surely, then this vector has an absolutely continuous law
with respect to the Lebesgue measure in R% In the special case of vectors
whose components belong to a finite sum of Wiener chaos, Nourdin, Nualart
and Poly proved in [1] that the following conditions are equivalent:

(a) The law of F is not absolutely continuous.
(b) EdetA =0.

A natural question is the relation between E det A and the determinant of the
covariance matrix C of the random vector F. Clearly if det C = 0, then the
components of F are linearly dependent and the law of F is not absolutely
continuous, which implies F det A = 0. The converse is not true if d > 3. For
instance, the vector (F, Fy, F1Fy), where F} and F, are two non-zero indepen-
dent random variables in the first chaos, satisfies det A = 0 but det C' # 0.

The purpose of this paper is to show the equivalence between Edet A =
0 and detC = 0 in the particular case of a two-dimensional random vector
(F, G) whose components are multiple stochastic integrals of the same order n.
This implies that the random vector (F,G) has an absolutely continuous law
with respect to the Lebesgue measure on R? if and only if its components are
proportional, as in the Gaussian case. This result was established for n = 2 in
[1], and for n = 3,4 in [6]. Our proof in the general case n > 2 is based on the
notion of iterated Malliavin matrix and the computation of the expectation of
its determinant.

In connection with this equivalence we will derive an inequality relating
E det A and det C, which has its own interest. In the case of double stochastic
integrals, that is if n = 2, it was proved in [1] that

EdetA > 4det C.
We extend this inequality proving that

EdetA > ¢, detC

holds for n = 3,4 with c3 = % and ¢4 = %. For n > 5 we obtain a more

involved inequality, where in the left hand side we have a linear combination
(with positive coefficients) of the expectation of the iterated Mallavin matrices
of (F,G) of order k for 1 < k < [252] (see Theorem 2 below).

The paper is organized as follows. In Section 2 we present some preliminary
results and notation. Section 3 contains a general decomposition of the deter-
minant of the iterated Malliavin matrix of a two-dimensional random vector



into a sum of squares. In Section 4 we prove our main result which is based on
a further decomposition of the determinant of the iterated Malliavin matrix of
a vector whose components are multiple stochastic integrals. Finally, the ap-
plication to the characterization of absolutely continuity is obtained in Section
5.

2 Preliminaries

We briefly describe the tools from the analysis on Wiener space that we will need
in our work. For complete presentations, we refer to [5] or [3]. Let H be a real
and separable Hilbert space and consider an isonormal process (W (h),h € H).
That is, (W (h),h € H) is a Gaussian family of centered random variables on a
probability space (2, F, P) such that EW (h)W (g) = (f,g) i for every h,g € H.
Assume that the o-algebra F is generated by W.

For any integer n > 1 we denote by H,, the nth Wiener chaos generated
by W. That is, H, is the vector subspace of L?(Q2) generated by the random
variables (H,(W(h)),h € H,||h||g = 1) where H,, the Hermite polynomial of
degree n. We denote by Hy the space of constant random variables. Let H®™
and H®" denote, respectively, the nth tensor product and the nth symmetric
tensor product of H. For any n > 1, the mapping I,(h®") = H,(W(h)) can
be extended to an isometry between the symmetric tensor product space H®"
endowed with the norm v/n!|| - || gen and the nth Wiener chaos H,. For any
f € H", the random variable I,,(f) is called the multiple Wiener It6 integral
of f with respect to W.

Consider (e;);>1 a complete orthonormal system in H and let f € H®",
g € HO™ be two symmetric tensors with n,m > 1. Then

f= Z Jityin€in ® -+ ® €5, (1)
Jiyein21
and
9= D Gkt hy O D ek, (2)
ki yeeokim >1

where the coefficients are given by f;, . ;. = (f,e;; ®---®e;,) and g, k,, =
(g,ex, ® -+ @ e, ). These coefficients are symmetric, that is, they satisfy
fjau),---,ja(n) = fji,....jn and Gl (1)seemsbimom) = Ttk for every permutation o of
the set {1,...,n} and for every permutation 7 of the set {1,...,m}.

Note that, throughout the paper we will usually omit the subindex H®* in
the notation for the norm and the scalar product in H®* for any k > 1.

If fe Ho" g € H®™ are symmetric tensors given by (1) and (2), respec-



tively, then the contraction of order r of f and g is given by

f®7’g = Z Z Z fil7"'7iT7j17"'7j7L—1"gi17"'7i1"7k17"'7k‘m77‘

il,---7ir21j17~~~,jn—r21 k‘1,---,k‘m—r21

x (e @ @6, ,) @ (e ® - ®ex, ) (3)
for every r = 0,...,mAn. In particular f®yg = f®g. Note that f®,g belongs
to H®m+n=2r) for every r = 0,...,m An and it is not in general symmetric.
We will denote by f®,g the symmetrization of f ®, ¢g. In the particular case

when H = L?(T,B, u) where u is a sigma-finite measure without atoms, (3)
becomes

(f ®7’ g)(t17 ... 7tm+n—2r) - / dﬂ(ul) Tt du(uT)f(uh ey Upy tla cee 7tn—7‘)
Xg(“h---7ur7tn—r+1a---7tm+n—2r)- (4)
An important role will be played by the following product formula for mul-

tiple Wiener-It6 integrals: if f € H®", g € H®™ are symmetric tensors, then

mAn
L(f)Im(g) = > PCpCrlmin—2r (frg) . (5)
r=0
We will need some elements of the Malliavin calculus with respect to the
isonormal Gaussian process W. Let S be the set of all smooth and cylindrical
random variables of the form

where n > 1, ¢ : R® — R is a infinitely differentiable function with compact
support, and h; € H fori = 1,..,n. If F is given by (6), the Malliavin derivative
of F with respect to W is the element of L?(£2; H) defined as

DF = 2 3;‘; (W(h1),...,W(hp)) hi.

By iteration, one can define the kth derivative D®)F for every k > 2, which
is an element of L?(Q; H®F). For k > 1, D*2 denotes the closure of S with
respect to the norm || - ||pk,2, defined by the relation

k
1F e = B(1FP)+ > B (1D F e ) -
=1

If F =1,(f), where f € H®™ and I,,(f) denotes the multiple integral of order
n with respect to W, then

DI(f)=nY Tn1(f®1¢)e;.

j=1



More generally, for any 1 < k < n, the iterated Malliavin derivative of I,,(f) is
given by

n!

D(k)In(f) = (n — k)' Z Ik (fjly---vjk) €j; @+ & ejy,
’ jlv"'7jk21
where
fjl,---yjk =/ ®k (ejl K@ ejk)‘ (7)

We denote by ¢ the adjoint of the operator D, also called the divergence operator
or Skorohod integral. A random element u € L%(Q; H) belongs to the domain
of §, denoted DomJ, if and only if it verifies

\E(DF,u)y| < cu /E(F?)

for any F' € DY2, where ¢, is a constant depending only on u. If u € Domd,
then the random variable §(u) is defined by the duality relationship

E(Fé(u)) = E(DF,u),
which holds for every F' € DY2. If F = I,(f) is a multiple stochastic integral
of order n, with f € H®", then DF belongs to the domain of § and

§DF = nF. (8)

3 Decomposition of the determinant of the
iterated Malliavin matrix

In this section we obtain a decomposition into a sum of a squares for the
determinant of the iterated Malliavin matrix of a 2-dimensional random vector.
We recall that if F, G are two random variables in the space DV2, the Malliavin
matriz of the random vector (F, G) is the defined as the following 2 x 2 random

matrix
A\ < IDE|},  (DF,DG)u )
(DF,DG)y  ||IDF|}

More generally, fix £ > 2 and suppose that F,G are two random variables in
D*2. The kth iterated Malliavin matriz of the vector (F,G) is defined as

AR — ( HD(k)FH?{@k <D(k)F, D(/'C)G>H®]C
( ,

DR E DRGY e ||D(k)G||§{®k

We set AV = A. For every ji,...,j, > 1, we will write
D(k) F:<D(k)F7ej1®"'®ejk>H®k-

J15edk
The next proposition provides an expression of the determinant of the iterated

Malliavin matrix of a random vector as a sum of squared random variables.



Proposition 1 Suppose that (F,G) is a 2-dimensional random vector whose
components belong to D2 for some k > 1. Let A¥) be the kth iterated Malliavin
matriz of (F,G). Then

1 2
detA®) == S (D) FDP L G-Df)  FDY L G) ()

11502k 11yeey k
i1yl el >1

Proof: For every k > 1 we have

IDWFR. = 3 (0P F),

i1,eig>1
K2 (k) 2
109G e = > (DF),6)
Tl yeentp>1
and
(DWFE,DWG) o = > pd . FDP . a.
21, 7]€>1
Thus
2 2
detA® = % (fo} kF) 3 (fo} ,kG>
i1y >1 i1, >1
2
B Z Dll ] D(k) W G
yeensl k

T1yeeyip>1

_ > (¥, ol c-Df , FDY G>2.

11,00k

DN | =

U1yeslpesl1 el >1

4 The iterated Malliavin matrix of a two-
dimensional vector of multiple integrals

Throughout this section, we assume that the components of the random vector
(F,G) are multiple Wiener-It6 integrals. More precisely, we will fix n,m > 1
and we will consider the vector

(F,G) = (In(f): Im(9))
where f € H®™ and g € H®™. Since for every 1 < k < min(n,m),

O o
i17...7’ikF - (TL . k)'In—k (fll,...,lk)

6



(with f;,,.;, defined by (7)) and

0 o __m .
Dih...;ikG - (m . k)'Im—k (921,...,Zk)

formula (9) reduces to

1 n! m! 2
det A®) = 3 ((n 1 = k)!> Z Lk (firyoin) Im—r (910,...0,.)

D1yl 0l >1

—In—k (fl1,...,lk) Im—k (gi17~~~7ik)]2 .

By the product formula for multiple integrals (5) we can write

1 n! m! 2
det A =5 <(n—/<:)'(m—k)!> 2.

’ P1yeeyigosl1, I >1

(n—k)A(m—k)

Z r1Cy Oy i dman—2k [fir, i, @r v, — Jluste ©r G
r=0

Taking the mathematical expectation, the isometry of multiple integrals implies
that

1 n! m! 2
Edet AW = =
¢ 2<(n—l<:)!(m—k)!> 2.

W1yt 1yl >1
(n—k)A(m—k)
Z (T!C;_kan_k)z (m+n— 2k —2r)!
r=0
X firrin@r Gt = Firte @rGin i ||
(n—k)A(m—k)

- Y 1w,

r=0

1 - -
Tr(k) - 50%77’ Z Hfi17~~~7l'k®7'gllv---vlk - fllv---,lk®rgi17m,ik”2’ (10)

P yenslgesl15e ol >1

n!m!
Y = <(n—k:—7“)!(m—k:—r

2
)!T!> (m+n—2k—2r)l.

We will explicitly compute the terms Tr(k) in (10). To do this, we will need
several auxiliary lemmas. The first one is an immediate consequence of the
definition of contraction.



Lemma 1 Let f € HO" g € H®™. Then for every k,r > 0 such that k +r <
mAmnN,

Z fir,oie ®r Gir,iy = | @rtk g-

i1 >1

The next lemma summarizes the results in Lemmas 3 and 4 in [6] (see also
Lemma 2.2 in [4]).

Lemma 2 Assume f,h € H®" and g,{ € H®™.
(i) For everyr =0,...,(m —1)A(n—1) we have
(f @nrhyg @m—r £) = {f @ g,h @y £).
(ii) The following equality holds

mAn

(Fidg, 63h) = o ,ZCTCT (f @ b,h @ g).

We are now ready to calculate the term T(k)

Proposition 2 Let f € H®" g € H®™. Let Ték) be given by (10). Then for
every 1 < k < min(m,n)

x) m!2n)2 (m—k)A(n—k)

— - s s 2 2
L = w2 kG (1 @egl® 1 S gl
Proof: From (10) we can write

k 1 - -
TO( ) = §ak70 Z Hfil,...;ik@gll,...,lk - flh,,,,lk@gih___,ik”z

D1yl l1,e 0l >1

= a0 ) [Ilfil,...,z‘k@ll,...,lk||2

W yeensBhesl 1oyl >1

~(fir i ®G1 1y gz‘l,...7z‘k®fl1,...,lk>] : (11)

By Lemma 2, point (ii) and point (i)

||fl1,,2k®g l1,...,lk||2 = <fi1,...,ik®gll,...7lk?fil,...,ik®gl1,...,lk)>
(m—k)A(n—k)
(m +n — 2k)! pord m=k=n=k
X <fi1,...,ik Qs Giy,edis Jitsein s Giu,o i)
(m—k)A(n—k)
(m +n — 2k)! —~ m—k¥n-k

X fir,oie On—t—s fir,in> Guooily Om—k—s Gy .l ) - (12)

8



Also, Lemma 1 and Lemma 2 point (i) imply

Z <fi1,...,ik Qn—s fil,...,ikagll,...,lk Om—s gll,...,lk>

Wil ol 21
= <f On—s f,9 Om—s 9> = Hf s gHQ' (13)

On the other hand, using again Lemma 2, point (ii)

- - (m —k)!(n —k)!
<fi17~~~7ik®gll7---7lk’gi17~~~7ik)®fl17---vlk> = (m + n — 2k)!
(m—E)A(n—k)
X Z CokC— il fir i, @s Gin,oovigs f1a e @5 91y ) - (14)
s=0

Again, Lemma 1 and Lemma 2 point (i) imply

> (firrin ®s Girovits Frr,lie ®s Gino i)

P1yeeyigoyl1, I >1
= <f Qs+k 9, f Qs+k g> = Hf Ds+k g||2' (15)

Then, substituting (12), (13), (14) and (15) into (11) yields the desired result.
|

It is also possible to compute the terms T* for every 1 <r < (n—k)A(m—k)
but the corresponding expressions are more complicated, involving some kind
of contractions of contractions. In order to obtain this type of formula we need
the following generalization of point (ii) in Lemma 2.

For f,h € H®™ and ¢,/ € H®™ and for r, s > 0 such that 7 +s < m An we
denote by (f ®, g)®s(£ ®, h) the contraction of r coordinates between f and
g and between £ and h, s coordinates between f and ¢ and between g and h,

n —r — s coordinates between f and h and m —r — s coordinates between g an
£. That is,

(f®r B D h) = Y (fit,osivajimidotrobn o) (Git,oosindtosdssptyepim—r—s)
X<£p17---7pryj17---7j37p17---7pm7'rfs><hp17~~~7p'r7117~~~7187k17---7kn—r—s>7

where the sum runs over all indices greater or equal than one. Notice that
(f Qr g)®8(€ Qr h) = (f Rs €)®r(g Rs h)

Lemma 3 Assume f,h € H®" and g, € H®™. Then for everyr =0,..., (m—
1) A (n —1) we have

| (m—r)A(n—r)

5 S (n—r)!(m—r). s s o~
Gogtoeh) = T 2 Car O F@r9Bulle ),




Proof: We can write
f®r9 = Z fil,...,ir®gi1,...,ir
ilv"'vir‘

and
(Sh =" iy, i, ®hiy i,
T1yeenylp

Then, Lemma 2 point (ii) gives

(F@rgl@h) = D (firin@Gir i by, Ot 0,

i1 yersir 1y dy
| (m—r)A(n—r)

_ (n _ T)'(m — T) Z c: O

(m+mn—2r)! —~ normmer
(firyoir Qs iyt Pyt @ Ginin )
which implies the desired result. |

Notice that for r = 0,
(f@9)8:(t@h) = {f @£, h &),
so Lemma 2 point (ii) is a particular case of Lemma 3 when r = 0.

Proposition 3 Let (F,G) = (I,(f),In(9)) with f € H®" and g € HO™.
Then, for everyr=1,...,(n —k) A (m — k)

(n—k—r)A(m—k—r)

Tr(k) = /8]977’ Z Crsz—k—rcriz—k—r
s=0
X ((f r 9)@)3(9 ®r f) — (f @ 9)®s+k(9 X f)) ) (16)
where 2 12
/Bkﬂ. _ =M.

(n—k—r)(m—Fk—r)l(r)?
Proof: From (10) we can write

Tr(k) = Oy Z [Hfil,...,ik®r9l1,...,lk)H2

Wiyl eyl >1
_<fi1,---,l'k®7“gl1,...,lk,fll,...,lk)®7'gi1,...,ik>:| . (17)
Applying Lemma 3 yields
| firrosin®r Gy i 1P Firin @Gt Fit i) @0 Gl 1)

| (n—k—r)A(m—k—r)

n—k—r)i(im—Fk—r)
— s ok
(m+n—2k —2r)! SZ% nokorm—kor

X (Firoie @r Giyoty) @s (911t @ Firoin) - (18)

10



Notice that

D Firin @ 9 ) O Gty Or Firroin) = (f @0 9)@s(g @, f).

D yeenslgesl 15l 21

(19)
Analogously, we get
<fi17---7ik®7"gl1,...7lk, fll,...,lk®7'gi1,...,ik>
 (n=k—=r)(m—k—1)! (nkrgmkr) o o
 (m+n—2k—2r) — n—k—r-m—k—r
X (fil,---ik r glh---Jk) ®S (gil,---ik) Qr fl17---,lk) ) (20)

and

> (fitmoie @r Girti) ®5 (9 in e Or fir, ) = (FOr9) D1 1(991 ).
ooyl >1
(21)

Substituting (18), (19), (20) and (21) into (17) we obtain the desired formula.
|

In the particular case n = m, the expression (16) can be written as

n—k—r

T = Y T, (22)
s=0

where

n: 4 ~ ~
Tg;) N ((n —(k‘ '—) 7“)!7“!)2 (Cﬁfkfr)2 ((f O g)®s(g S f) - (f O g)®s+k(g O f)) .

The last term in (22) obtained for » = n—k is given by the following expression.

Corollary 1 Let (F,G) = (I.(f),I.(g)) with f,g € H®™. Then for k =
1,...,n—1

k nl4
12 = s I @nndlP = (f @k gog @0t )]

Proof: When r = n — k, there is only one terms in the sum (22), obtained
for s = 0. It is easy to see that,

(f @k 9)®0(9 On—t f) = (f ® 9)@n-r(g® f) = | f @i gl*
and
(f Rn—k g)@)k(g@nfk) - <f Qn—k 9,9 On—k f>
[ ]

We obtain the following expression for the determinant of the kth Malliavin
matrix.

11



Theorem 1 Let f € HO", g € HO™. Then for every 1 <k <m An,

Edet AR m)2n)2 (m—k)A(n—k) o
et o (m —k)!(n —k)! ; s C5

X [Hf s gH2 - ”f stk gHQ] +Rm,n,k7
where Ry, .1 = Zf,zl_k)/\(n_k) Tr(k) and Tr(k) is given by (16).

In the case of multiple integrals of the same order (i.e. m = n) we have the
following result.

Corollary 2 If f,g € H®", the determinant of the kth iterated Malliavin ma-
triz of (F,G) = (In(f),In(g)) can be written as

Bt = ,22 2(1f @5 9112 = If @ari 9I2) + R

Example 1 Suppose m =n =3 and k =2. Then
Edet A® = 3" [|If @0 glI* = If @2 glI* + If @1 glI* = |f ®3 gl*] + R33,-

Suppose m =n =4 and k =2. Then

414
2detA® = OF (1 00 gl — 1 0201 + 401 @1 9l ~ 1 @3 91)] + B

Our next objective is to relate the expectation of the iterated Malliavin
matrix E det A(®) with the covariance matrix of the vector (F,G) in the case
n = m. We recall that

det O = nP[IfIPllgl* = (£, 9)°].

Theorem 2 For any f,g € HO", if F = I,(f) and G = I,(g), we have
n—1
ey n(n — 2s

5 )Edet A® 4 (n—1)2Edet A > n?det C.
s!

s=2

Proof: From Corollary 2, taking into account that R, , 1 > 0, we can write

n—1
Edet A > [nn!] ZZ Hf ®s gl — | f ®st1 9] )
s=0
n—1
= n2detC+ [P Y ((Coy)? — (C0?) I @4 gl
s=1

12



Notice that (C5_;)? — (C571)? = —[(C"=5)? — (C"={7*)?]. Therefore, we con-
clude that

(%3]
Edet AY > n2detC + [nn!)? Z ((Ci_1)* = (C221)?)
s=1
< (Il ®s g1 = I.f ®n—s g11%)
(%3]
= n?detC+ > Yns (If @ glI> = 1f @nsgl®) . (23)
s=1

where
n!?

m>2n(n—25).

Notice that v, s > 0 if s < [%] We can write, using Lemma 2 point (i) and
Corollary 1

Tn,s =

Hf Xs g||2 - Hf On—s g||2 = Hf s g||2 - <f ®s G,9 Vs f>
- (Hf On—s gH2 - <f On—s 9,9 On—s f>)
(n—3s)1% (s (n — )12 s
Substituting (24) into (23) yields
n—1
2 n(n — 2s)
Edet A > ndetC — Y ———"~Edet A,
o s!
which implies the desired result. |

Remark 1 In the particular case n = 2 we obtain E det A1) > 4det C, which
was proved in [1]. For n = 3 we get Edet AV > %det C, and for n = 4,
Edet A > % det C. Only if n > 5 we need the expectation of the iterated
Malliavin matriz to control the determinant of the covariance matriz.

5 The density of a couple of multiple inte-
grals

In this section, we show that a random vector of dimension 2 whose components
are multiple integrals in the same Wiener chaos either admits a density with
respect to the Lebesque measure, or its components are proportional. We also
show that a necessary and sufficient condition for such a vector to not have a

13



density is that at least one of its iterated Malliavin matrices vanishes almost
surely. In the sequel we fix a vector (F,G) = (I,(f), I.(g)) with f,g € HO™.

In the following result we show that, if the determinant of an iterated Malli-
avin matrix of a couple of multiple integrals vanishes, the determinant of the
any other iterated Malliavin matrices will vanish.

Proposition 4 Let 1 < k,l <n with k # 1. Then Edet A®) =0 if and only if
Edet A® = 0.

Proof: Assume first that £ = 1 and | = 2. Suppose that Edet A = 0 and
let us prove that Edet A® = 0. Since det A() = 0 a.s., from (9) we obtain

for any i,j > 1 (recall that D;jF = DF ®; e;). That is,
DFD;G = DGD;F  as., (26)

for any 7 > 1. Let us apply the divergence operator ¢ (the adjoint of D) to both
members of equation (26). From (8) we obtain éDF = nF and éDG = nG.
Using Proposition 1.3.3 in [5], we get

nFD;G — (DF,DD;G)yy = nGD;F — (DG, DD;F)y; as.,

which can be written as (using the notation (7))

Lo(f)Tn-1(g:) = (0 = 1) > Tn—2(9ij) In-1(f;)

=1

(e o]
= L(@) 1 (fi) = (n=1) D> In-o(fij)In-1(g;) as.
j=1
By the product formula (5), the above relation becomes

L1 (f&g:) + f(k!cscs_l —(n=1)(k = ICZ1Cr))
k=1
X Iop—1—2k(f®%Gi)
= Dn1(99fi) + S(k!c,’ics_l —(n—=1)(k = DICZ1C, 7))
k=1
XIon—1-2k(9@r fi) as.

By identifying the terms in each Wiener chaos, we obtain
f&rgi = g3 fi
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for any 4 > 1 and for any kK = 0,...,n—1. A further application of the product
formula for multiple integrals yields

FDG =GDF as.
We differentiate the above relation in the Malliavin sense and we have
FDYG + D;FD;G = GD'F + D;GD;F  a.s.
for every 7,7 > 1. By (25),
FDPG =GDPF as.

and this clearly implies that det A®) =0 a.s.
Suppose now that Edet A®® = 0. Then A® =0 a.s. and from (9) we get

(2) 2 _ p2 (2)

D FDRG = DR FDG  as.
for any i, 7, p,q > 1. This implies

DD;FDYG = DD;GDYF  as. (27)
for any ¢,p,q > 1 Applying the divergence operator § to equation (27) yields
(n—1)D;FDRPG—(DD;F,DDG) g = (n—1)D;GDP F—(DD;G, DD F) g
a.s. This equality can be written as

oo
[n—l(fi)[n—Z(gpq) —(n—2) Z [n—3(9pq)ln—2(fij)

J=1

= Ip(9i)In-1(fpq) — (n — 2) Z In—3(fr)In-2(gpq) as.
j=1

By the product formula for multiple integrals we get for every j,p,q > 1
n—2
Lns (figp0) + 3 [RCE_oCl_y = (n = 2)(k — 1)1CEZd O]
k=1
X Iop_3_ok (fi®kgpq)
n—2

=1
XIon—3—2k (9i®kfpq)  as.

Identifying the coefficients of each Wiener chaos we obtain
fiékgpq = gi®k‘qu
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for any 4,p,q > 1 and for any k = 0,...,n — 2. This implies
fi®rgq = 9i®nfy (28)

for any i,q > 1 and for any k = 0,...,n — 1. Applying again the product
formula for multiple integrals (28) leads to

D;FD,G = D;GD,F  as. ,

for any i, q > 1, which implies det A1) = 0 a.s. By iterating the above argument,
we easily find that det A%) = 0 a.s. is equivalent to det A) = 0 a.s., for every
1<kl <nwith k # 1. |

Corollary 3 The vector (F,G) = (In(f),In(g)) does not admit a density if
and only if there exists k € {1,...,n} such that Edet A¥) = 0.

Proof: It is a consequence of Proposition 4 and of Theorem 3.1 in [1]. |

Theorem 3 Let f,g € H®™ be symmetric tensors. Then the random vector
(F,G) = (In(f),In(g)) does not admit a density if and only if det C = 0 where
C' denotes the covariance matriz of (F,G). In other words, the vector (F,G)
does not admit a density if and only if its components are proportional.

Proof: If det C' = 0, the random variables F' and G are proportional and the
law of (F, G) is not absolutely continuous with respect to the Lebesgue measure.
Suppose that the law of the random vector (F, G) is not absolutely continuous
with respect to the Lebesque measure. Then, from the results of [1] we know
that Edet A)=0. By Proposition 4, Edet A*¥) = 0 for k = 1,...,n. Then
Theorem 2 implies det C' = 0 (notice also that det C' = 0 because C' = n!A™).
|
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