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#### Abstract

In this paper, we provide sufficient conditions for the existence of the invariant distribution and for subgeometric rates of convergence in Wasserstein distance for general state-space Markov chains which are (possibly) not irreducible. Compared to [5], our approach is based on a purely probabilistic coupling construction which allows to retrieve rates of convergence matching those previously reported for convergence in total variation in [10].

Our results are applied to establish the subgeometric ergodicity in Wasserstein distance of nonlinear autoregressive models and of the pre-conditioned Crank-Nicolson Markov chain Monte Carlo algorithm in Hilbert space.
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## 1. Introduction

Convergence of general state-space Markov chains in total variation distance (or $V$-total variation) has been studied by many authors. There is a wealth of contributions establishing explicit rates of convergence under conditions implying geometric ergodicity; see [18, Chapter 16], [20], [2], [6] and the references therein. Subgeometric (or Riemanian) convergence has been more scarcely studied; [23] characterized subgeometric convergence using a sequence of drift conditions, which proved to be difficult to use in practice. [14] have shown that, for polynomial convergence rates, this sequence of drift conditions can be replaced by a single drift condition, which shares some similarities with the classical Foster-Lyapunov approach for the geometric ergodicity. This result was later extended by [11] and [8] to general subgeometric rates of convergence. Explicit convergence rates were obtained in $[24,11,9]$ and [1].

The classical proofs of convergence in total variation distance are based either on a regenerative or a pairwise coupling construction, which requires the existence of accessible small sets and additional assumptions to control the moments of the successive return time to these sets. The existence of an accessible small set implies that the chain is irreducible.

In this paper, we establish rates of convergence for general state-space Markov chains which are (possibly) not irreducible. In such cases, Markov chains might not converge in total variation distance, but nevertheless may converge in a weaker sense; see for example [17]. We study in this paper the convergence in Wasserstein distance, which also implies the weak convergence. The use of the Wasserstein distance to obtain explicit rates of convergence has been considered by several authors, most often under conditions implying geometric ergodicity. A significant breakthough in this domain has been achieved in [12]. The main motivation of [12] was the convergence of the solutions of stochastic delay differential equations (SDDE) to their invariant measure. Nevertheless, the techniques introduced in [12] laid the foundations of several contributions. [13] used these techniques to prove the convergence of Markov chain Monte Carlo algorithms in infinite dimensional Hilbert spaces. An application for switched and piecewise deterministic Markov processes can be found in [7]. The results of [12] were generalized by [5] which establishes conditions implying the existence and uniqueness of the invariant distribution, and the subgeometric ergodicity of Markov chains (in discrete-time) and Markov processes (in continuous-time). [5] used this result to establish subgeometric ergodicity of the

[^0]solutions of SDDE. Nevertheless, when applied to the context of $V$-total variation, the rates obtained in [5] in discrete-time do not exactly match the rates established in [8].

In this paper, we complement and sharpen the results presented in [5] in the discrete-time setting. The approach developed in this paper is based on a coupling construction, which shares some similarities with the pairwise coupling used to prove geometric convergence in $V$-total variation. The arguments are therefore mostly probabilistic whereas [5] heavily relies on functional analysis techniques and methods. We provide a sufficient condition couched in terms of a single drift condition for a coupling kernel outside an appropriately defined coupling set, extending the notion of $d$-small set of [12]. We then show how this single drift condition implies a sequence of drift inequalities from which we deduce an upper bound of some subgeometric moment of the successive return times to the coupling set. The last step is to show that the Wasserstein distance between the distribution of the chain and the invariant probability measure is controlled by these moments. We apply our results to the convergence of some Markov chain Monte Carlo samplers with heavy tailed target distribution and to nonlinear autoregressive models whose the noise distribution can be singular with the Lebesgue measure. We also study the convergence of the preconditioned Crank-Nicolson algorithm when the target distribution has a density w.r.t. a Gaussian measure on an Hilbert space, under conditions which are weaker than [13].

The paper is organized as follows: in Section 2, the main results on the convergence of Markov chains in Wasserstein distance are presented, under different sets of assumptions. Section 3 is devoted to the applications of these results. The proofs are given in Section 4 and Section 5.

## Notations

Let $(E, d)$ be a Polish space where $d$ is a distance bounded by 1 . We denote by $\mathcal{B}(E)$ the associated Borel $\sigma$-algebra and $\mathcal{P}(E)$ the set of probability measures on $(E, \mathcal{B}(E))$. Let $\mu, \nu \in \mathcal{P}(E) ; \lambda$ is a coupling of $\mu$ and $\nu$ if $\lambda$ is a probability on the product space $(E \times E, \mathcal{B}(E \times E))$, such that $\lambda(A \times E)=\mu(A)$ and $\lambda(E \times A)=\nu(A)$ for all $A \in \mathcal{B}(E)$. The set of couplings of $\mu, \nu \in \mathcal{P}(E)$ is denoted $\mathcal{C}(\mu, \nu)$. Let $P$ be Markov kernel of $E \times \mathcal{B}(E)$; a Markov kernel $Q$ on $(E \times E, \mathcal{B}(E \times E))$ such that, for every $x, y \in E, Q(x, y, \cdot)$ is a coupling of $P(x, \cdot)$ and $P(y, \cdot)$ is a coupling kernel for $P$.

The Wasserstein metric associated with $d$, between two probability measures $\mu, \nu \in \mathcal{P}(E)$ is defined by:

$$
\begin{equation*}
W_{d}(\mu, \nu)=\inf _{\gamma \in \mathcal{C}(\mu, \nu)} \int_{E \times E} d(x, y) \mathrm{d} \gamma(x, y) \tag{1}
\end{equation*}
$$

When $d$ is the trivial metric $d_{0}(x, y)=1_{x \neq y}$, the associated Wasserstein metric is the total variation distance $W_{d_{0}}(\mu, \nu)=\sup _{A \in \mathcal{B}(E)}|\mu(A)-\nu(A)|$. Since $d$ is bounded, the Monge-Kantorovich duality Theorem implies (see [25, Remark 6.5]) that the lower bound in (1) is realized. In addition, $W_{d}$ is a metric on $\mathcal{P}(E)$ and $\mathcal{P}(E)$ equipped with $W_{d}$ is a Polish space; see [25, Theorems 6.8 and 6.16]. Finally, the convergence in $W_{d}$ implies the weak convergence (see e.g. [25, Corollary 6.11]).

Let $\Lambda_{0}$ be the set of measurable functions $r_{0}: \mathbb{R}_{+} \rightarrow[2,+\infty)$, such that $r_{0}$ is non-decreasing, $x \mapsto$ $\log \left(r_{0}(x)\right) / x$ is non-increasing and $\lim _{x \rightarrow \infty} \log \left(r_{0}(x)\right) / x=0$. Denote by $\Lambda$ the set of positive functions $r: \mathbb{R}_{+} \rightarrow(0,+\infty)$, such that there exists $r_{0} \in \Lambda_{0}$ satisfying:

$$
\begin{equation*}
0<\liminf _{x \rightarrow+\infty} r(x) / r_{0}(x) \leq \limsup _{x \rightarrow+\infty} r(x) / r_{0}(x)<+\infty \tag{2}
\end{equation*}
$$

Finally, let $\mathbb{F}$ be the set of concave increasing functions $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, continuously differentiable on $[1,+\infty)$, and satisfying $\lim _{x \rightarrow+\infty} \phi(x)=+\infty$ and $\lim _{x \rightarrow+\infty} \phi^{\prime}(x)=0$. For $\phi \in \mathbb{F}$, we denote by $\phi^{\leftarrow}$ the inverse of $\phi$.

## 2. Main results

The key ingredient for the derivation of a Markov kernel $P$ on $(E, d)$ is the existence of a coupling kernel $Q(x, y, \cdot)$ for $P$ satisfying a strong contraction property when $(x, y)$ belongs to a set $\Delta$, referred to as a coupling set. For $\Delta \in \mathcal{B}(E \times E)$, a positive integer $\ell$ and $\epsilon>0$, consider the following assumption:

H1 $(\Delta, \ell, \epsilon)$. (i) $Q$ is a d-weak-contraction: for every $x, y \in E, Q d(x, y) \leq d(x, y)$.
(ii) $Q^{\ell} d(x, y) \leq(1-\epsilon) d(x, y)$, for every $x, y \in \Delta$.

A set $\Delta$ satisfying $\mathrm{H} 1(\Delta, \ell, \epsilon)$-(ii) will be referred to as a $(\ell, \epsilon, d)$-coupling set. Of course the definition of this set also depends on the choice of the coupling kernel $Q$, but this dependence is implicit in the notation. If $d=d_{0}$ and $\Delta$ is a $(1, \epsilon)$-pseudo small set (with $\epsilon>0$ ) in the sense that

$$
\inf _{(x, y) \in \Delta}[P(x, \cdot) \wedge P(y, \cdot)](E) \geq \epsilon
$$

then $\mathrm{H} 1(\Delta, 1, \epsilon)$ is satisfied by the pairwise coupling kernel (see [19]).
The following theorem shows that, under $\mathrm{H} 1(\Delta, \ell, \epsilon)$ and a condition which essentially claims that the first moment of the hitting time to the coupling set $\Delta$ is finite, the Markov kernel $P$ admits a unique invariant distribution.

Theorem 1. Assume that there exist
(i) a coupling kernel $Q$ for $P$, a set $\Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$ and $\epsilon>0$ such that $H 1(\Delta, \ell, \epsilon)$ holds,
(ii) a measurable function $\mathcal{V}: E^{2} \rightarrow[1, \infty)$ and a constant $b<\infty$ such that the following drift condition is satisfied.

$$
\begin{equation*}
Q \mathcal{V}(x, y) \leq \mathcal{V}(x, y)-1+b 1_{\Delta}(x, y), \quad \sup _{(x, y) \in \Delta} Q^{\ell-1} \mathcal{V}(x, y)<+\infty \tag{3}
\end{equation*}
$$

(iii) an increasing sequence of integers $\left\{n_{k}, k \in \mathbb{N}\right\}$ and a concave function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\lim _{v \rightarrow+\infty} \psi(v)=+\infty$ and

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} P^{n_{k}}\left[\psi \circ \mathcal{V}_{x_{0}}\right]\left(x_{0}\right)<+\infty, \quad P \mathcal{V}_{x_{0}}\left(x_{0}\right)<+\infty \quad \text { for some } x_{0} \in E \tag{4}
\end{equation*}
$$

where $\mathcal{V}_{x_{0}}=\mathcal{V}\left(x_{0}, \cdot\right)$.
Then, $P$ admits a unique invariant distribution.
Proof: See Section 4.1.
If we now combine $\mathrm{H} 1(\Delta, \ell, \epsilon)$ with a condition which implies the control of the tail probabilities of the successive return times to the coupling sets (more precisely, of the moments of order larger than one of these return times) then the Wasserstein distance between $P^{n}(x, \cdot)$ and $P^{n}(y, \cdot)$ may be shown to decrease at a subgeometric rate. To control these moments, it is quite usual to consider drift conditions. In this paper, we focus on a class of drift conditions which has been first introduced in [8]. For $\Delta \in \mathcal{B}(E \times E)$, a function $\phi \in \mathbb{F}$, a measurable function $V: E \rightarrow[1,+\infty)$, consider the following assumption:

H2 $(\Delta, \phi, V)$. (i) There exists a constant $b<\infty$ such that for all $x, y \in E$ :

$$
\begin{equation*}
P V(x)+P V(y) \leq V(x)+V(y)-\phi(V(x)+V(y))+b 1_{\Delta}(x, y) \tag{5}
\end{equation*}
$$

(ii) $\sup _{(x, y) \in \Delta}\{V(x)+V(y)\}<+\infty$.

Not surprisingly, this condition implies that the return time to the coupling set $\Delta$ possesses a first moment. This property combined with Theorem 1 yields

Corollary 2. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}, \epsilon>0, \phi \in \mathbb{F}$ and $V: E \rightarrow[1, \infty)$ such that $H 1(\Delta, \ell, \epsilon)-H 2(\Delta, \phi, V)$ are satisfied. Then, $P$ admits a unique invariant probability measure $\pi$ and $\pi(\phi \circ V)<\infty$.

Proof: See Section 4.2.

We now derive expressions of the rate of convergence and make explicit the dependence upon the initial condition of the chain. For $\phi \in \mathbb{F}$, set

$$
\begin{equation*}
H_{\phi}(t)=\int_{1}^{t} \frac{1}{\phi(s)} \mathrm{d} s \tag{6}
\end{equation*}
$$

Since for $t \geq 1, \phi(t) \leq \phi(1)+\phi^{\prime}(1)(t-1)$, the function $H_{\phi}$ is monotone increasing to infinity, twice continuously differentiable and concave. Its inverse, denoted $H_{\phi}^{\leftarrow}$, is well defined on $\mathbb{R}_{+}$, is twice continuously differentiable and convex (see e.g. [8, Section 2.1]).
Theorem 3. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}, \epsilon>0, \phi \in \mathbb{F}$ and $V: E \rightarrow[1, \infty)$ such that $H 1(\Delta, \ell, \epsilon)-H 2(\Delta, \phi, V)$ are satisfied. Let $\pi$ be the invariant probability of $P$.
(i) There exist constants $\left\{C_{i}\right\}_{i=1}^{3}$ such that for all $x \in E$ and all $n \geq 1$

$$
\begin{aligned}
W_{d}\left(P^{n}(x, \cdot), \pi\right) \leq C_{1} V(x) / H_{\phi}^{\leftarrow}(n / 2) & +C_{2} / \phi\left(H_{\phi}^{\leftarrow}(n / 2)\right) \\
& +C_{3} / H_{\phi}^{\leftarrow}\left(-\log (1-\epsilon) n /\left\{2\left(\log \left(H_{\phi}^{\overleftarrow{ }}(n)\right)-\log (1-\epsilon)\right)\right\}\right)
\end{aligned}
$$

(ii) For all $\delta \in(0,1)$, there exists a constant $C_{\delta}$ such that for all $x \in E$ and all $n \geq 1$

$$
W_{d}\left(P^{n}(x, \cdot), \pi\right) \leq C_{\delta} V(x) / \phi\left(\left\{H_{\phi}^{\leftarrow}(n)\right\}^{\delta}\right)
$$

The values of the constants $C_{i}$, for $i=1,2,3$, and $C_{\delta}$ are given explicitly in the proof.
Proof: See Section 4.3
We summarize in Table 1 the rates of convergence obtained (for a given $x \in E$ ) from Theorem 3 for usual concave functions $\phi$ : logarithmic rates $\phi(t)=(1+\log t))^{\kappa}$ for some $\kappa>0$; polynomial rates $\phi(t)=t^{\kappa}$ for some $\kappa \in(0,1)$; subexponential rates $\phi(t)=t /(1+\log t)^{\kappa}$ for some $\kappa>0$. Note that since $\phi \in \mathbb{F}$, the first term in the RHS of the bound in (i) is not the leading term (for fixed $x$, when $n \rightarrow \infty$ ). In the case $\phi$ is logarithmic or polynomial, the leading term in the RHS is the second one so that the rate of decay is given by $1 / \phi\left(H_{\phi}^{\leftarrow}(n / 2)\right)$. For the logarithmic and polynomial cases, the best rates are given by Theorem 3-(i) and for the subexponential case, by Theorem 3-(ii).

| Order of the rates <br> of convergence in | $\phi(x)=(1+\log (x))^{\kappa}$ <br> for $\kappa>0$ | $\phi(x)=x^{\kappa}$ <br> for $\kappa \in(0,1)$ <br> set $\varsigma=\kappa /(1-\kappa)$ | $\phi(x)=x /(1+\log (x))^{\kappa}$ <br> for $\kappa>0$ |
| :---: | :---: | :---: | :---: |
| Theorem 3 | $1 / \log ^{\kappa}(n)$ | $1 / n^{\varsigma}$ | $\exp \left(-\delta((1+\kappa) n)^{\varsigma}\right)$ <br> for all $\delta \in(0,1)$ |
| $[8]$ | $1 / \log ^{\kappa}(n)$ | $1 / n^{\varsigma}$ | $n^{\kappa \varsigma} \exp \left(-((1+\kappa) n)^{\varsigma}\right)$ |
| $[5]$ for all $\delta \in(0,1)$ | $1 / \log ^{\delta \kappa}(n)$ | $1 / n^{\delta \varsigma}$ | $\exists C 0$ <br> $\exp \left(-C n^{\varsigma}\right)$ |

Rates of convergence when $\phi$ increases at a logarithmic rate, a polynomial rate and a subexponential rate, obtained from Theorem 3 and from [5, Theorem 2.1] and [8, Section 2.3.].

In practice, it is often easier to establish a drift inequality on $E$ rather than on $E \times E$ as in $\mathrm{H} 2(\Delta, \phi, V)$. Theorem 4 relates the following single drift condition to the drift H2. For a function $\phi \in \mathbb{F}$, a measurable function $V: E \rightarrow[1,+\infty)$ and a constant $b \geq 0$, consider the following assumption
H3 $(\phi, V, b) \cdot \phi(0)=0$ and for all $x \in E$,

$$
\begin{equation*}
P V(x) \leq V(x)-\phi \circ V(x)+b \tag{7}
\end{equation*}
$$

Theorem 4. Let $\phi \in \mathbb{F}$, a measurable function $V: E \rightarrow[1,+\infty)$ and a constant $b \geq 0$ such that $H 3(\phi, V, b)$ holds. Then $H 2\left(\{V \leq v\}^{2}, c \phi, V\right)$ is satisfied for any $v>\phi^{\leftarrow}(2 b)$ and with $c=1-2 b / \phi(v)$.

The proof is postponed in Section 4.4. Note that we can assume without loss of generality that $t \mapsto \phi(t)$ is concave increasing and continuously differentiable only for large $t$; see Lemma 21.

Our assumptions and results can be compared to [5] which also establish convergence in Wasserstein distance at a subgeometric rate under the single drift condition $\mathrm{H} 3(\phi, V, b)$ and the following assumptions

B-(i) For all $x, y \in E, W_{d}(P(x, \cdot), P(y, \cdot)) \leq d(x, y)$.
B-(ii) There exists $\eta>0$ such that the level set $\Delta=\left\{(x, y): V(x)+V(y) \leq \phi^{\leftarrow}(2 b)+\eta\right\}$ is $d$-small for $P$ : there exists $\epsilon>0$ such that for any $x, y \in \Delta, W_{d}(P(x, \cdot), P(y, \cdot)) \leq(1-\epsilon) d(x, y)$.
Under these conditions, [5, Theorem 2.1] shows the existence and uniqueness of the stationary distribution $\pi$ and provides rates of convergence to stationarity in the Wasserstein distance $W_{d}$; expressions for these rates are provided in the last row of Table 1 for various choices of functions $\phi$. It can be seen that our results always improve the rates of convergence when compared to those of [5]

Let us compare the assumptions of Theorem 3 to (B). It follows from [25, Corollary 5.22] that under B-(i) and B-(ii), there exists a coupling kernel for $P$ (which is the coupling kernel realizing the lower bound in the Monge-Kantorovitch duality theorem) such that $\mathrm{H} 1(\Delta, 1, \epsilon)$ holds. Since Theorem 4 establishes that a single drift condition of the form H3 implies a drift condition of the form H2, the assumptions of [5, Theorem 2.1] essentially differ from the assumptions of Theorem 3 through the coupling set assumption: [5, Theorem 2.1] only covers coupling sets of order 1 when our result covers coupling sets of order $\ell$, for any $\ell \geq 1$. This is an unnatural and sometimes annoying restriction since in practical examples the order $\ell$ is most likely to be large (see e.g. the examples in Section 3). Note that the strategy consisting in applying a result for a coupling set of order 1 to the $\ell$-iterated kernel is not equivalent to applying a result for a coupling set of order $\ell$ to the one iterated kernel; we provide an illustration of this claim in Section 3.1. Checking H1 $(\Delta, \ell, \epsilon)$ is easier than checking (B) since allowing the coupling set to be of any order provides far more flexibility.

Our results can also be compared to the explicit rates in [8] derived for convergence in total variation distance. In [8], q it is assumed that $P$ is phi-irreducible, aperiodic, that the drift condition H 3 holds and that the level sets $\{V \leq v\}$ are small in the usual sense, i.e. for some $\ell \in \mathbb{N}^{*}, \epsilon \in(0,1)$ and a probability $\nu$ that may depend upon the level set, $P^{\ell}(x, A) \geq \epsilon \nu(A)$, for all $x \in\{V \leq v\}$ and $A \in \mathcal{B}(E)$. Under these assumptions, $\left[8\right.$, Proposition 2.5] shows that for any $x \in E, \lim _{n \rightarrow \infty} \phi\left(H_{\phi}^{\leftarrow}(n)\right) W_{d_{0}}\left(P^{n}(x, \cdot), \pi\right)=0$, where $W_{d_{0}}$ is the total variation distance. Table 1 displays the rate $r_{\phi}$ obtained in [8] (see penultimate row) and the rates given by Theorem 3 (row 2): our results coincide with [8] for the polynomial and logarithmic cases and the logarithm of the rate differs by a constant (which can be chosen arbitrarily close to one in our case) in the subexponential case. Nevertheless, we would like to stress that our conditions do not require $\phi$-irreducibility and therefore apply in more general contexts.

## 3. Application

### 3.1. A symmetric random walk Metropolis algorithm

Let $E \stackrel{\text { def }}{=}\{k / 4 ; k \in \mathbb{Z}\}$ endowed with the trivial distance $d_{0}$, thus $\left(E, d_{0}\right)$ is a Polish space. Consider a symmetric random walk Metropolis (SRWM) algorithm on $E$ for an heavy tailed target distribution $\pi$ given by

$$
\begin{equation*}
\pi(x) \propto 1 /(1+|x|)^{1+h}, \quad \text { for all } x \in E \tag{8}
\end{equation*}
$$

where $h \in(0,1 / 2)$. Starting at $x \in E$, the Metropolis algorithm proposes at each iteration, a candidate $y$ from a random walk with a symmetric increment distribution $q$ on $E$. The move is accepted with probability $\alpha(x, y)=1 \wedge(\pi(y) / \pi(x))$. The Markov kernel associated with the SRWM algorithm is given, for all $x \in E$ and $A \subset E$, by

$$
P(x, A)=\sum_{y, x+y \in A} \alpha(x, x+y) q(y)+\delta_{x}(A) \sum_{y \in E}(1-\alpha(x, x+y)) q(y) .
$$

Assume that $q$ is the uniform distribution on $\{-1 / 4,0,1 / 4\}$. It is easily checked that $P$ is irreducible and aperiodic. In the following, we prove that [5, Theorem 2.1] cannot be applied to this case, contrary to Theorem 3.

We first prove that $P$ cannot be geometrically ergodic. The proof essentially follows from [15, Theorem 2.2 , where the authors established necessary and sufficient conditions for the geometric and the polynomial ergodicity of random walk type Markov chains on $\mathbb{R}$.

Proposition 5. $P$ is not geometrically ergodic.
Proof: The proof is by contradiction: we assume that $P$ is geometrically ergodic. Since it is also $P$ irreducible and aperiodic, the stationary distribution $\pi$ is unique and geometrically regular: for any set $A$ such that $\pi(A)>0$, there exists $L>1$ such that $\mathbb{E}_{\pi}\left[L^{\tau_{A}}\right]=\sum_{x \in E} \pi(x) \mathbb{E}_{x}\left[L^{\tau_{A}}\right]<\infty$, where $\tau_{A}$ is the return time to $A$. Choose $M>0, A=\{x \in E,|x| \leq M\}$. Since for $|x| \geq M, \tau_{A} \geq 4(|x|-M) \mathbb{P}_{x}$-a.s. the regularity of $\pi$ claims that there exists $L>1$ such that $\sum_{x \in \mathbb{Z}} L^{|x|} \pi(x)<\infty$. This clearly yields to a contradiction.

We then show that the Markov kernel $P$ satisfies a sub-geometric drift condition. For $s \geq 0$, set $V_{s}(x)=$ $1 \vee|x|^{s}$.

Proposition 6. For all $s \in(2,2+h)$, there exist $b, c>0$ such that for all $x \in E$

$$
\begin{equation*}
P V_{s}(x) \leq V_{s}(x)-c V_{s}(x)^{(s-2) / s}+b \tag{9}
\end{equation*}
$$

Proof: We have for all $x \geq 5 / 4$,

$$
\begin{aligned}
P V_{s}(x)-V_{s}(x)= & \left(x^{s} / 3\right)\left(\left(\left(1-(4 x)^{-1}\right)^{s}-1\right)-(1-1 /(5+4 x))^{1+h}\left(1-\left(1+(4 x)^{-1}\right)^{s}\right)\right) \\
& =x^{s-2} s(s-h-2) / 48+o\left(x^{s-2}\right) .
\end{aligned}
$$

The same expansion remains valid as $x \rightarrow-\infty$ upon replacing $x$ by $-x$.
Using this result, [8, Proposition 2.5] shows that for any $x \in E, P^{n}(x, \cdot)$ converges to $\pi$ in total variation norm, at the rates $n^{\tilde{h}}$ for all $\tilde{h} \in(0, h / 2)$.

We can also apply Theorem 4 and Theorem 3-(i). For any $s \in(2,2+h), \mathrm{H} 3\left(\phi_{s}, V_{s}, b\right)$ is satisfied with $\phi_{s}(x)=c x^{(s-2) / s}, V_{s}(x)=1 \vee|x|^{s}$ and $b<+\infty$. For $x, y \in E$ and $A, B \subset E$, consider the following kernel:

$$
Q((x, y),(A \times B))=P(x, A) P(y, B) 1_{\{x \neq y\}}+P(x, A \cap B) 1_{\{x=y\}}
$$

Clearly, $Q$ is a coupling kernel for $P$. Let us prove that for any $M>0$ and any $\ell \geq 4 M$, there exists $\epsilon>0$ such that $\mathrm{H} 1(\Delta, \ell, \epsilon)$ holds with $\Delta=\{|x| \vee|y| \leq M\}$. We have $Q d_{0}(x, y) \leq d_{0}(x, y)$ for every $x \neq y \in E$ and by definition of $Q, Q d_{0}(x, x)=0$ for every $x \in E$. Let $M>0, \ell \geq 4 M$. For any $x, y \in\{|x| \vee|y| \leq M\}$ such that $|x|<|y|$

$$
\widetilde{\mathbb{P}}_{x, y}\left[X_{\ell}=Y_{\ell}\right] \geq \widetilde{\mathbb{P}}_{x, y}\left[X_{4|y|}=Y_{4|y|}\right] \geq \widetilde{\mathbb{P}}_{x, y}\left[\tau_{0}^{X}=4|x|, X_{4|x|+1}=0, \ldots, X_{4|y|}=0, \tau_{0}^{Y}=4|y|\right]
$$

where $\tau_{0}^{X}=\inf \left\{n \geq 1, X_{n}=0\right\}$ and $\tau_{0}^{Y}=\inf \left\{n \geq 1, Y_{n}=0\right\}$. Since
$\widetilde{\mathbb{P}}_{x, y}\left[\tau_{0}^{X}=4|x|\right] \geq(1 / 3)^{4|x|}, \widetilde{\mathbb{P}}_{x, y}\left[\tau_{0}^{Y}=4|y|\right] \geq(1 / 3)^{4|y|}, \widetilde{\mathbb{P}}_{x, y}\left[X_{4|x|+1}=0, \ldots, X_{4|y|}=0\right] \geq(1 / 3)^{4(|y|-|x|)}$,
it follows that $Q^{\ell} d_{0}(x, y)=1-\widetilde{\mathbb{P}}_{x, y}\left[X_{\ell}=Y_{\ell}\right] \leq 1-(1 / 3)^{8|y|} \leq 1-(1 / 3)^{8 M} d_{0}(x, y)$. This inequality remains valid when $x=y$. This concludes the proof of $\mathrm{H} 1(\Delta, \ell, \epsilon)$. By Theorem 4, the kernel $P$ is subgeometrically ergodic in total variation distance at the rates $n^{\tilde{h}}$, for $\tilde{h} \in(0, h / 2)$.

In this example, [5, Theorem 2.1] cannot be applied. Indeed, on one hand, for any $M>0$ the set $\Delta_{M}=\{|x| \vee|y| \leq M\}$ is a $\left(1, \epsilon, d_{0}\right)$-coupling set for $P^{\ell}$ iff $l \geq 4 M$. This property is a consequence of the above discussion (for the converse implication) and of the equality $W_{d_{0}}\left(P^{\ell}(x, \cdot), P^{\ell}(y, \cdot)\right)=1$ if $|x-y|>\ell / 2$ (for the direct implication). On the other hand, in order to check B-(ii) for some $\ell$-iterated kernel $P^{\ell}$, we have to prove that there exits $\eta>0$ such that $\Delta_{\star}=\left\{(x, y) \in E^{2} ; V_{s}(x)+V_{s}(y) \leq(2 b \ell / c)^{s /(s-2)}+\eta\right\}$ is
a $\left(1, \epsilon, d_{0}\right)$-coupling set for $P^{\ell}$ - the constants $b, c$ are given by Proposition 6 . Unfortunately, since $b / c \geq 1$ (apply the drift inequality 9 with $x=0$ ), and $1 /(s-2) \geq 2$, we get

$$
\left\{(x, y) \in E,|x| \vee|y| \leq 4 \ell^{2}\right\} \subset\left\{x, y \in E ;|x| \vee|y| \leq(2 b \ell / c)^{1 /(s-2)}\right\} \subset \Delta_{\star}
$$

Therefore whatever $\ell, \Delta_{\star}$ is not a $\left(1, \epsilon, d_{0}\right)$ coupling set for $P^{\ell}$.

### 3.2. Non linear autoregressive model

In this section, we consider the functional autoregressive process $\left\{X_{n}, n \in \mathbb{N}\right\}$ on $E=\mathbb{R}^{p}$, given by $X_{n+1}=g\left(X_{n}\right)+Z_{n+1}$ Denote by $\|\cdot\|$ the Euclidean norm on $E$ and $\mathrm{B}(x, M)$ the ball of radius $M \geq 0$ and centered at $x \in \mathbb{R}^{p}$, associated with this norm. Consider the following assumptions:
AR1. $\left\{Z_{n}, n \in \mathbb{N}^{*}\right\}$ is an independent and identically distributed (i.i.d.) zero-mean $\mathbb{R}^{p}$-valued sequence, independent of $X_{0}$, and satisfying $\int \exp \left(\beta_{0}\|z\|^{\kappa_{0}}\right) \mu(\mathrm{d} z)<+\infty$, where $\mu$ is the distribution of $Z_{1}$ for some $\beta_{0}>0$ and $\kappa_{0} \in(0,1]$.
AR2. For all $M>0, g: \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ is $C_{M}$-Lipschitz on $\mathrm{B}(0, M)$ with respect to $\|\cdot\|$ where $C_{M} \in(0,1)$. Furthermore, there exist positive constants $r, M_{0}$, and $\rho \in[0,2)$, such that $\|g(x)\| \leq\|x\|\left(1-r\|x\|^{-\rho}\right) \quad$ if $\|x\| \geq$ $M_{0}$.

A simple example of function $g$ satisfying AR2 is $x \mapsto x \cdot \max \left(1 / 2,1-1 /\|x\|^{\rho}\right)$ with $\rho \in[0,2)$. Denote by $P$ the Markov kernel defined by the process $\left(X_{n}\right)_{n}$. Proposition 7 establishes H3 $(\phi, V, b)$ in the case where $\rho>\kappa_{0}$, and a geometric drift condition in the other case.
Proposition 7. [8, Theorem 3.3] Assume AR1 and AR2.
(i) If $\rho>\kappa_{0}$, there exist $\beta \in\left(0, \beta_{0}\right)$ and $b, c>0$ such that $H 3(\phi, V, b)$ holds with $\phi(x):=c x(1+$ $\log (x))^{1-\rho /\left(\kappa_{0} \wedge(2-\rho)\right)}$ and $V(x):=\exp \left(\beta\|x\|^{\kappa_{0} \wedge(2-\rho)}\right)$.
(ii) It $\rho \leq \kappa_{0}$, then there exist $b<+\infty$ and $\zeta \in(0,1)$ such that for all $x \in \mathbb{R}^{p}, P V(x) \leq \zeta V(x)+b$ where $V(x)=\exp \left(\beta\|x\|^{\kappa_{0}}\right)$ with $\beta \in\left(0, \beta_{0}\right)$.

Proof: The proof of Proposition 7 is along the same lines as [8, Theorem 3.3] and is omitted ${ }^{1}$
Consider the coupling kernel $Q$ defined for all $x, y \in E$ and $A \in \mathcal{B}(E \times E)$ by

$$
\begin{equation*}
Q((x, y), A)=\int 1_{A}(g(x)+z, g(y)+z) \mu(\mathrm{d} z) \tag{10}
\end{equation*}
$$

For $\eta>0$, define $d_{\eta}(x, y) \stackrel{\text { def }}{=} 1 \wedge \eta^{-1}\|x-y\|$.
Proposition 8. Assume AR1-AR2. For any $M>0$, there exists $\epsilon>0$ such that $H 1\left(\Delta_{M}, 1, \epsilon\right)$ is satisfied with $\Delta_{M}=\mathrm{B}(0, M) \times \mathrm{B}(0, M)$.
Proof: Since $d_{\eta}(x, y)=\|x-y\| / \eta$ for any $x, y \in \mathrm{~B}(0, M)$ and $\eta=2 M$, we get under AR2,

$$
\begin{equation*}
\mathbb{E}\left[d_{\eta}\left(g(x)+\epsilon_{1}, g(y)+\epsilon_{1}\right)\right] \leq \eta^{-1}\|g(x)-g(y)\| \wedge 1 \leq C_{M} \eta^{-1}\|x-y\| \leq C_{M} d_{\eta}(x, y) \tag{11}
\end{equation*}
$$

Finally, since AR2 implies that $g$ is 1 -Lipschitz on $\mathbb{R}^{p}$, (11) shows that $\mathbb{E}\left[d_{\eta}\left(g(x)+\epsilon_{1}, g(y)+\epsilon_{1}\right)\right] \leq d_{\eta}(x, y)$ for all $x, y \in \mathbb{R}^{p}$.

For all $\eta, \eta^{\prime}>0, d_{\eta}$ and $d_{\eta^{\prime}}$ are Lipschitz equivalent, i.e., there exists $C>0$ such that for all $x, y \in \mathbb{R}^{p}$, $C^{-1} d_{\eta}(x, y) \leq d_{\eta^{\prime}}(x, y) \leq C d_{\eta}(x, y)$, which implies (see (1)) that $W_{d_{\eta}}$ and $W_{d_{\eta^{\prime}}}$ are Lipschitz equivalent.
Theorem 9. Assume AR1 and AR2 hold. Then $P$ admits a unique invariant distribution $\pi$.

[^1](i) If $\rho>\kappa_{0}$, there exist two constants $C_{1}$ and $C_{2}$ such that for all $x \in \mathbb{R}^{p}$ and $n \in \mathbb{N}^{*}$
$$
W_{d_{1}}\left(P^{n}(x, \cdot), \pi\right) \leq C_{1} V(x) \exp \left(-C_{2} n^{\varsigma}\right)
$$
where $\varsigma=\left(\kappa_{0} \wedge(2-\rho)\right) / \rho$.
(ii) If $\rho \leq \kappa_{0}$, then there exist $\tilde{\zeta} \in(0,1)$ and a constant $C$ such that for all $x \in \mathbb{R}^{p}$ and $n \in \mathbb{N}^{*}$
$$
W_{d_{1}}\left(P^{n}(x, \cdot), \pi\right) \leq C_{1} V(x) \tilde{\zeta}^{n}
$$

Proof: By application of Corollary 2, Theorem 3 and Theorem 4, we deduce (i) from Proposition 7-(i) and Proposition 8. By an application of [12, Theorem 4.8, Corollary 4.11], we deduce (ii) from Proposition 7-(ii) and Proposition 8.

Perhaps surprisingly, we cannot relax the condition $\kappa_{0} \in(0,1]$, to obtain geometric convergence for $1<$ $\rho \leq \kappa_{0}$. Indeed, [21, Theorem 3.2(a)] provides an example where AR1 and AR2 are satisfied for $\kappa_{0}=2$ and $\rho \in(1,2)$, but the chain fails to be geometrically ergodic (for the total variation distance).

### 3.3. The preconditioned Crank-Nicolson algorithm

In this section, we consider the preconditioned Crank-Nicolson algorithm introduced in [3] and analyzed in [13] for sampling in a separable Hilbert space $(\mathcal{H},\|\cdot\|)$ a distribution with density $\pi \propto \exp (-g)$ with respect to a zero-mean Gaussian measure $\gamma$ with covariance operator C; see [4]. This algorithm is studied in [13] under conditions which imply the geometric convergence in Wasserstein distance. We consider the

```
Algorithm 1: Preconditioned Crank-Nicolson Algorithm
    Data: \(\rho \in[0,1)\)
    Result: \(\left\{X_{n}, n \in \mathbb{N}\right\}\)
    begin
        Initialize \(X_{0}\)
        for \(n \geq 0\) do
            Generate \(Z_{n+1} \sim \gamma\).
            Generate \(U_{n+1} \sim \mathcal{U}([0,1])\)
            if \(U_{n+1} \leq \alpha\left(X_{n}, \rho X_{n}+\sqrt{1-\rho^{2}} Z_{n+1}\right)=1 \wedge \exp \left(g\left(X_{n}\right)-g\left(\rho X_{n}+\sqrt{1-\rho^{2}} Z_{n+1}\right)\right)\) then
                \(X_{n+1}=\rho X_{n}+\sqrt{1-\rho^{2}} Z_{n+1}\)
            else
                    \(X_{n+1}=X_{n}\)
```

convergence of the Crank-Nicolson algorithm under the weaker condition CN1 below for which the results in [13] cannot be applied. We will show that subgeometric convergence can nevertheless be obtained.

CN 1. The function $g: \mathcal{H} \rightarrow \mathbb{R}$ is $\beta$-Hölder for some $\beta \in(0,1]$ i.e., there exists $C_{g}$, such that for all $x, y \in \mathcal{H},|g(x)-g(y)| \leq C_{g}\|x-y\|^{\beta}$.

Examples of densities satisfying CN1 are $g(x)=-\|x\|^{\beta}$ with $\beta \in(0,1]$. The following Theorem implies that under CN1, $\exp (-g)$ is $\gamma$-integrable (see [4, Theorem 2.8.5]).
Theorem 10 (Fernique's theorem). There exist $\theta \in \mathbb{R}_{+}^{*}$ and a constant $C_{\theta}$ such that $\int_{\mathcal{H}} \exp \left(\theta\|\xi\|^{2}\right) \mathrm{d} \gamma(\xi) \leq$ $C_{\theta}$.

The Crank-Nicolson kernel $P_{\text {cn }}$ has been shown to be geometrically ergodic by [13] under the assumptions that $g$ is globally Lipschitz and that there exist positive constants $C, M_{1}, M_{2}$ such that for $x \in \mathcal{H}$ with $\|x\| \geq M_{1}, \inf _{z \in \overline{\mathrm{~B}}\left(\rho x, M_{2}\right)} \exp (g(x)-g(z)) \geq C$ (see [13, Assumption 2.10-2.11]), where we denote by $\mathrm{B}(x, M)$ the open ball centered at $x \in \mathcal{H}$ and of radius $M>0$ associated with $\|\cdot\|$, and by $\overline{\mathrm{B}}(x, M)$ its closure. Such an assumption implies that the acceptance ratio $\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} \xi\right)$ is bounded from below as $\|x\| \rightarrow \infty$
uniformly on $\xi \in \overline{\mathrm{B}}\left(0, M_{2} / \sqrt{1-\rho^{2}}\right)$. In CN1, this condition is weakened in order to address situations in which the acceptance-rejection ratio vanishes when $\|x\| \rightarrow \infty$ : this happens when $\lim _{\|x\| \rightarrow+\infty}\{g(\rho x)-g(x)\}=$ $+\infty$. We first check that $\mathrm{H} 3(\phi, V, b)$ is satisfied with

$$
\begin{equation*}
V(x)=\exp \left(s\|x\|^{2}\right) \tag{12}
\end{equation*}
$$

where $s=(1-\rho)^{2} \theta / 16$ and $\theta$ is given by Theorem 10 .
Proposition 11. Assume $C N 1$, and let $\rho \in[0,1)$. Then there exist $b \in \mathbb{R}_{+}$and $c \in(0,1)$ such that for all $x \in \mathcal{H}$

$$
P_{\mathrm{cn}} V(x) \leq V(x)-\phi \circ V(x)+b
$$

where $\phi \in \mathbb{F}$ and $\phi(t) \sim_{t \rightarrow \infty}$ ct $\exp \left(-\{\log (t) / \kappa\}^{\beta / 2}\right)$, with $\kappa=\theta C_{g}^{-2 / \beta} / 36$.
Proof: The proof is postponed to Section 5.1.
We now deal with showing H1. To that goal, we introduce the distance $d_{\eta}(x, y)=1 \wedge \eta^{-1}\|x-y\|^{\beta}$, for any $\eta>0$, and for $x, y \in E$ the basic coupling $Q_{\text {cn }}$ between $P_{\mathrm{cn}}(x, \cdot)$ and $P_{\mathrm{cn}}(y, \cdot)$ : the same Gaussian variable $\Xi$ and the same uniform variable $U$ are generated to build $X_{1}$ and $Y_{1}$, with initial conditions $x, y$. Define $\Lambda_{(x, y)}(z)=\left(\rho x+\sqrt{1-\rho^{2}} z, \rho y+\sqrt{1-\rho^{2}} z\right)$ and $\widetilde{\gamma}_{(x, y)}$ the pushforward of $\gamma$ by $\Lambda_{(x, y)}$. Then an explicit form of $Q_{\mathrm{cn}}$ is given, for $A \in \mathcal{B}(\mathcal{H} \times \mathcal{H})$, by:

$$
\begin{align*}
& Q_{\mathrm{cn}}((x, y), A)=\int_{A} \alpha(x, v) \wedge \alpha(y, t) \mathrm{d} \widetilde{\gamma}_{(x, y)}(v, t)+\int_{\mathcal{H} \times \mathcal{H}}(\alpha(y, t)-\alpha(x, v))_{+} 1_{A}(x, t) \mathrm{d} \widetilde{\gamma}_{(x, y)}(v, t) \\
& \quad+\int_{\mathcal{H} \times \mathcal{H}}(\alpha(x, v)-\alpha(y, t))_{+} 1_{A}(v, y) \mathrm{d} \widetilde{\gamma}_{(x, y)}(v, t)+\delta_{(x, y)}(A) \int_{\mathcal{H} \times \mathcal{H}}(1-\alpha(x, v) \vee \alpha(y, t)) \mathrm{d} \widetilde{\gamma}_{(x, y)}(v, t) \tag{13}
\end{align*}
$$

where for $u \in \mathbb{R},(u)_{+}=\max (u, 0)$. The following Proposition shows that H1 is satisfied.
Proposition 12. Assume CN1. There exists $\eta>0$ such that, $Q_{\mathrm{cn}}$ is a $d_{\eta}$-weak contraction and for every $u>1$, there exist $\ell \geq 1$ and $\epsilon>0$ such that $\{V \leq u\}^{2}$ is a $\left(\ell, \epsilon, d_{\eta}\right)$-coupling set.
Proof: See Section 5.2
Note that for all $\eta>0, d_{\eta}$ is Lipschitz equivalent to $d_{1}$, therefore $W_{d_{\eta}}$ and $W_{d_{1}}$ are Lipschitz equivalent. As a consequence of Proposition 11, Proposition 12, Theorem 3 and Theorem 4, we have

Theorem 13. Let $P_{\mathrm{cn}}$ be the kernel of the preconditioned Crank-Nicolson algorithm with target density $\mathrm{d} \pi \propto \exp (-g) \mathrm{d} \gamma$ and design parameter $\rho \in[0,1)$. Assume CN1. Then $P_{\mathrm{cn}}$ admits $\pi$ as a unique invariant probability measure and there exist $C_{1}, C_{2}$ such that for all $n \in \mathbb{N}^{*}$ and $x \in \mathcal{H}$

$$
W_{d_{1}}\left(P_{\mathrm{cn}}^{n}(x, \cdot), \pi\right) \leq C_{1} V(x) \exp \left(-\kappa\left(\log (n)-C_{2} \log (\log (n))\right)^{2 / \beta}\right)
$$

where $V$ is given by (12), $d_{1}(x, y)=\|x-y\|^{\beta} \wedge 1$ and $\kappa=\theta C_{g}^{-2 / \beta} / 36$ for $\theta$ given by Theorem 10.

## 4. Proofs of Section 2

In this section, $C$ is a constant which may take different values upon each appearance.
For $\Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$ and a canonical Markov chain on the space $\left((E \times E)^{\mathbb{N}},(\mathcal{B}(E) \otimes \mathcal{B}(E))^{\otimes \mathbb{N}}\right)$, denote by $T_{0}=\inf \left\{n \geq \ell,\left(X_{n}, Y_{n}\right) \in \Delta\right\}$ the first return time to $\Delta$ after $\ell-1$ steps. Then, define recursively for $j \geq 1$,

$$
\begin{equation*}
T_{j}=T_{0} \circ \theta^{T_{j-1}}+T_{j-1}=T_{0}+\sum_{k=0}^{j-1} T_{0} \circ \theta^{T_{k}} \tag{14}
\end{equation*}
$$

where $\theta$ is the shift operator.
Let $Q$ be a coupling kernel for $P$. Hereafter, $\left\{\left(X_{n}, Y_{n}\right), n \in \mathbb{N}\right\}$ is the canonical Markov chain on the space $\left((E \times E)^{\mathbb{N}},(\mathcal{B}(E) \otimes \mathcal{B}(E))^{\otimes \mathbb{N}}\right)$ with Markov kernel $Q$. We denote by $\widetilde{\mathbb{P}}_{x, y}$ and $\widetilde{\mathbb{E}}_{x, y}$ the associated canonical probability and expectation, respectively, when the initial distribution of the Markov chain is the Dirac mass at $(x, y)$.

For any $n \in \mathbb{N}^{\star}$ and $x, y \in E$, the $n$-iterated kernel $Q^{n}((x, y), \cdot)$ is a coupling of $\left(P^{n}(x, \cdot), P^{n}(y, \cdot)\right)$; hence $W_{d}\left(P^{n}(x, \cdot), P^{n}(y, \cdot)\right) \leq \widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right]$. Define the filtration $\left\{\widetilde{\mathcal{F}}_{n}, n \geq 0\right\}$ by $\widetilde{\mathcal{F}}_{n}=\sigma\left(\left(X_{k}, Y_{k}\right), k \leq n\right)$.
Proposition 14. Assume that there exists a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$ and $\epsilon>0$ such that $H 1(\Delta, \ell, \epsilon)$. Then, for all $x, y \in E$, and $n \geq 0, m \geq 0$ :

$$
\widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq(1-\epsilon)^{m}+\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right]
$$

Proof: Set $Z_{n}=d\left(X_{n}, Y_{n}\right)$; under $\operatorname{H1}(\Delta, \ell, \epsilon),\left\{\left(Z_{n}, \widetilde{\mathcal{F}}_{n}\right)\right\}_{n \geq 0}$ is a bounded non-negative supermartingale and for all $(x, y) \in \Delta, \widetilde{\mathbb{E}}_{x, y}\left[Z_{\ell}\right] \leq(1-\epsilon) d(x, y)$. Denote by $Z_{\infty}$ its $\widetilde{\mathbb{P}}_{x, y}$-a.s limit. By the optional stopping theorem, we have for every $m \geq 0$ : $\widetilde{\mathbb{E}}_{x, y}\left[Z_{T_{m+1}} \mid \widetilde{\mathcal{F}}_{T_{m}+\ell}\right] \leq Z_{T_{m}+\ell}$. On the other hand, by the strong Markov, $\widetilde{\mathbb{E}}_{x, y}\left[Z_{T_{m}+\ell} \mid \widetilde{\mathcal{F}}_{T_{m}}\right] \leq(1-\epsilon) Z_{T_{m}}$. By combining these two relations, we get: $\widetilde{\mathbb{E}}_{x, y}\left[Z_{T_{m+1}} \mid \widetilde{\mathcal{F}}_{T_{m}}\right] \leq(1-\epsilon) Z_{T_{m}}$. Since $Z_{n}$ is upper bounded by 1 , the proof follows from [16, lemma 3.1].

### 4.1. Proof of Theorem 1

By Proposition 14 and the Markov inequality for all $m \geq 0$, we get

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq(1-\epsilon)^{m}+n^{-1} \widetilde{\mathbb{E}}_{x, y}\left[T_{m}\right] \tag{15}
\end{equation*}
$$

Using (14) and the strong Markov property, we obtain $\widetilde{\mathbb{E}}_{x, y}\left[T_{m}\right]=\widetilde{\mathbb{E}}_{x, y}\left[T_{0}\right]+\widetilde{\mathbb{E}}_{x, y}\left[\sum_{k=0}^{m-1} \widetilde{\mathbb{E}}_{X_{T_{k}}, Y_{T_{k}}}\left[T_{0}\right]\right]$. Using [18, Proposition 11.3.3] and the Markov property we have that

$$
\widetilde{\mathbb{E}}_{x, y}\left[T_{0}\right] \leq Q^{\ell-1} \mathcal{V}(x, y)+b+\ell-1
$$

which implies that $\widetilde{\mathbb{E}}_{x, y}\left[T_{m}\right] \leq m \sup _{(x, y) \in \Delta} Q^{\ell-1} \mathcal{V}(x, y)+Q^{\ell-1} \mathcal{V}(x, y)+(m+1)(b+\ell-1)$, where the constant $b$ is defined in (3). Plugging this inequality into (15) and taking $m=\lceil-\log (n) / \log (1-\epsilon)\rceil$ implies that there exists $C<\infty$ satisfying

$$
\begin{equation*}
Q^{n} d(x, y)=\widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq C(\log (n) / n) Q^{\ell-1} \mathcal{V}(x, y) \leq C(\log (n) / n) \mathcal{V}(x, y) \tag{16}
\end{equation*}
$$

where we have used that $Q^{\ell-1} \mathcal{V}(x, y) \leq \mathcal{V}(x, y)+b(\ell-1)$ (the constant $C$ takes different values upon each appearance).

## Uniqueness of the invariant probability

The proof is by contradiction. Assume that there exist two invariant distributions $\pi$ and $\nu$, and let $\lambda \in \mathcal{C}(\pi, \nu)$. According to Lemma 23-(i), we have for every integer $n$,

$$
W_{d}(\pi, \nu)=W_{d}\left(\pi P^{n}, \nu P^{n}\right) \leq \int_{E \times E} Q^{n} d(x, y) \lambda(\mathrm{d} x, \mathrm{~d} y)
$$

We prove that the RHS converges to zero by application of the dominated convergence theorem. It follows from (16) that for all $x, y \in E$ and $n \geq 0, g_{n}(x, y) \stackrel{\text { def }}{=} Q^{n} d(x, y) \leq C \mathcal{V}(x, y) \log (n) / n$ for some $C<\infty$. Therefore, the sequence of functions $\left\{g_{n}, n \in \mathbb{N}\right\}$ converges pointwise to 0 . Since $d \leq 1, g_{n}(x, y) \leq 1$. Hence, by the Lebesgue theorem, $\int_{E \times E} g_{n}(x, y) \lambda(\mathrm{d} x, \mathrm{~d} y) \underset{n \rightarrow+\infty}{\longrightarrow} 0$ showing that $W_{d}(\pi, \nu)=0$, or equivalently $\nu=\pi$ since $W_{d}$ is a distance on $\mathcal{P}(E)$.

## Existence of an invariant measure

Let $x_{0} \in E$. We first show that there exists $\left\{m_{k}, k \in \mathbb{N}\right\}$ such that $\left\{P^{m_{k}}\left(x_{0}, \cdot\right), k \in \mathbb{N}\right\}$ is a Cauchy sequence for $W_{d}$. Let $n, k \in \mathbb{N}^{*}$ and choose $M \geq 1$. By Lemma 23-(i):

$$
\begin{align*}
& W_{d}\left(P^{n}\left(x_{0}, \cdot\right), P^{n+n_{k}}\left(x_{0}, \cdot\right)\right) \leq \inf _{\lambda \in \mathcal{C}\left(\delta_{x_{0}}, P^{\left.n_{k}\left(x_{0}, \cdot\right)\right)}\right.}\left\{\int_{E \times E} 1_{\{\mathcal{V}(z, t) \geq M\}} Q^{n} d(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t)+\right. \\
&\left.\int_{E \times E} 1_{\{\mathcal{V}(z, t)<M\}} Q^{n} d(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t)\right\} \tag{17}
\end{align*}
$$

We consider separately the two terms. Set $M_{\psi}=\sup _{k} P^{n_{k}}\left[\psi \circ \mathcal{V}_{x_{0}}\right]\left(x_{0}\right)$. Let $\lambda \in \mathcal{C}\left(\delta_{x_{0}}, P^{n_{k}}\left(x_{0}, \cdot\right)\right)$. Since $d$ is bounded by 1 , we get

$$
\begin{align*}
\int_{E \times E} 1_{\{\mathcal{V}(z, t) \geq M\}} Q^{n} d(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t) \leq \int_{E \times E} 1_{\{\mathcal{V}(z, t) \geq M\}} \lambda(\mathrm{d} z, \mathrm{~d} t) \leq P^{n_{k}}\left(x_{0},\left\{\mathcal{V}_{x_{0}} \geq M\right\}\right) \\
\leq P^{n_{k}}\left(x_{0},\left\{\psi \circ \mathcal{V}_{x_{0}} \geq \psi(M)\right\}\right) \leq P^{n_{k}}\left[\psi \circ \mathcal{V}_{x_{0}}\right]\left(x_{0}\right) / \psi(M) \leq M_{\psi} / \psi(M) \tag{18}
\end{align*}
$$

where we have used (4) and the Markov inequality. In addition by (16), there exists $C>0$ such that:

$$
\int_{E \times E} 1_{\{\mathcal{V}(z, t)<M\}} Q^{n} d(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t) \leq C(\log (n) / n) \int_{E \times E} 1_{\{\mathcal{V}(z, t)<M\}} \mathcal{V}(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t)
$$

Furthermore, $x \mapsto \psi(x) / x$ is non-increasing so that $\mathcal{V}(z, t) \leq M \psi(\mathcal{V}(z, t)) / \psi(M)$ on $\{\mathcal{V}(z, t) \leq M\}$. This inequality and (4) imply

$$
\begin{equation*}
\int_{E \times E} 1_{\{\mathcal{V}(z, t)<M\}} Q^{n} d(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t) \leq C(\log (n) / n) M_{\psi} M / \psi(M) \tag{19}
\end{equation*}
$$

Plugging (18) and (19) in (17), we have for every $M>0, n, k \in \mathbb{N}^{*}$

$$
W_{d}\left(P^{n}\left(x_{0}, \cdot\right), P^{n+n_{k}}\left(x_{0}, \cdot\right)\right) \leq \frac{M_{\psi}}{\psi(M)}+C(\log (n) / n)\left(M_{\psi} M / \psi(M)\right)
$$

Setting $M=n / \log (n)$, we get that for all $n, k \in \mathbb{N}^{*}$

$$
\begin{equation*}
W_{d}\left(P^{n}\left(x_{0}, \cdot\right), P^{n+n_{k}}\left(x_{0}, \cdot\right)\right) \leq C / \psi(n / \log (n)) \tag{20}
\end{equation*}
$$

Since $\lim _{x \rightarrow+\infty} \psi(x)=+\infty$ and $\lim _{k \rightarrow+\infty} n_{k}=+\infty$ there exists $\left\{u_{k}, k \in \mathbb{N}\right\}$ such that $u_{0}=1$ and for $k \geq 1$, $u_{k}=\inf \left\{n_{l} \mid l \in \mathbb{N} ; \psi\left(n_{l} / \log \left(n_{l}\right)\right) \geq 2^{k}\right\}$. Set $m_{k}=\sum_{i=0}^{k} u_{i}$. Since for all $k \in \mathbb{N}, m_{k+1}=m_{k}+u_{k+1}$, by (20), $W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), P^{m_{k+1}}\left(x_{0}, \cdot\right)\right) \leq C 2^{-k}$, which implies that the series $\sum_{k} W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), P^{m_{k+1}}\left(x_{0}, \cdot\right)\right)$ converges and $\left\{P^{m_{k}}\left(x_{0}, \cdot\right), k \in \mathbb{N}\right\}$ is a Cauchy sequence in $\left(\mathcal{P}(E), W_{d}\right)$.

Since $\left(\mathcal{P}(E), W_{d}\right)$ is Polish, there exists $\pi \in \mathcal{P}(E)$ such that $\lim _{k \rightarrow+\infty} W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), \pi\right)=0$. The second step is to prove that $\pi$ is invariant. Since $\lim _{k \rightarrow+\infty} W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), \pi\right)=0$, by the triangular inequality it holds

$$
\begin{equation*}
W_{d}(\pi, \pi P) \leq \lim _{k \rightarrow+\infty} W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), \delta_{x_{0}} P P^{m_{k}}\right)+\lim _{k \rightarrow+\infty} W_{d}\left(\delta_{x_{0}} P^{m_{k}} P, \pi P\right) \tag{21}
\end{equation*}
$$

By Lemma 23-(i) and (16), there exists $C$ such that for any $k \geq 1$,

$$
\begin{aligned}
& W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), \delta_{x_{0}} P^{m_{k}+1}\right) \leq \inf _{\lambda \in \mathcal{C}\left(\delta_{x_{0}}, \delta_{x_{0}} P\right)} \int_{E \times E} Q^{m_{k}} d(z, t) \mathrm{d} \lambda(z, t) \\
& \leq C\left(\log \left(m_{k}\right) / m_{k}\right) \inf _{\lambda \in \mathcal{C}\left(\delta_{x_{0}}, \delta_{x_{0}} P\right)} \int_{E \times E} \mathcal{V}(z, t) \lambda(\mathrm{d} z, \mathrm{~d} t) \leq C\left(\log \left(m_{k}\right) / m_{k}\right) P \mathcal{V}_{x_{0}}\left(x_{0}\right)
\end{aligned}
$$

By definition, $\lim _{k} m_{k}=+\infty$ so that by (4), the RHS converges to 0 when $k \rightarrow+\infty$. In addition, by Lemma 23-(ii), $W_{d}\left(\delta_{x_{0}} P^{m_{k}} P, \pi P\right) \leq W_{d}\left(P^{m_{k}}\left(x_{0}, \cdot\right), \pi\right)$, and this RHS converges to 0 by definition of $\pi$. Plugging these results in (21) yields $W_{d}(\pi, \pi P)=0$, and therefore $\pi P=\pi$.

### 4.2. Proof of Corollary 2

We prove that the assumptions of Theorem 1 are satisfied. Set $\mathcal{V}(x, y)=1+(V(x)+V(y)) / \phi(2)$. Since $Q$ is a coupling for $P$, it holds

$$
Q \mathcal{V}(x, y)=1+\frac{1}{\phi(2)},(P V(x)+P V(y)) \leq \mathcal{V}(x, y)-\frac{\phi(V(x)+V(y))}{\phi(2)}+b 1_{\Delta}(x, y)
$$

This yields the drift inequality (3) upon noting that $\phi$ is increasing and $V \geq 1$ so that $\phi(V(x)+V(y)) / \phi(2) \geq$ 1. By iterating this inequality, we have for any $\ell$,

$$
\sup _{(x, y) \in \Delta} Q^{\ell-1} \mathcal{V}(x, y) \leq \ell \sup _{(x, y) \in \Delta} \mathcal{V}(x, y)+b \ell
$$

and the RHS is finite since by assumption, $\sup _{(x, y) \in \Delta}(V(x)+V(y))<\infty$.
Under H2 $(\Delta, \phi, V), P V(x) \leq P V(x)+P V\left(x_{0}\right) \leq V(x)-\phi \circ V(x)+b+V\left(x_{0}\right)$ where we have used that $\phi\left(V(x)+V\left(x_{0}\right)\right) \geq \phi(V(x))$. This implies that for every $n \in \mathbb{N}^{*}, n^{-1} \sum_{k=0}^{n-1} P^{k}(\phi \circ V)(x) \leq b+V\left(x_{0}\right)$ $+V(x) / n$ and $\pi(\phi \circ V)<\infty$; see [5, lemma 4.1]. For any $x$, we have $P \mathcal{V}_{x}(x)<\infty$. Finally, since $\phi \in \mathbb{F}$, we can set $\psi=\phi$. Let us define the increasing sequence $\left\{n_{k}, k \in \mathbb{N}\right\}$. Set $M_{\phi}>b+V\left(x_{0}\right)$; there exists an increasing sequence $\left\{n_{k}, k \in \mathbb{N}\right\}$ such that $\lim _{k} n_{k}=+\infty$ and

$$
\begin{equation*}
P^{n_{k}}(\phi \circ V)\left(x_{0}\right) \leq M_{\phi}, \text { for all } k \in \mathbb{N} . \tag{22}
\end{equation*}
$$

### 4.3. Proof of Theorem 3

We preface the proof by some preliminary technical results. By using Proposition 14 , for every $x, y \in E$ and $m \geq 0, \widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq(1-\epsilon)^{m}+\widetilde{\mathbb{P}}_{x, y}\left[T_{m}>n\right]$. The crux of the proof is to obtain estimates of tails of the successive return times to $\Delta$. Following [23], we start by considering a sequence of drift conditions on the product space $E \times E$. For $\Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$, a sequence of measurable functions $\left\{\mathcal{V}_{n}, n \in \mathbb{N}\right\}$, $\mathcal{V}_{n}: E \times E \rightarrow \mathbb{R}_{+}$, a function $r \in \Lambda$ and a constant $b<\infty$, let us consider the following assumption:
A. $\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$ For all $x, y \in E$ :

$$
Q \mathcal{V}_{n+1}(x, y) \leq \mathcal{V}_{n}(x, y)-r(n)+b r(n) 1_{\Delta}(x, y), \quad \text { and } \quad \sup _{(x, y) \in \Delta} Q^{\ell-1} \mathcal{V}_{0}(x, y)<\infty
$$

Under $\mathbf{A}\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$, we first obtain bounds on the moments $\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{0}\right)\right]$ for $x, y \in E$ (see Proposition 15), where

$$
\begin{equation*}
R(t)=1+\int_{0}^{t} r(s) \mathrm{d} s, t \geq 0 \tag{23}
\end{equation*}
$$

We will then deduce bounds for $\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right]$ (see Lemma 17). Set

$$
\begin{equation*}
c_{1, r}=\sup _{k \in \mathbb{N}^{*}} R(k) / \sum_{i=0}^{k-1} r(i), \quad c_{2, r}=\sup _{m, n \in \mathbb{N}} R(m+n) /\{R(m) R(n)\} \tag{24}
\end{equation*}
$$

It follows from Lemma 24 that these constants are finite.
Proposition 15. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$, a sequence of measurable functions $\left\{\mathcal{V}_{n}, n \in \mathbb{N}\right\}$, $\mathcal{V}_{n}: E \times E \rightarrow \mathbb{R}_{+}$, a function $r \in \Lambda$ and a constant $b<\infty$ such that $\boldsymbol{A}\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$ is satisfied. Then, for any $x, y \in E$,

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{0}\right)\right] \leq c_{1, r} c_{2, r} R(\ell-1)\left\{Q^{\ell-1} \mathcal{V}_{0}(x, y)+b r(0)\right\} \tag{25}
\end{equation*}
$$

and $\sup _{(z, t) \in \Delta} \widetilde{\mathbb{E}}_{z, t}\left[R\left(T_{0}\right)\right]$ is finite.

Proof: By [18, Proposition 11.3.2], $\widetilde{\mathbb{E}}_{x, y}\left[\sum_{k=0}^{\tau_{\Delta}-1} r(k)\right] \leq \mathcal{V}_{0}(x, y)+b r(0)$, where $\tau_{\Delta}$ is the return time to $\Delta$. Since $R(k) \leq c_{1, r} \sum_{p=0}^{k-1} r(p)$, the previous inequality provides a bound on $\widetilde{\mathbb{E}}_{x, y}\left[R\left(\tau_{\Delta}\right)\right]$. The conclusion follows from the Markov property upon noting that $R\left(T_{0}\right) \leq c_{2, r} R(\ell-1) R\left(\tau_{\Delta}\right) \circ \theta^{\ell-1}$.

Combining the strong Markov property, (14) and Proposition 15 , it is easily seen that $\widetilde{\mathbb{E}}_{x, y}\left[T_{m}\right]<\infty$ for any $m \geq 0$ and $x, y \in E$. This yields the following result.

Corollary 16. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E)$, $\ell \in \mathbb{N}^{*}$, a sequence of measurable functions $\left\{\mathcal{V}_{n}, n \in \mathbb{N}\right\}, \mathcal{V}_{n}: E \times E \rightarrow \mathbb{R}_{+}$, a function $r \in \Lambda$ and a constant $b<\infty$ such that $\boldsymbol{A}\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$ is satisfied. Then, for all $j \geq 0$ and $(x, y) \in E \times E, \widetilde{\mathbb{P}}_{x, y}\left[T_{j}<\infty\right]=1$.

For $r \in \Lambda$, there exists $r_{0} \in \Lambda_{0}$ such that $c_{3, r}=1 \wedge \sup _{t \geq 0} r(t) / r_{0}(t)<\infty$ and $c_{4, r}=1 \vee \sup _{t \geq 0} r_{0}(t) / r(t)<$ $\infty$. Denote $c_{5, r}=\sup _{t, u \in \mathbb{R}_{+}} r(t+u) /\{r(t) r(u)\}$ and define for $\kappa>0$, the real $M_{\kappa}$ such that for all $t \geq M_{\kappa}$, $r(t) \leq \kappa R(t) . M_{\kappa}$ is well defined by Lemma 24-(iii).

Lemma 17. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$, a sequence of measurable functions $\left\{\mathcal{V}_{n}, n \in \mathbb{N}\right\}, \mathcal{V}_{n}: E \times E \rightarrow \mathbb{R}_{+}$, a function $r \in \Lambda$ and constants $\epsilon>0, b<\infty$ such that $H 1(\Delta, \ell, \epsilon)$ and $\boldsymbol{A}\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$ are satisfied. Then,
(i) For all $x, y \in E$ and for all $n \in \mathbb{N}, m \in \mathbb{N}^{*}$,

$$
\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right] \leq\left\{a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+a_{2}\right\} / R(n / 2)+a_{3} / R(n /(2 m))
$$

(ii) For all $\kappa>0$, for all $x, y \in E$ and for all $n, m \in \mathbb{N}$,

$$
\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right] \leq\left(1+b_{1} \kappa\right)^{m}\left\{\kappa^{-1} r\left(M_{\kappa}\right)+a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+b_{2}\right\} / R(n)
$$

The constants $\left\{a_{i}, b_{i}\right\}_{i=1}^{3}$ can be directly obtained from the proof
Proof: Since $r \in \Lambda$, there exists $r_{0} \in \Lambda_{0}$ such that $c_{3, r}+c_{4, r}<\infty$. Denote by $R_{0}$ the function (23) associated with $r_{0}$.

$$
\begin{align*}
\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right] & \leq \widetilde{\mathbb{P}}_{x, y}\left[T_{0} \geq n / 2\right]+\widetilde{\mathbb{P}}_{x, y}\left[T_{m}-T_{0} \geq n / 2\right] \\
& \leq \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{0}\right)\right] / R(n / 2)+\widetilde{\mathbb{E}}_{x, y}\left[R_{0}\left(\left(T_{m}-T_{0}\right) / m\right)\right] / R_{0}(n /(2 m)) \\
& \leq\left\{a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+a_{2}\right\} / R(n / 2)+c_{4, r} \widetilde{\mathbb{E}}_{x, y}\left[R_{0}\left(\left(T_{m}-T_{0}\right) / m\right)\right] / R(n /(2 m)), \tag{26}
\end{align*}
$$

where we used Proposition 15 in the last inequality, and $a_{1}=c_{1, r} c_{2, r} R(\ell-1) ; a_{2}=a_{1} b r(0)$. Since $R_{0}$ is convex (see Lemma 24), we have by (14):

$$
\widetilde{\mathbb{E}}_{x, y}\left[R_{0}\left(\left(T_{m}-T_{0}\right) / m\right)\right] \leq\left(c_{3, r} m\right)^{-1} \widetilde{\mathbb{E}}_{x, y}\left[\sum_{k=0}^{m-1} R\left(T_{0} \circ \theta^{T_{k}}\right)\right]
$$

Using Corollary 16 and the strong Markov property, for any $x, y \in E$ and $m \geq 1$,

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x, y}\left[R_{0}\left(\left(T_{m}-T_{0}\right) / m\right)\right] \leq C_{\Delta} / c_{3, r}, \quad \text { with } C_{\Delta}=\sup _{(x, y) \in \Delta} \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{0}\right)\right] \tag{27}
\end{equation*}
$$

Plugging (27) in (26) implies (i) with $a_{3}=c_{4, r} C_{\Delta} / c_{3, r}$. We now consider (ii). Again by the Markov inequality, since $R$ is increasing,

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right] \leq R^{-1}(n) \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m}\right)\right] \tag{28}
\end{equation*}
$$

If $m=0$, the result follows from Proposition 15. If $m \geq 1$, using the definitions of $T_{m}$ and $R$, given respectively in (14) and (23), and since for all $t, u \in \mathbb{R}_{+}, R(t+u) \leq R(t)+c_{5, r} R(u) r(t)$, we get

$$
\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m}\right)\right] \leq \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m-1}\right)\right]+c_{5, r} \widetilde{\mathbb{E}}_{x, y}\left[r\left(T_{m-1}\right) R\left(T_{0} \circ \theta^{T_{m-1}}\right)\right]
$$

Thus, by the strong Markov property

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m}\right)\right] \leq \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m-1}\right)\right]+c_{5, r} C_{\Delta} \widetilde{\mathbb{E}}_{x, y}\left[r\left(T_{m-1}\right)\right] \tag{29}
\end{equation*}
$$

Let $\kappa>0$. Since by definition, for all $t \geq M_{\kappa}, r(t) \leq \kappa R(t), \widetilde{\mathbb{E}}_{x, y}\left[r\left(T_{m-1}\right)\right] \leq r\left(M_{\kappa}\right)+\kappa \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m-1}\right)\right]$, so that (29) becomes

$$
\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m}\right)\right] \leq\left(1+c_{5, r} C_{\Delta} \kappa\right) \widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m-1}\right)\right]+c_{5, r} C_{\Delta} r\left(M_{\kappa}\right)
$$

By a straightforward induction we get,

$$
\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{m}\right)\right] \leq\left(1+c_{5, r} C_{\Delta} \kappa\right)^{m}\left(\widetilde{\mathbb{E}}_{x, y}\left[R\left(T_{0}\right)\right]+r\left(M_{\kappa}\right) / \kappa\right)
$$

Plugging this result in (28), using Proposition 15 and setting $b_{1}=c_{5, r} C_{\Delta}$ and $b_{2}=a_{1}\left(C_{\Delta}+b r(0)\right)$ conclude the proof.
Lemma 18. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E), \ell \in \mathbb{N}^{*}$, a sequence of measurable functions $\left\{\mathcal{V}_{n}, n \in \mathbb{N}\right\}, \mathcal{V}_{n}: E \times E \rightarrow \mathbb{R}_{+}$, a function $r \in \Lambda$ and constants $\epsilon>0, b<\infty$ such that $H 1(\Delta, \ell, \epsilon)$ and $\boldsymbol{A}\left(\Delta, \ell, \mathcal{V}_{n}, r, b\right)$ are satisfied. Then,
(i) For all $x, y \in E$ and $n \in \mathbb{N}$,

$$
\widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq 1 / R(n)+\left\{a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+a_{2}\right\} / R(n / 2)+a_{3} v_{n}^{-1}
$$

where $v_{n} \stackrel{\text { def }}{=} R(-n \log (1-\epsilon) /\{2(\log (R(n))-\log (1-\epsilon))\})$.
(ii) For all $\delta \in(0,1), x, y \in E$ and $n \in \mathbb{N}$,

$$
\widetilde{\mathbb{E}}_{x, y}\left[d\left(X_{n}, Y_{n}\right)\right] \leq\left(1+\left(1+b_{1} \kappa\right)\left\{\kappa^{-1} r\left(M_{\kappa}\right)+a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+b_{2}\right\}\right) / R^{\delta}(n)
$$

where $\kappa=\left((1-\epsilon)^{-(1-\delta) / \delta}-1\right) / b_{1}$.
The constants $a_{i}, b_{j}$ are given by Lemma 17.
Proof: By Proposition 14 and Lemma 17-(i), there exists $C$ such that for all $x, y$ in $E$ and for all $n \geq 0$ and $m \geq 0$

$$
\begin{aligned}
\widetilde{\mathbb{E}}_{x, y} & {\left[d\left(X_{n}, Y_{n}\right)\right] \leq(1-\epsilon)^{m}+\widetilde{\mathbb{P}}_{x, y}\left[T_{m} \geq n\right] } \\
& \leq(1-\epsilon)^{m}+\left\{a_{1} Q^{\ell-1} \mathcal{V}_{0}(x, y)+a_{2}\right\} / R(n / 2)+a_{3} / R(n /(2 m))
\end{aligned}
$$

We get the first inequality by choosing $m=\lceil-\log (R(n)) / \log (1-\epsilon)\rceil$. Let us prove (ii). Fix $\delta \in(0,1)$ and choose the smallest integer $m$ such that $(1-\epsilon)^{m} \leq R(n)^{-\delta}($ i.e. $m=\lceil-\delta \log R(n) / \log (1-\epsilon)\rceil)$. Apply Lemma 17-(ii), with $\kappa>0$ such that $\left(1+b_{1} \kappa\right)=(1-\epsilon)^{-((1-\delta) / \delta)}$; hence, upon noting that $R(n)^{-\delta} \leq$ $(1-\epsilon)^{m-1}$, it holds

$$
\left(1+b_{1} \kappa\right)^{m}=\left(1+b_{1} \kappa\right)\left\{(1-\epsilon)^{m-1}\right\}^{-((1-\delta) / \delta)} \leq\left(1+b_{1} \kappa\right)\left\{R(n)^{-\delta}\right\}^{-((1-\delta) / \delta)}=\left(1+b_{1} \kappa\right) R(n)^{1-\delta}
$$

We now prove that $\mathrm{H} 2(\Delta, \phi, V)$ implies $\mathbf{A}$. For a function $\phi \in \mathbb{F}$ and a measurable function $V: E \rightarrow[1, \infty)$, set

$$
\begin{equation*}
r_{\phi}(t)=\left(H_{\phi}^{\leftarrow}\right)^{\prime}(t)=\phi\left(H_{\phi}^{\leftarrow}(t)\right) \tag{30}
\end{equation*}
$$

where $H_{\phi}$ is defined in (6) and $H_{\phi}^{\leftarrow}$ denotes its inverse; and define for $k \geq 0, H_{k}:[1, \infty) \rightarrow \mathbb{R}_{+}$and $\mathcal{V}_{k}: E \times E \rightarrow \mathbb{R}_{+}$by

$$
\begin{align*}
H_{k}(u) & =\int_{0}^{H_{\phi}(u)} r_{\phi}(t+k) \mathrm{d} t=H_{\phi}^{-1}\left(H_{\phi}(u)+k\right)-H_{\phi}^{-1}(k)  \tag{31}\\
\mathcal{V}_{k}(x, y) & =H_{k}(V(x)+V(y)) \tag{32}
\end{align*}
$$

Note that $\mathcal{V}_{k}$ is measurable, $H_{k}$ is twice continuously differentiable on $[1, \infty)$ and that $H_{0}(x) \leq x$ so $\mathcal{V}_{0}(x, y) \leq V(x)+V(y)$. The proof of the following lemma is adapted from [8, Proposition 2.1].

Lemma 19. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E)$, a function $\phi \in \mathbb{F}$ and a measurable function $V: E \rightarrow[1, \infty)$ such that $H 2(\Delta, \phi, V)$ is satisfied. For any $x, y \in E$ and any coupling $\lambda \in \mathcal{C}(P(x, \cdot), P(y, \cdot))$ we have:

$$
\int_{E \times E} \mathcal{V}_{k+1}(z, t) \mathrm{d} \lambda(z, t) \leq \mathcal{V}_{k}(x, y)-r_{\phi}(k)+\frac{b}{r_{\phi}(0)} r_{\phi}(k+1) 1_{\Delta}(x, y)
$$

where $r_{\phi}$ and $\mathcal{V}_{k}$ are defined in (30) and (32) respectively.
Proof: Set $\mathcal{V}(x, y)=V(x)+V(y)$. This implies that for all $u \geq 1$ and $t \in \mathbb{R}$ such that $t+u \geq 1$, we have

$$
\begin{equation*}
H_{k+1}(t+u)-H_{k+1}(u) \leq H_{k+1}^{\prime}(u) t \tag{33}
\end{equation*}
$$

In addition, according to [8, Proposition 2.1] and its proof, $H_{k+1}$ is concave and for every $u \geq 1$

$$
\begin{equation*}
H_{k+1}(u)-\phi(u) H_{k+1}^{\prime}(u) \leq H_{k}(u)-r_{\phi}(k) . \tag{34}
\end{equation*}
$$

Therefore, the Jensen inequality and (5) imply

$$
\begin{aligned}
\int_{E \times E} \mathcal{V}_{k+1}(z, t) \mathrm{d} \lambda(z, t) & \leq H_{k+1}\left(\int_{E \times E} \mathcal{V}(z, t) \mathrm{d} \lambda(z, t)\right) \\
& \leq H_{k+1}\left(\mathcal{V}(x, y)-\phi \circ \mathcal{V}(x, y)+b 1_{\Delta}(x, y)\right)
\end{aligned}
$$

Using (33), (34) and the inequality $H_{k+1}^{\prime}(\mathcal{V}(x, y)) \leq H_{k+1}^{\prime}(1)$ we get that

$$
\begin{aligned}
\int_{E \times E} \mathcal{V}_{k+1}(z, t) \mathrm{d} \lambda(z, t) & \leq H_{k+1}(\mathcal{V}(x, y))-\phi \circ \mathcal{V}(x, y) H_{k+1}^{\prime}(\mathcal{V}(x, y))+b H_{k+1}^{\prime}(1) 1_{\Delta}(x, y) \\
& \leq H_{k}(\mathcal{V}(x, y))-r_{\phi}(k)+b H_{k+1}^{\prime}(1) 1_{\Delta}(x, y)
\end{aligned}
$$

The proof is concluded upon noting that $H_{k+1}^{\prime}(1)=r_{\phi}(k+1) / r_{\phi}(0)$.
Proposition 20. Assume that there exist a coupling kernel $Q$ for $P, \Delta \in \mathcal{B}(E \times E)$, a function $\phi \in$ $\mathbb{F}$ and a measurable function $V: E \rightarrow[1, \infty)$ such that $H 2(\Delta, \phi, V)$ is satisfied. Then for any $\ell \geq 0$, $\boldsymbol{A}\left(\Delta, \ell, \mathcal{V}_{n}, r_{\phi},\left\{\sup _{p \geq 0} r_{\phi}(p+1) / r_{\phi}(p)\right\} b / r_{\phi}(0)\right)$ holds with $\mathcal{V}_{n}(x, y)=H_{n}(V(x)+V(y))$ where $r_{\phi}$ and $H_{n}$ are given by (30) and (31) respectively.

Proof: By [8, Lemma 2.3], $r_{\phi} \in \Lambda$. Then, it follows from Lemma 19 and Lemma 24-(i) that

$$
Q \mathcal{V}_{k+1}(x, t) \leq \mathcal{V}_{k}(x, y)-r_{\phi}(k)+b\left\{\sup _{p \geq 0} r_{\phi}(p+1) / r_{\phi}(p)\right\} r_{\phi}(k) 1_{\Delta}(x, y) / r_{\phi}(0)
$$

Finally, since $Q^{\ell}$ is a coupling kernel for $P^{\ell}$, we have by iterating the inequality (5)

$$
Q^{\ell} \mathcal{V}_{0}(x, y) \leq P^{\ell} V(x)+P^{\ell} V(y) \leq V(x)+V(y)+\ell b
$$

Therefore under $\mathrm{H} 2(\Delta, \phi, V), \sup _{(x, y) \in \Delta} Q^{\ell-1} \mathcal{V}_{0}(x, y)<+\infty$.
Proof of Theorem 3-(i) Using Proposition 20, Lemma 18 applies with $R(t)=1+\int_{0}^{t} r_{\phi}(s) \mathrm{d} s$ for $t \in \mathbb{R}_{+}$. Note that we have $R=H_{\phi}^{\overleftarrow{ }}$.

Set $M_{V}>0$ such that $\pi\left(V \leq M_{V}\right) \geq 1 / 2$; such a constant exists since $\pi(E)=1$ and $E=\bigcup_{k \in \mathbb{N}}\{V \leq k\}$. Set $M>M_{V}$ and define the probability $\pi_{M}$ by $\pi_{M}(\cdot)=\pi(\cdot \cap\{V \leq M\}) / \pi(\{V \leq M\})$. Since $\pi$ is invariant for $P, W_{d}\left(P^{n}(x, \cdot), \pi\right)=W_{d}\left(P^{n}(x, \cdot), \pi P^{n}\right)$ and the triangle inequality implies:

$$
\begin{equation*}
W_{d}\left(P^{n}(x, \cdot), \pi\right) \leq W_{d}\left(P^{n}(x, \cdot), \pi_{M} P^{n}\right)+W_{d}\left(\pi_{M} P^{n}, \pi P^{n}\right), \quad \text { for all } n \geq 1 \tag{35}
\end{equation*}
$$

Consider the first term in the RHS of (35). By Lemma 23-(i), for all $x \in E$ and $n \geq 1$ :

$$
W_{d}\left(P^{n}(x, \cdot), \pi_{M} P^{n}\right) \leq \inf _{\lambda \in \mathcal{C}\left(\delta_{x}, \pi_{M}\right)} \int_{E \times E} Q^{n} d(z, t) \mathrm{d} \lambda(z, t)
$$

Let $v_{n}=R(-n \log (1-\epsilon) /\{2(\log (R(n))-\log (1-\epsilon))\})$. By Lemma 18-(i) and since $R=H_{\phi}^{\leftarrow}$ is increasing, for all $x \in E$ and $n \geq 1$

$$
\begin{align*}
& R(n / 2) W_{d}\left(P^{n}(x, \cdot), \pi_{M} P^{n}\right) \\
& \quad \leq R(n / 2) / R(n)+a_{1} \inf _{\lambda \in \mathcal{C}\left(\delta_{x}, \pi_{M}\right)} \int_{E \times E}\left(P^{\ell-1} V(z)+P^{\ell-1} V(t)\right) \mathrm{d} \lambda(z, t)+a_{2}+a_{3} R(n / 2) / v_{n} \\
& \quad \leq a_{1}\left(V(x)+\int_{E} V(t) \mathrm{d} \pi_{M}(t)+b(\ell-1)\right)+a_{2}+1+a_{3} R(n / 2) / v_{n} \tag{36}
\end{align*}
$$

where in the last inequality, we used

$$
\begin{equation*}
P^{k} V(x) \leq V(x)+b k / 2 \tag{37}
\end{equation*}
$$

which is obtained by iterating the drift inequality (5) and applying it with $x=y$. Since $x \mapsto \phi(x) / x$ is non-increasing, $V(t) \leq M \phi(V(t)) / \phi(M)$ on $\{V \leq M\}$, we have

$$
\begin{equation*}
\int_{E} V(t) \mathrm{d} \pi_{M}(t) \leq 2 \pi(\phi \circ V) M / \phi(M) \tag{38}
\end{equation*}
$$

Note that by Corollary $2, M_{\phi}=\pi(\phi \circ V)<\infty$. Combining (36) and (38) yield

$$
\begin{equation*}
W_{d}\left(P^{n}(x, \cdot), \pi_{M} P^{n}\right) \leq\left\{a_{1}\left(V(x)+2 M_{\phi} M / \phi(M)+b(\ell-1)\right)+a_{2}+1\right\} / R(n / 2)+a_{3} / v_{n} \tag{39}
\end{equation*}
$$

Consider the second term in the RHS of (35). Since $d$ is bounded by $1, W_{d}(\mu, \nu) \leq W_{d_{0}}(\mu, \nu)$ (where $W_{d_{0}}$ is the total variation distance) and Lemma 23-(ii) implies $W_{d}\left(\pi_{M} P^{n}, \pi P^{n}\right) \leq W_{d}\left(\pi_{M}, \pi\right) \leq W_{d_{0}}\left(\pi_{M}, \pi\right)$. For every $A \in \mathcal{B}(E)$, we get

$$
\left|\pi_{M}(A)-\pi(A)\right|=\left|\pi_{M}(A)(1-\pi(\{V \leq M\}))+\pi_{M}(A) \pi(V \leq M)-\pi(A)\right| \leq 2 \pi(\{V>M\})
$$

showing that

$$
\begin{equation*}
W_{d}\left(\pi_{M} P^{n}, \pi P^{n}\right) \leq 2 \pi(\{V>M\})=2 \pi(\{\phi(V)>\phi(M)\}) \leq 2 M_{\phi} / \phi(M) \tag{40}
\end{equation*}
$$

Since $R(n / 2)>M_{V}$ for all $n$ large enough, we can now choose $M=R(n / 2)$ in (39) and (40). This yields

$$
W_{d}\left(P^{n}(x, \cdot), \pi\right) \leq\left\{a_{1}(V(x)+b(\ell-1))+a_{2}+1\right\} / H_{\phi}^{\overleftarrow{ }}(n / 2)+2 M_{\phi}\left(a_{1}+1\right) / \phi(R(n / 2))+a_{3} / v_{n}
$$

(ii) The proof is along the same lines, using Lemma 18-(ii) instead of Lemma 18-(i). Finally, we end up with the following inequality for $n$ large enough:

$$
\begin{aligned}
& W_{d}\left(P^{n}(x, \cdot), \pi\right) \leq\left(1+\left(1+b_{1} \kappa\right)\left\{\kappa^{-1} r_{\phi}\left(M_{\kappa}\right)+a_{1}(V(x)+b(\ell-1))+b_{2}\right\}\right) /\left\{R^{\delta}(n)\right\} \\
&+2 M_{\phi}\left(\left(1+b_{1} \kappa\right) a_{1}+1\right) /\left\{\phi\left(R^{\delta}(n)\right)\right\}
\end{aligned}
$$

where $\kappa=\left((1-\epsilon)^{-(1-\delta) / \delta}-1\right) / b_{1}$.

### 4.4. Proof of Theorem 4

Note that since $c=1-2 b / \phi(v)$ and $v>\phi^{\leftarrow}(2 b)$, we get $c \in(0,1)$. By (7),

$$
P V(x)+P V(y) \leq V(x)+V(y)-c \phi(V(x)+V(y))+2 b 1_{C \times C}(x, y)+\Omega(x, y)
$$

where $\Omega(x, y)=c \phi(V(x)+V(y))-\phi(V(x))-\phi(V(y))+2 b 1_{(C \times C)^{c}}(x, y)$. We show that for every $x, y \in E$, $\Omega(x, y) \leq 0$. Since $\phi$ is sub-additive (note that $\phi(0)=0$ ), for all $x, y \in E$

$$
\Omega(x, y) \leq-(1-c)(\phi(V(x))+\phi(V(y)))+2 b 1_{(C \times C)^{c}}(x, y)
$$

On $(C \times C)^{c}, \phi(V(x))+\phi(V(y)) \geq \phi(v)$. The definition of $c$ implies that $\Omega(x, y) \leq 0$.

## 5. Proofs of Section 3.3

Lemma 21. Let $M>0$. Assume that there exists an increasing continuoulsy differentiable concave function $\phi:[M, \infty) \rightarrow \mathbb{R}_{+}$, such that $\lim _{\tilde{\sigma} \rightarrow \infty} \phi^{\prime}(x)=0$ and satisfying, on $\{V \geq M\}, P V(x) \leq V(x)-\phi \circ V(x)+b$. $\underset{\sim}{T h e n, ~ t h e r e ~ e x i s t ~} \tilde{\phi} \in \mathbb{F}$ and $\tilde{b}$ such that, $P V \leq V-\tilde{\phi} \circ V+\tilde{b}$ on $E, \phi(v)=\tilde{\phi}(v)$ for all $v$ large enough, and $\tilde{\phi}(0)=0$.
Proof: Observe indeed that the function $\tilde{\phi}$ defined by

$$
\tilde{\phi}(t)= \begin{cases}\left(2 \phi^{\prime}(M)-\frac{\phi(M)}{M}\right) t+\frac{2\left(\phi(M)-M \phi^{\prime}(M)\right)}{\sqrt{M}} \sqrt{t} & \text { for } 0 \leq t<M \\ \phi(t) & \text { for } t \geq M\end{cases}
$$

is concave increasing and continuously differentiable on $[1,+\infty), \tilde{\phi}(0)=0, \lim _{v \rightarrow \infty} \tilde{\phi}(v)=\infty$ and $\lim _{v \rightarrow \infty} \tilde{\phi}^{\prime}(v)=$ 0 . The drift inequality (5) implies that for all $x \in E$

$$
P V(x) \leq V(x)-\tilde{\phi}(V(x))+\tilde{b}
$$

with $\tilde{b}=b+\sup _{\{t \leq M\}}\{\tilde{\phi}(t)-\phi(t)\}$.

### 5.1. Proof of Proposition 11

For notational simplicity, let $P=P_{\mathrm{cn}}$. By definition of $P, V\left(X_{1}\right) \leq V\left(X_{0}\right) \vee V\left(\rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}\right)$. Since $\|x+y\|^{2} \leq 2\|x\|^{2}+2\|y\|^{2}$, we get

$$
\begin{equation*}
\sup _{x \in \mathrm{~B}(0,1)} P V(x) \leq \sup _{x \in \mathrm{~B}(0,1)} \int_{\mathcal{H}} \exp \left(2 s\left(\|x\|^{2}+\left(1-\rho^{2}\right)\|z\|^{2}\right)\right) \mathrm{d} \gamma(z) \tag{41}
\end{equation*}
$$

and Theorem 10 implies that the RHS is finite.
Now, let $x \notin \mathrm{~B}(0,1)$ and set $w(x)=(1-\rho)\|x\| / 2$. Define the events $\mathscr{I}=\left\{\left\|Z_{1}\right\| \leq w\left(X_{0}\right) / \sqrt{1-\rho^{2}}\right\}$, $\mathscr{A}=\left\{\alpha\left(X_{0}, \rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}\right) \geq U\right\}$, and $\mathscr{R}=\left\{\alpha\left(X_{0}, \rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}\right)<U\right\}$, where $U \sim \mathcal{U}([0,1])$, $Z_{1} \sim \gamma$, and $U$ and $Z_{1}$ are independent. With these definitions, we get,

$$
\begin{equation*}
P V(x)=\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I} c}\right]+\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I}}\left(1_{\mathscr{A}}+1_{\mathscr{R}}\right)\right] . \tag{42}
\end{equation*}
$$

For the first term in the RHS, using again $V\left(X_{1}\right) \leq V\left(X_{0}\right) \vee V\left(\rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}\right)$ and $\|x+y\|^{2} \leq$ $2\|x\|^{2}+2\|y\|^{2}$, we get

$$
\begin{aligned}
\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I}_{c}}\right] & \leq \exp \left(2 s\|x\|^{2}\right) \int_{\sqrt{1-\rho^{2}}\|z\| \geq w(x)} \exp \left(2 s\left(1-\rho^{2}\right)\|z\|^{2}\right) \mathrm{d} \gamma(z) \\
& \leq \exp \left(2 s\|x\|^{2}-(\theta / 2) w(x)^{2}\right) \int_{\mathcal{H}} \exp \left((\theta / 2+2 s)\left(1-\rho^{2}\right)\|z\|^{2}\right) \mathrm{d} \gamma(z) \\
& \leq \int_{\mathcal{H}} \exp \left((5 / 8)\left(1-\rho^{2}\right) \theta\|z\|^{2}\right) \mathrm{d} \gamma(z)
\end{aligned}
$$

where the definition of $s$ and $w$ are used for the last inequality. Hence by Theorem 10 , there exists a constant $b<\infty$ such that

$$
\begin{equation*}
\sup _{x \in \mathcal{H}} \mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I} c}\right] \leq b \tag{43}
\end{equation*}
$$

Consider the second term in the RHS of (42). On the event $\mathscr{A} \cap \mathscr{I}$, the move is accepted and $\left\|X_{1}-\rho X_{0}\right\| \leq$ $w\left(X_{0}\right)$. On $\mathscr{R}$, the move is rejected and $X_{1}=X_{0}$. Hence,

$$
\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I}}\left(1_{\mathscr{A}}+1_{\mathscr{R}}\right)\right] \leq\left\{\sup _{z \in \mathrm{~B}(\rho x, w(x))} V(z)\right\} \mathbb{P}_{x}[\mathscr{I} \cap \mathscr{A}]+V(x) \mathbb{P}_{x}[\mathscr{I} \cap \mathscr{R}]
$$

For $z \in \mathrm{~B}(\rho x, w(x))$, by the triangle inequality, $V(z) \leq \exp \left(s(1+\rho)^{2}\|x\|^{2} / 4\right)$. Therefore for any $x \notin \mathrm{~B}(0,1)$ since $\rho \in[0,1), \sup _{z \in \mathrm{~B}(\rho x, w(x))} V(z) \leq \zeta V(x)$, with $\zeta=\exp \left\{\left((1+\rho)^{2} / 4-1\right) s\right\}<1$. This yields

$$
\begin{aligned}
\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I}}\left(1_{\mathscr{A}}+1_{\mathscr{R}}\right)\right] & \leq \zeta V(x) \mathbb{P}_{x}[\mathscr{I} \cap \mathscr{A}]+V(x) \mathbb{P}_{x}[\mathscr{I} \cap \mathscr{R}] \\
& \leq V(x) \mathbb{P}_{x}[\mathscr{I}]-(1-\zeta) V(x) \mathbb{P}_{x}[\mathscr{A} \cap \mathscr{I}]
\end{aligned}
$$

Since $U_{1}$ and $Z_{1}$ are independent, we get

$$
\mathbb{P}_{x}[\mathscr{A} \cap \mathscr{I}]=\mathbb{E}_{x}\left[\left(1 \wedge \mathrm{e}^{g(x)-g\left(\rho x+\sqrt{1-\rho^{2}} Z_{1}\right)}\right) 1_{\mathscr{I}}\right]
$$

By definition of the set $\mathscr{I}$ and using the inequality $\inf _{z \in \overline{\mathrm{~B}}(\rho x, w(x))} \exp (g(x)-g(z)) \geq \exp \left(-C_{g}(1-\rho)^{\beta}(3 / 2)^{\beta}\|x\|^{\beta}\right)$, we get $\mathbb{P}_{x}[\mathscr{A} \cap \mathscr{I}] \geq \exp \left(-\{\ln V(x) / \kappa\}^{\beta / 2}\right) \mathbb{P}_{x}[\mathscr{I}]$, with $\kappa=\theta C_{g}^{-2 / \beta} / 36$. Hence, for any $x \notin \mathrm{~B}(0,1)$,

$$
\begin{equation*}
\mathbb{E}_{x}\left[V\left(X_{1}\right) 1_{\mathscr{I}}\left(1_{\mathscr{A}}+1_{\mathscr{R}}\right)\right] \leq V(x)-(1-\zeta) V(x) \exp \left(-\kappa^{-\beta / 2} \log ^{\beta / 2} V(x)\right) \tag{44}
\end{equation*}
$$

Combining (41), (43) and (44) in (42), it follows that there exists $\tilde{b}>0$ such that, for every $x \in \mathcal{H}$,

$$
P V(x) \leq V(x)-(1-\zeta) V(x) \exp \left(-\kappa^{-\beta / 2} \log ^{\beta / 2} V(x)\right)+\tilde{b}
$$

The proof follows from Lemma 21.

### 5.2. Proof of Proposition 12

We preface the proof of Proposition 12 by a Lemma.
Lemma 22. Assume CN1. There exists $\eta \in(0,1)$ satisfying the following assertions
(i) For all $L>0$, there exists $k\left(Q_{\mathrm{cn}}, L, \eta\right)<1$ such that, for all $x, y \in \mathrm{~B}(0, L)$ satisfying $d_{\eta}(x, y)<1$, $Q_{\mathrm{cn}} d_{\eta}(x, y) \leq k\left(Q_{\mathrm{cn}}, L, \eta\right) d_{\eta}(x, y)$.
(ii) For all $x, y \in \mathcal{H}, Q_{\mathrm{cn}} d_{\eta}(x, y) \leq d_{\eta}(x, y)$.

Proof: Let $\eta \in(0,1)$; for ease of notation, we simply write $Q$ for $Q_{\mathrm{cn}}$. Let $L>0$ and choose $x, y \in \mathrm{~B}(0, L)$ satisfying $d_{\eta}(x, y)<1$. Let $\left(X_{1}, Y_{1}\right)$ be the basic coupling between $P(x, \cdot)$ and $P(y, \cdot)$; let $Z_{1}, U_{1}$ be the Gaussian variable and the uniform variable used for the basic coupling. Set $\mathscr{I}=\left\{\sqrt{1-\rho^{2}}\left\|Z_{1}\right\| \leq 1\right\}$, $\mathscr{A}=\left\{\Psi_{\wedge}\left(X_{0}, Y_{0}, Z_{1}\right)>U_{1}\right\}, \mathscr{R}=\left\{\Psi_{\vee}\left(X_{0}, Y_{0}, Z_{1}\right)<U_{1}\right\}$, where

$$
\begin{align*}
& \Psi_{\wedge}(x, y, z)=\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right) \wedge \alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)  \tag{45}\\
& \Psi_{\vee}(x, y, z)=\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right) \vee \alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right) \tag{46}
\end{align*}
$$

On the event $\mathscr{A}$, the moves are both accepted so that $X_{1}=\rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}$ and $Y_{1}=\rho X_{0}+\sqrt{1-\rho^{2}} Z_{1}$; On the event $\mathscr{R}$, the moves are both rejected so that $X_{1}=X_{0}$ and $Y_{1}=Y_{0}$. It holds,

$$
\begin{equation*}
Q d_{\eta}(x, y) \leq \widetilde{\mathbb{E}}_{x, y}\left[d_{\eta}\left(X_{1}, Y_{1}\right)\right] \leq \widetilde{\mathbb{E}}_{x, y}\left[d_{\eta}\left(X_{1}, Y_{1}\right) 1_{\mathscr{A} \cup \mathscr{R}}\right]+\widetilde{\mathbb{P}}_{x, y}\left[(\mathscr{A} \cup \mathscr{R})^{c}\right] \tag{47}
\end{equation*}
$$

where we have used $d_{\eta}$ is bounded by 1 . Since $d_{\eta}\left(X_{1}, Y_{1}\right)=\rho^{\beta} d_{\eta}\left(X_{0}, Y_{0}\right)$, on $\mathscr{A}$, and $d_{\eta}\left(X_{1}, Y_{1}\right)=d_{\eta}\left(X_{0}, Y_{0}\right)$, on $\mathscr{R}$, we get $\widetilde{\mathbb{E}}_{x, y}\left[d_{\eta}\left(X_{1}, Y_{1}\right)\left(1_{\mathscr{A} \cup \mathscr{R}}\right)\right] \leq \rho^{\beta} d_{\eta}(x, y) \widetilde{\mathbb{P}}_{x, y}[\mathscr{A}]+d_{\eta}(x, y) \widetilde{\mathbb{P}}_{x, y}[\mathscr{R}]$. Since $\widetilde{\mathbb{P}}_{x, y}[\mathscr{A}]+\widetilde{\mathbb{P}}_{x, y}[\mathscr{R}] \leq 1$, we have

$$
\begin{align*}
\widetilde{\mathbb{E}}_{x, y}\left[d_{\eta}\left(X_{1}, Y_{1}\right)\left(1_{\mathscr{A}} \cup \mathscr{R}\right)\right] & \leq d_{\eta}(x, y)-\left(1-\rho^{\beta}\right) d_{\eta}(x, y) \widetilde{\mathbb{P}}_{x, y}[\mathscr{A}] \\
& \leq d_{\eta}(x, y)-\left(1-\rho^{\beta}\right) d_{\eta}(x, y) \widetilde{\mathbb{P}}_{x, y}[\mathscr{A} \cap \mathscr{I}] \tag{48}
\end{align*}
$$

Set $\Delta(x, y, z)=\left|\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)-\alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)\right|$. Since $Z_{1}$ and $U_{1}$ are independent, it follows that $\widetilde{\mathbb{P}}_{x, y}\left[(\mathscr{A} \cup \mathscr{R})^{c}\right] \leq \int_{\mathcal{H}} \Delta(x, y, z) \mathrm{d} \gamma(z)$ Plugging this identity and (48) in (47) yields

$$
\begin{equation*}
Q d_{\eta}(x, y) \leq d_{\eta}(x, y)-\left(1-\rho^{\beta}\right) d_{\eta}(x, y) \widetilde{\mathbb{P}}_{x, y}[\mathscr{A} \cap \mathscr{I}]+\int_{\mathcal{H}} \Delta(x, y, z) \mathrm{d} \gamma(z) \tag{49}
\end{equation*}
$$

Let us now define $h: \mathcal{H} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
h(z)=g(z)-g(\rho z) \tag{50}
\end{equation*}
$$

We bound from below $\widetilde{\mathbb{P}}_{x, y}[\mathscr{A} \cap \mathscr{I}]$. Since $U_{1}$ is independent of $Z_{1}$, it follows that

$$
\widetilde{\mathbb{P}}_{x, y}[\mathscr{A} \cap \mathscr{I}] \geq \widetilde{\mathbb{E}}_{x, y}\left[\Psi_{\wedge}\left(X_{0}, Y_{0}, Z_{1}\right) 1_{\mathscr{I}}\right]
$$

By CN1, for all $z$ such that $\sqrt{1-\rho^{2}}\|z\| \leq 1$, it holds for $z \in \mathcal{H}, g(z)-g\left(\rho z+\sqrt{1-\rho^{2}} z\right) \geq h(z)-C_{g}$. Then,

$$
\Psi_{\wedge}(x, y, z) \geq 1 \wedge\left(\mathrm{e}^{-C_{g}} \mathrm{e}^{h(x)}\right) \wedge\left(\mathrm{e}^{-C_{g}} \mathrm{e}^{h(y)}\right) \geq \mathrm{e}^{-C_{g}}\left[1 \wedge \mathrm{e}^{h(x) \wedge h(y)}\right]
$$

Therefore,

$$
\begin{equation*}
\widetilde{\mathbb{P}}_{x, y}[\mathscr{A} \cap \mathscr{I}] \geq \mathrm{e}^{-C_{g}}\left[1 \wedge \mathrm{e}^{h(x) \wedge h(y)}\right] \widetilde{\mathbb{P}}_{x, y}[\mathscr{I}] \tag{51}
\end{equation*}
$$

We now upper bound the integral term in (49). For $x, y \in \mathcal{H}$, define the partition of $\mathcal{H}$,

$$
\begin{aligned}
& \mathscr{K}_{1}(x, y)=\left\{z \in \mathcal{H}: \alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)=\alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)=1\right\} \\
& \mathscr{K}_{2}(x, y)=\left\{z \in \mathcal{H}: \alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)=1>\alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)\right\} \\
& \mathscr{K}_{3}(x, y)=\left\{z \in \mathcal{H}: \alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)=1>\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)\right\} \\
& \mathscr{K}_{4}(x, y)=\left\{z \in \mathcal{H}: \alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)<1 \text { and } \alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)<1\right\} .
\end{aligned}
$$

Since on $\mathscr{K}_{1}(x, y), \Theta(x, y, z)=0$,

$$
\begin{equation*}
\int_{\mathcal{H}} \Theta(x, y, z) \mathrm{d} \gamma(z)=\sum_{j=2}^{4} \int_{\mathscr{K}_{j}(x, y)} \Theta(x, y, z) \mathrm{d} \gamma(z) \tag{52}
\end{equation*}
$$

For any $a, b>0$, we have $|a-b|=(a \vee b)[1-((a / b) \wedge(b / a))]$. Upon noting that $1-\mathrm{e}^{-t} \leq t$ for any $t \geq 0$, we have

$$
\Theta(x, y, z) \leq \Psi_{\vee}(x, y, z)\left|g(y)-g(x)-g\left(\rho y+\sqrt{1-\rho^{2}} z\right)+g\left(\rho x+\sqrt{1-\rho^{2}} z\right)\right| 1_{\cup_{i=2}^{4} \mathscr{K}_{i}(x, y)}(z)
$$

By CN1, this yields, for $x, y \in \mathcal{H}$ such that $d_{\eta}(x, y)<1$,

$$
\begin{equation*}
\Theta(x, y, z) \leq 2 C_{g}\|y-x\|^{\beta} \Psi_{\vee}(x, y, z) \leq 2 C_{g} \eta d_{\eta}(x, y) \Psi_{\vee}(x, y, z) \tag{53}
\end{equation*}
$$

On $\mathscr{K}_{2}(x, y), g(x)>g\left(\rho x+\sqrt{1-\rho^{2}} z\right)$ and, together with the definition (50), this implies that $h(x) \geq$ $g\left(\rho x+\sqrt{1-\rho^{2}} z\right)-g(\rho x)$. Therefore, since under CN1, $h(x) \geq-C_{g}\left(1-\rho^{2}\right)^{\beta / 2}\|z\|^{\beta}$ we get

$$
\begin{align*}
& \int_{\mathscr{K}_{2}(x, y)} \Theta(x, y, z) \mathrm{d} \gamma(z) \leq 2 C_{g} \eta d_{\eta}(x, y) \int_{\mathscr{K}_{2}(x, y)} \mathrm{d} \gamma(z) \\
& \quad \leq 2 C_{g} \eta d_{\eta}(x, y)\left\{\left[\mathrm{e}^{h(x)} \int_{\mathscr{K}_{2}(x, y)} \mathrm{e}^{C_{g}\left(1-\rho^{2}\right)^{\beta / 2}\|z\|^{\beta}} \mathrm{d} \gamma(z)\right] \wedge 1\right\} \leq C_{I} \eta d_{\eta}(x, y)\left\{\mathrm{e}^{h(x)} \wedge 1\right\} \tag{54}
\end{align*}
$$

for a constant $C_{I}$, which is finite according to Theorem 10 . By symmetry, on $\mathscr{K}_{3}(x, y)$,

$$
\begin{equation*}
\int_{\mathscr{K}_{3}(x, y)} \Theta(x, y, z) \mathrm{d} \gamma(z) \leq C_{I} \eta d_{\eta}(x, y)\left\{\mathrm{e}^{h(y)} \wedge 1\right\} \tag{55}
\end{equation*}
$$

On $\mathscr{K}_{4}(x, y)$, using CN1,

$$
\alpha\left(x, \rho x+\sqrt{1-\rho^{2}} z\right)=\mathrm{e}^{g(x)-g\left(\rho x+\sqrt{1-\rho^{2}} z\right)} \wedge 1 \leq\left(\mathrm{e}^{h(x)} \mathrm{e}^{C_{g}\left(1-\rho^{2}\right)^{\beta / 2}\|z\|^{\beta}}\right) \wedge 1
$$

and by symmetry, we obtain a similar upper bound for $\alpha\left(y, \rho y+\sqrt{1-\rho^{2}} z\right)$. Since $\mathrm{e}^{C_{g}\left(1-\rho^{2}\right)^{\beta / 2}\|z\|^{\beta} \geq 1 \text {, these }}$ two inequalities imply $\Psi_{\vee}(x, y, z) \leq \mathrm{e}^{C_{g}\left(1-\rho^{2}\right)^{\beta / 2}\|z\|^{\beta}}\left(\mathrm{e}^{h(x) \vee h(y)} \wedge 1\right)$. Hence, using again (53) and Theorem 10, there exists $C_{I}<+\infty$ such that

$$
\begin{equation*}
\int_{\mathscr{K}_{4}(x, y)} \Theta(x, y, z) \mathrm{d} \gamma(z) \leq C_{I} \eta d_{\eta}(x, y)\left[\mathrm{e}^{h(x) \vee h(y)} \wedge 1\right] \tag{56}
\end{equation*}
$$

Plugging (54), (55), (56) into (52), we finally obtain

$$
\int_{\mathcal{H}} \Theta(x, y, z) \mathrm{d} \gamma(z) \leq 3 C_{I} \eta d_{\eta}(x, y)\left[\mathrm{e}^{h(x) \vee h(y)} \wedge 1\right]
$$

Finally, under CN1, for every $x, y \in \mathcal{H}$ such that $d_{\eta}(x, y)<1,|h(x)-h(y)| \leq 2 C_{g}\|x-y\|^{\beta} \leq 2 C_{g} \eta^{\beta}$. Therefore $\mathrm{e}^{h(x) \vee h(y)} \wedge 1 \leq \mathrm{e}^{2 C_{g} \eta^{\beta}}\left[\mathrm{e}^{h(x) \wedge h(y)} \wedge 1\right]$ and

$$
\begin{equation*}
\int_{\mathcal{H}} \Theta(x, y, z) \mathrm{d} \gamma(z) \leq 3 C_{I} \mathrm{e}^{2 C_{g} \eta^{\beta}} \eta d_{\eta}(x, y)\left[\mathrm{e}^{h(x) \wedge h(y)} \wedge 1\right] \tag{57}
\end{equation*}
$$

Plugging (51) and (57) in (49) yields

$$
Q d_{\eta}(x, y) \leq d_{\eta}(x, y)\left(1-\left\{\left(1-\rho^{\beta}\right) \mathrm{e}^{\left.\left.-C_{g} \widetilde{\mathbb{P}}_{x, y}[\mathscr{I}]-3 C_{I} \mathrm{e}^{2 C_{g} \eta^{\beta}} \eta\right\}\left[\mathrm{e}^{h(x) \wedge h(y)} \wedge 1\right]\right) . . . . ~}\right.\right.
$$

Note that $M=\widetilde{\mathbb{P}}_{x, y}[\mathscr{I}]$ is a positive quantity that does not depend on $x, y$. Therefore, we may choose $\eta$ sufficiently small so that, for every $x, y \in \mathcal{H}$ satisfying $d_{\eta}(x, y)<1$,

$$
\begin{equation*}
Q d_{\eta}(x, y) \leq d_{\eta}(x, y)\left(1-(1 / 2)\left(1-\rho^{\beta}\right) \mathrm{e}^{-C_{g}} M\left[\mathrm{e}^{h(x) \wedge h(y)} \wedge 1\right]\right) \tag{58}
\end{equation*}
$$

which implies Lemma 22-(i) upon noting that, under the stated assumptions, $\inf _{\mathrm{B}(0, L)} h>-\infty$.
We now consider (ii). For every $x, y \in \mathcal{H}, d_{\eta}(x, y) \leq 1$, which implies that $Q d_{\eta}(x, y) \leq 1$. For every $x, y \in \mathcal{H}$ such that $d_{\eta}(x, y)=1, Q d_{\eta}(x, y) \leq 1=d_{\eta}(x, y)$. If $d_{\eta}(x, y)<1$, (58) shows that $Q d_{\eta}(x, y) \leq d_{\eta}(x, y)$.

Proof of Proposition 12 Let $\left\{\left(X_{n}, Y_{n}\right), n \in \mathbb{N}\right\}$ be a Markov chain with Markov kernel $Q$ given by (13). We denote for all $n \in \mathbb{N}^{*}, Z_{n}$ and $U_{n}$, respectively the common Gaussian variable and uniform variable, used in the definition $\left(X_{n}, Y_{n}\right)$. Note that by definition the variables $\left\{Z_{n}, U_{n} ; n \in \mathbb{N}\right\}$ are independent.

Since $\{x: V(x) \leq u\}=\{x:\|x\| \leq \log (u)\}$, for $u \geq 1$, we only prove that for all $L>0$, there exist $\ell \in \mathbb{N}^{*}$ and $\epsilon>0$ such that $\overline{\mathrm{B}}(0, L)^{2}$ is a $\left(\ell, \epsilon, d_{\eta}\right)$-coupling set. By Lemma 22 -(i), for any $L>0$, there exists $k(Q, L, \eta) \in(0,1)$ such that for any $x, y \in \overline{\mathrm{~B}}(0, L)$ satisfying $d_{\eta}(x, y)<1, Q d_{\eta}(x, y) \leq k(Q, L, \eta) d_{\eta}(x, y)$. Then by Lemma 22-(ii), for every $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
Q^{n} d_{\eta}(x, y) \leq Q^{n-1} d_{\eta}(x, y) \leq \cdots \leq k(Q, L, \eta) d_{\eta}(x, y) \tag{59}
\end{equation*}
$$

Consider now the case $d_{\eta}(x, y)=1$. Let $n \in \mathbb{N}^{*}$ and denote for all $1 \leq i \leq n \mathscr{A}_{i}=\left\{U_{i} \leq \Psi_{\wedge}\left(X_{i-1}, Y_{i-1}, Z_{i}\right)\right\}$ and $\tilde{\mathscr{A}}_{i}(n)=\bigcap_{1 \leq j \leq i}\left(\left\{\sqrt{1-\rho^{2}}\left\|Z_{j}\right\| \leq L / n\right\} \cap \mathscr{A}_{j}\right)$ where $\Psi_{\wedge}$ is defined in (45)

On the event $\tilde{\mathscr{A}_{i}}(n), X_{j}=\rho X_{j-1}+\sqrt{1-\rho^{2}} Z_{j}$ and $Y_{j}=\rho Y_{j-1}+\sqrt{1-\rho^{2}} Z_{j}$ for all $1 \leq j \leq i$. Then, since $d_{\eta}(x, y) \leq \eta^{-1}\|x-y\|^{\beta}$, on $\tilde{\mathscr{A}}_{n}(n)$ it holds $d_{\eta}\left(X_{n}, Y_{n}\right) \leq \eta^{-1} \rho^{\beta n}\left\|X_{0}-Y_{0}\right\|^{\beta}$. This inequality and $d_{\eta}(x, y) \leq 1$ yield

$$
\begin{align*}
Q^{n} d_{\eta}(x, y) & =\widetilde{\mathbb{E}}_{x, y}\left[d_{\eta}\left(X_{n}, Y_{n}\right)\left(1_{\mathscr{A}_{n}(n)}+1_{\left(\tilde{\mathscr{A}}_{n}(n)\right)^{c}}\right)\right] \leq \rho^{\beta n}\|x-y\|^{\beta} \widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{n}(n)\right]+\widetilde{\mathbb{P}}_{x, y}\left[\left(\tilde{\mathscr{A}}_{n}(n)\right)^{c}\right] \\
& \leq \rho^{\beta n}(2 L)^{\beta} \widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{n}(n)\right]+\widetilde{\mathbb{P}}_{x, y}\left[\left(\tilde{\mathscr{A}}_{n}(n)\right)^{c}\right] \leq 1+\left(\rho^{\beta n}(2 L)^{\beta}-1\right) \widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{n}(n)\right] \tag{60}
\end{align*}
$$

As $\rho \in[0,1)$, there exists $\ell$ such that, $\rho^{\beta \ell}(2 L)^{\beta}<1$. It remains to lower bound $\widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell}(\ell)\right]$ by a positive constant to conclude. Since the random variables $\left\{\left(Z_{i}, U_{i}\right) ; i \in \mathbb{N}^{*}\right\}$ are independent, we get

$$
\begin{aligned}
& \widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell}(\ell)\right]=\widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell-1}(\ell) \cap\left\{\sqrt{1-\rho^{2}}\left\|Z_{\ell}\right\| \leq L / \ell\right\}\right] \\
& \times \widetilde{\mathbb{E}}_{x, y}\left[\Psi_{\wedge}\left(X_{\ell-1}, Y_{\ell-1}, Z_{\ell}\right) \mid \tilde{\mathscr{A}}_{\ell-1}(\ell) \cap\left\{\sqrt{1-\rho^{2}}\left\|Z_{\ell}\right\| \leq L / \ell\right\}\right]
\end{aligned}
$$

For all $1 \leq i \leq \ell$, on the event $\bigcap_{j \leq i}\left\{\sqrt{1-\rho^{2}}\left\|Z_{j}\right\| \leq L / \ell\right\}$, it holds

$$
\Psi_{\wedge}\left(X_{i-1}, Y_{i-1}, Z_{i}\right) \geq \exp \left(-\sup _{z \in \mathrm{~B}(0,2 L)} g(z)+\inf _{z \in \mathrm{~B}(0,2 L)} g(z)\right)=\delta
$$

where $\delta \in(0,1)$. Therefore, since $Z_{\ell}$ is independent of $\tilde{\mathscr{A}}_{\ell-1}(\ell)$, we have

$$
\widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell}(\ell)\right] \geq \delta \widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell-1}(\ell)\right] \widetilde{\mathbb{P}}_{x, y}\left[\sqrt{1-\rho^{2}}\left\|Z_{\ell}\right\| \leq L / \ell\right]
$$

An immediate induction leads to $\widetilde{\mathbb{P}}_{x, y}\left[\tilde{\mathscr{A}}_{\ell}(\ell)\right] \geq\left(\widetilde{\mathbb{P}}_{x, y}\left[\sqrt{1-\rho^{2}}\left\|Z_{1}\right\| \leq L / \ell\right]\right)^{\ell} \delta^{\ell}$. Plugging this result in (60) and (59) implies there exists $\zeta \in(0,1)$ such that for all $x, y \in \overline{\mathrm{~B}}(0, L), Q^{\ell} d_{\eta}(x, y) \leq \zeta d_{\eta}(x, y)$.

## Appendix A: Wasserstein distance: some useful properties

Let $(E, d)$ be a Polish space, with $d$ bounded be 1 . Then, for all $\mu, \nu \in \mathcal{P}(E): W_{d}(\mu, \nu) \leq W_{d_{0}}(\mu, \nu)$ since for all $x, y \in E, d(x, y) \leq d_{0}(x, y)$. Hence when $d$ is bounded by 1 , the convergence in total variation distance implies the convergence in the Wasserstein metric $W_{d}$.

Lemma 23. Let $(E, d)$ be a Polish space, with d bounded by 1 , and let $P$ be a Markov kernel on $(E, \mathcal{B}(E))$. Let $Q$ be a coupling kernel for $P$.
(i) Then, for all probability measures $\mu, \nu \in \mathcal{P}(E)$ and $n \in \mathbb{N}^{*}$,

$$
W_{d}\left(\mu P^{n}, \nu P^{n}\right) \leq \inf _{\lambda \in \mathcal{C}(\mu, \nu)} \int_{E \times E} Q^{n} d(z, t) \mathrm{d} \lambda(z, t)
$$

(ii) If in addition $Q$ is a d-weak-contraction, then for all $x, y \in E, W_{d}(P(x, \cdot), P(y, \cdot)) \leq d(x, y)$ and for all probability measures $\mu, \nu \in \mathcal{P}(E)$,

$$
W_{d}(\mu P, \nu P) \leq W_{d}(\mu, \nu)
$$

Proof: (i) For every $\lambda \in \mathcal{C}(\mu, \nu), \lambda Q^{n}$ is a coupling of $\mu P^{n}$ and $\nu P^{n}$. This yields the result. Consider now (ii). Using (i), we get

$$
W_{d}(\mu P, \nu P) \leq \inf _{\lambda \in \mathcal{C}(\mu, \nu)} \int_{E \times E} Q d(z, t) \mathrm{d} \lambda(z, t) \leq \inf _{\lambda \in \mathcal{C}(\mu, \nu)} \int_{E \times E} d(z, t) \mathrm{d} \lambda(z, t) \leq W_{d}(\mu, \nu)
$$

## Appendix B: Subgeometric functions and sequences

Lemma 24. Let $r \in \Lambda_{0}$ and $R$ be given by (23).
(i) For all $t, v \in \mathbb{R}_{+}, r(t+v) \leq r(t) r(v)$.
(ii) $R$ is differentiable, convex and increasing to $+\infty$.
(iii) $\lim _{t \rightarrow \infty} r(t) / R(t)=0$.
(iv) There exists a constant $C$ such that for any $t, v \in \mathbb{R}_{+}, R(t+v) \leq C R(t) R(v)$.
(v) $\sup _{k} R(k) / \sum_{i=0}^{k-1} r(i)<\infty$.

Proof: (i) follows from [22, Lemma 1]. Consider now (ii). By definition, $r$ is non-decreasing, thus is bounded on every compact set; then, $R$ is continuous. Moreover, it is differentiable and its derivative is $r$, which is nondecreasing. Then $R$ is convex. In addition $r(0) \geq 2$, thus $R$ is increasing to $+\infty$. (iii). Set $u(t) \stackrel{\text { def }}{=} \log (r(t)) / t$. Since $r \in \Lambda_{0}$, the function $u$ is non increasing, which implies that, for every $h \in(0,1)$,

$$
\log (1+\{r(t+h)-r(t)\} / r(t))=\log (r(t+h) / r(t))=t(u(t+h)-u(t))+h u(t+h) \leq h u(t+h)
$$

Since $\lim _{t \rightarrow+\infty} u(t)=0$, for all $\epsilon>0$, there exists $T \in \mathbb{R}_{+}$such that for all $t \geq T$ and $h \in(0,1)$, $(r(t+h)-r(t)) \leq \epsilon h r(t)$. Therefore for all $t \geq T$ and $h \in(0,1),(R(t+h)-R(t)) /(h R(t)) \leq \epsilon+r(T+1) / R(t)$. Taking $h \rightarrow 0$ it follows $r(t) / R(t) \leq \epsilon+r(T+1) / R(t)$, for all $t \geq T$. The proof is concluded by (ii). (iv) follows from (i) and (iii). Finally, for (v), the upper bound follows from (iv) and $R(k-1) \leq 1+\sum_{i=0}^{k-1} r(i)$.
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[^1]:    ${ }^{1}$ We point out that in [8], it is additionally required that the distribution of $Z_{1}$ has a nontrivial absolutely continuous component which is bounded away from zero in a neighborhood of the origin. However, this condition is only required to establish the $\phi$-irreducibility of the Markov chain, which is not needed here.

