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Abstract

We analyze the discontinuous Galerkin method in time combined with a finite ele-

ment method with symmetric stabilization in space to approximate evolution problems

with a linear, first-order differential operator. A unified analysis is presented for space

discretization, including the discontinuous Galerkin method and H1-conforming finite el-

ements with interior penalty on gradient jumps. Our main results are error estimates in

various norms for smooth solutions. Two key ingredients are the post-processing of the

fully discrete solution by lifting its jumps in time and a new time-interpolate of the exact

solution. We first analyze the L∞(L2) and L2(L2) errors and derive a super-convergent

bound of order (τk+2 + hr+1/2) in the case of static meshes for k ≥ 1. Here, τ is the time

step, k the polynomial order in time, h the size of the space mesh, and r the polynomial

order in space. For the case of dynamically changing meshes, we derive a novel bound on

the resulting projection error. Finally, we prove new optimal bounds on static meshes for

the error in the time-derivative and in the discrete graph norm.

Keywords: discontinuous Galerkin in time, stabilized FEM, first-order PDEs, graph norm

error estimates, superconvergence, dynamic meshes
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1 Introduction

Our goal is to analyze the discontinuous Galerkin (dG) method in time combined with a

finite element method (FEM) with symmetric stabilization in space to approximate the linear

evolution problem

∂tu+Au = f in Ω× (0, T ), (1)

completed with suitable boundary and initial conditions, see Section 2. Here, Ω is a domain in

Rd, d ≥ 1, T some positive final time, f a source term, and A some linear, time-independent,

∗Universite Paris-Est, CERMICS (ENPC), 77455 Marne la Vallee Cedex 2, France, Email:

ern@cermics.enpc.fr
†Institut für Analysis und Numerik, Otto-von-Guericke-Universität Magdeburg, Postfach 4120, D-39016

Magdeburg, Germany, Email: schiewec@ovgu.de

1



2 A. Ern, F. Schieweck

first-order differential operator in space. We assume for simplicity that A is an advection-

reaction operator; more generally, A can be a Friedrichs’ operator, whereby (1) is a system

of first-order PDEs endowed with a symmetry and a positivity property [21, 19].

The dG method in time can be used, in the spirit of Rothe’s method, to semi-discretize

in time the evolution problem (1). This method uses piecewise polynomial ansatz and trial

spaces of some order k ≥ 0, whose elements are V -valued functions of time that can be

discontinuous at the discrete nodes defining the time partition; here, V denotes the graph

space associated with the space differential operator A. The time semi-discrete problem

can then be discretized in space by a stabilized FEM. A relatively wide class of stabilized

FEM is that based on symmetric stabilization, including on the one hand the dG method

in space [30, 29, 16] and on the other hand H1-conforming finite elements with various sta-

bilization techniques, e.g., interior penalty on gradient jumps [6, 9], local projection [4, 34],

subgrid viscosity [22, 23], or orthogonal subscales [14, 15]. When used to approximate the

steady version of (1), all of these methods lead to quasi-optimal L2-error estimates of order

hr+1/2, where h denotes the size of the space mesh and r the polynomial order in space, and

optimal error estimates in the discrete graph norm. In what follows, we consider a unified

analysis for a discrete differential operator Ah satisfying three design properties (consistency,

stability, and boundedness). These properties cover, as main examples, dG methods and

H1-conforming finite elements with interior penalty on gradient jumps. Minor modifications

are to be included for other (weakly) non-consistent stabilization techniques.

The dG method in time has been extensively studied in [37, 17], see also references therein,

for linear parabolic problems, either as time semi-discretization method in the Hilbert space

H1 or combined with H1-conforming finite elements for space discretization. One of the

main results for linear parabolic problems with a symmetric coercive operator A is super-

convergence in L∞(L2) (L∞ in time and L2 in space) and L2(L2) norms of order (τ2k+1+hr+1)

where τ is the time step and h the space mesh size. Further results on the dG method in

time, combined with dG methods in space, concern the convergence to entropy solutions

for hyperbolic conservation laws [28], the hp-analysis for diffusion and incompressible flow

problems [35, 39], and inviscid compressible flows [38]. L∞(L2) and L2(L2) error estimates

of order (τk+1 + hr) are derived in [20, 10] for nonlinear convection-diffusion problems on

time-varying meshes under the assumption h2 . τ. Finally, we mention the work [2] for

linear transient convection-diffusion-reaction problems on static meshes where the dG method

in time is combined with local projection stabilization in space for H1-conforming finite

elements leading to an L∞(L2) and L2(L2) error bound of order (τk+1+hr+1/2) if the diffusion

parameter ε is less than h.

An alternative approach for discretizating the evolution problem (1) is the explicit Runge–

Kutta (RK) method in time combined with the dG method in space and suitable limiters,

see [13, 12, 11]. Since the time-stepping scheme is explicit, such methods are computationally

effective, but are only conditionally stable, and the error bounds require the application

of the Gronwall argument which implies that the error constant grows exponentially with

respect to the final time T . The analysis of explicit RK methods combined with stabilized

FEM entails some subtleties. Error estimates are available for second-order (RK2) and third-
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order (RK3) methods; see [42, 43] for nonlinear conservation laws and dG methods in space

and [8] for Friedrichs’ systems and FEM with symmetric stabilization. The main results are

L∞(L2) error estimates of order (τ2 + hr+1/2) for RK2 under a tightened 4/3-CFL condition

(except for piecewise affine polynomials in space where the usual CFL condition suffices)

and of order (τ3 + hr+1/2) for RK3 under the usual CFL condition. In contrast to explicit

RK methods, the dG method in time is unconditionally stable, and leads, in some cases,

to super-convergent error estimates. The prize to pay is obviously increased computational

cost, although this drawback can be tamed using efficient multigrid solvers, as in [25, 27, 26]

for the heat, Stokes, and Navier–Stokes equations. Antoher advantage of dG methods in

time is that their analysis readily encompasses all polynomial orders k ≥ 1 in time (the

lowest-order case k = 0, corresponding to the implicit Euler scheme, being slightly different).

In addition, the derived error bounds do not require the Gronwall argument, and the error

constant grows only like T 1/2 with respect to the final time T . Moreover, since they hinge

on the weak form of the evolution problem, dG methods in time can be cast more effectively

into optimization problems constrained by time-dependent PDEs [36, 31, 33]. Finally, we

mention the recent analysis of implicit RK methods in time combined with dG methods in

space for linear Maxwell’s equations, leading in particular to an L∞(L2) error estimate of

order (τs+1 + hr+1/2) where s is the number of distinct time nodes in the RK method [24].

The main contributions of this paper are as follows. Let u be the exact solution and let

uτh be the fully discrete solution. We analyze the error between the exact solution and a

post-processed discrete solution ũτh = Lτuτh which is continuous in time and is a piecewise

polynomial in time of order (k+1). The operator Lτ, motivated by [32] where the link between

the dG method in time of order k and a continuous Petrov–Galerkin method of order (k+1)

with reduced integration is explored, is the first key ingredient of our analysis. The second one

is a new time-interpolate Rk+1
τ

u of the exact solution u of order (k+1), which, in particular,

interpolates at the (k + 1) right-sided Gauss–Radau integration points the time-derivative of

a C1-interpolate of order (k+ 2) of the exact solution. Our first main result, which improves

on the current state-of-the-art, are estimates for the error (u− ũτh) in L
∞(L2) at the discrete

nodes defining the time partition and in L2(L2), both of order (τk+2 + hr+1/2). This result

implies, in particular, a super-convergent estimate of the same order for the error (u−uτh) at

the discrete time nodes. The error estimates are presented first for static space meshes. For

time-varying meshes, there is an additional projection error due to mesh changes, for which

we derive a novel sharp estimate compared to existing results [40, 1, 20, 10]. Our second main

result are estimates on the error derivatives; we focus on static space meshes for simplicity.

To our knowledge, such estimates are not yet available even for static meshes. We emphasize

that their derivation is more delicate than for parabolic PDEs since the differential operator

A is neither symmetric nor coercive in the graph norm. Our idea is to measure the error

in the time-derivative using the post-processed time-derivative of the post-processed discrete

solution, yielding a bound on (∂tu − Lτ∂tLτuτh) of order (τk+1 + hr+1/2) in L∞(L2) at the

discrete time nodes and in L2(L2). Finally, an optimal bound for the error (u − ũτh) in the

discrete graph norm is derived using the inf-sup stability of the discrete operator Ah.

The paper is organized as follows. Section 2 presents the continuous setting and Section 3
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the discrete setting in time and in space, including the lifting operator Lτ. Section 4 contains

some preliminary results for the error analysis and, in particular, introduces the new time-

interpolate Rk+1
τ

u. Section 5 is devoted to the L∞(L2) and L2(L2) error estimates. Finally,

Section 6 deals with the estimates on the error derivatives.

2 The continuous setting

Let Ω ⊂ Rd, d ≥ 1, be a domain with Lipschitz boundary Γ, and let T be some positive final

time. We consider the model problem: Find u : Ω× [0, T ] → R such that

∂tu+Au = f in Ω× (0, T ),

u = 0 on Γ− × (0, T ),

u = u0 on Ω× {0},

(2)

where the linear first-order differential operator A is of the form Au := β ·∇u+σu, β : Ω → Rd

is a given Lipschitz convection field, σ : Ω → R a bounded reaction function, f : Ω×[0, T ] → R
a source term, u0 : Ω → R a given initial value of u, and Γ− (resp., Γ+) the inflow (resp.,

outflow) part of the boundary defined as

Γ± := {x ∈ Γ : ±β(x) · n > 0},

with n denoting the outer normal unit vector on Γ. We assume that the data β and σ are

time-independent, and that

σ(x)−
1

2
divβ(x) ≥ µ0 > 0 ∀x ∈ Ω. (3)

The inner product in L := L2(Ω) is denoted (·, ·)L, and the norm ‖v‖2L := (v, v)L. The graph

space defined as {v ∈ L : β · ∇v ∈ L} is a Hilbert space when equipped with the graph norm

‖v‖2V := µ0‖v‖
2
L + ‖β · ∇v‖2L (and the corresponding inner product). Assuming that Γ− and

Γ+ are well-separated, V := {v ∈ L : β · ∇v ∈ L, v|Γ−
= 0} is a closed subspace of the graph

space, and the operator A : V → L is an isomorphism; see, e.g., [19].

To characterize the smoothness of functions t 7→ v(t), we introduce, for a subinterval

J ⊂ [0, T ], the space Cr(J,B) spanned by r times continuously differentiable, B-valued

functions on J , where B denotes a Banach space with norm ‖ · ‖B (typically, B ∈ {L, V }).

The space Cr(J,B) is equipped with the following norm and semi-norm:

‖v‖Cr(J,B) := max
0≤k≤r

sup
t∈J

‖∂ k
t v(t)‖B, |v|Cr(J,B) := sup

t∈J
‖∂ r

t v(t)‖B.

For a measurable subset J ⊂ [0, T ], we also use the Bochner space L2(J,B) defined as

L2(J,B) := {v : J → B : ‖v‖L2(J,B) <∞} with ‖v‖L2(J,B) :=

(∫

J
‖v(t)‖2B dt

)1/2

.

Now, assuming f ∈ C0([0, T ], L) and u0 ∈ V , the model problem (2) can be written as the

following linear evolution problem: Find u ∈ C0([0, T ], V ) ∩ C1([0, T ], L) such that

(∂tu(t), v)L + (Au(t), v)L = (f(t), v)L ∀ v ∈ L, ∀ t ∈ (0, T ),

u(0) = u0.
(4)
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The well-posedness of (4) results from the Hille–Yosida Theorem; see, e.g., [41, p. 248] or [18,

p. 313].

3 The discrete setting

We proceed in the spirit of Rothe’s method whereby the evolution problem (4) is first semi-

discretized in time, leading to a sequence of discrete problems in a Hilbert space, which are

then discretized in space. An important ingredient for the time semi-discretization is the

lifting operator Lτ introduced in Section 3.2. In what follows, for positive real numbers a and

b, a . b stands for the inequality a ≤ Cb with generic constant C independent of the size of

the space and time meshes, of the final time, and of the exact solution u; the value of C can

depend on the regularity of the spatial mesh, the polynomial degrees used for space and time

discretization, and the model parameters (including Ω and the constant µ0 in (3)).

3.1 Time semi-discretization by the dG(k)-method

In order to semi-discretize problem (4) in time, we decompose the time interval I := (0, T ]

into N disjoint subintervals In := (tn−1, tn], where n = 1, . . . , N and 0 = t0 < t1 < · · · <

tN−1 < tN = T , so that I = ∪N
n=1In. Observe that all the time intervals are conventionally

open at the left endpoint and closed at the right endpoint. In what follows, the maximum time

step size τ := max1≤n≤N τn where τn := tn − tn−1 is used to denote the time discretization

parameter, and the set of time intervals Mτ := {I1, . . . , IN} is called the time mesh.

We approximate the exact solution u : Ī → V by means of a function uτ : Ī → V which

is piecewise a polynomial of some order k ≥ 0 with respect to time. For B ∈ {L, V }, let

Pk(In, B) :=
{
w : In → B : w(t) =

∑k
j=0W

jtj , ∀ t ∈ In, W
j ∈ B, ∀ j

}
be the space of

B-valued polynomials in time of order k over In and let

Xk
τ
(B) := {wτ : Ī → B : wτ

∣∣
In

∈ Pk(In, B) ∀ In ∈ Mτ}. (5)

Then, we seek the time semi-discrete solution uτ in the space Xk
τ
(V ). It is possible to consider

a polynomial degree kn specific to each time interval In. All what follows extends to this more

general setting.

Let wτ be a function in Xk
τ
(B). Then, wτ can be discontinuous at the discrete times tn, for

all n = 0, . . . , N , while wτ is by definition continuous from the left at tn, for all n = 1, . . . , N ,

i.e., wτ(tn) = limt↑tn wτ(t). Moreover, wτ(0) has to be specified separately since 0 6∈ I1. The

space Xk
τ
(B) is a subspace of

C−1(Mτ, B) := {wτ : Ī → B : wτ

∣∣
In

∈ C0(In, B), wτ(t
+
n−1) exists ∀ In ∈ Mτ}, (6)

with the notation wτ(t
+
n−1) := limt↓tn−1

wτ(t). Functions in C−1(Mτ, B) are by definition

continuous from the left at all tn, n = 1, . . . , N , and their value at 0 has to be specified

separately. For all wτ ∈ C−1(Mτ, B), the jump of wτ at tn, for all n = 0, . . . , N−1, is defined

as

[wτ]n := wτ(t
+
n )− wτ(tn). (7)
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The discontinuous Galerkin method of order k (in short, dG(k)) applied as time semi-

discretization of problem (4) reads: Find uτ ∈ Xk
τ
(V ) such that uτ(0) = u0 and

N∑

n=1

∫

In

(∂tuτ +Auτ, vτ)L dt+

N−1∑

n=0

(
[uτ]n, vτ(t

+
n )

)
L
=

∫

I
(f, vτ)L dt ∀ vτ ∈ Y k

τ
(L), (8)

with test space Y k
τ
(L) := {v : I → L : v

∣∣
In

∈ Pk(In, L) ∀ In ∈ Mτ}.

Problem (8) can be decoupled into a sequence of local problems by choosing test functions

supported on a single time interval In. Then, the time semi-discrete solution uτ can be

determined by successively solving a local problem on In. Using the known value uτ(tn−1)

from the previous time interval (and u0 for n = 1), the local problem on In reads: Find

uτ|In ∈ Pk(In, V ) such that
∫

In

(∂tuτ +Auτ, vτ)L dt+
(
[uτ]n−1, vτ(t

+
n−1)

)
L
=

∫

In

(f, vτ)L dt ∀ vτ ∈ Pk(In, L). (9)

In practice, the right-hand side of (9) is evaluated by means of some numerical integration

formula. In the context of the dG(k)-method in time, a natural choice is to consider the (k+1)-

point right-sided Gauss–Radau quadrature formula on each time interval In. For a function

g ∈ C−1(Mτ,R) and In ∈ Mτ, this formula takes the form

Qn(g) :=
τn

2

k+1∑

µ=1

ŵµg(tn,µ) ≈

∫

In

g(t) dt, (10)

where tn,µ ∈ In are the integration points and ŵµ > 0 the weights. Note that tn,k+1 = tn so

that g(tn,k+1) is equal to g(tn) (recall that g is continuous from the left at tn). It is known

that (10) is exact for all polynomials in P2k(In). Then, using (10) on the right-hand side

of (9) leads to the numerically-integrated version of (9):
∫

In

(∂tuτ +Auτ, vτ)L dt+
(
[uτ]n−1, vτ(t

+
n−1)

)
L
= Qn((f, vτ)L) ∀ vτ ∈ Pk(In, L). (11)

To rewrite (11), we define the Lagrange interpolation operator IGR
τ

: C0(Ī , L) → Xk
τ
(L) by

means of the conditions

IGR
τ

w(tn,µ) = w(tn,µ), µ = 1, . . . , k + 1, n = 1, . . . , N, IGR
τ

w(0) = w(0), (12)

using the (k+1) right-sided Gauss–Radau integration points tn,µ ∈ In. Then, (11) is equivalent

to∫

In

(∂tuτ +Auτ, vτ)L dt+
(
[uτ]n−1, vτ(t

+
n−1)

)
L
=

∫

In

(IGR
τ

f, vτ)L dt ∀ vτ ∈ Pk(In, L). (13)

Let us briefly look, for example, at the dG(1)-method. Here, we apply the 2-point right-

sided Gauss–Radau quadrature formula with points tn,1 = tn−1+τn/3, tn,2 = tn and reference

weights ŵ1 = 3/2, ŵ2 = 1/2. On the time interval In, we have to solve for the two unknowns

U j
n = uτ(tn,j) for j = 1, 2. The coupled (2× 2)-block-system for U1

n, U
2
n ∈ V reads:

3
4U

1
n + τn

2 AU
1
n + 1

4U
2
n = uτ(tn−1) +

τn

2 f(tn,1),

−9
4U

1
n + 5

4U
2
n + τn

2 AU
2
n = −uτ(tn−1) +

τn

2 f(tn,2).
(14)
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3.2 A lifting operator

As a key point of our analysis, we introduce the lifting operator

Lτ : X
k
τ
(B) → Xk+1

τ
(B) ∩ C0(Ī , B), (15)

such that, for all n = 1, . . . , N ,

Lτwτ(t) := wτ(t)− [wτ]n−1ϑn(t) ∀ t ∈ In = (tn−1, tn], (16)

and Lτwτ(0) = wτ(0). Here, ϑn ∈ Pk+1(In,R) is defined by means of the integration points

tn,µ of the (k + 1)-point right-sided Gauss-Radau quadrature formula on the interval In as

ϑn(t) :=

k+1∏

µ=1

t− tn,µ
tn−1 − tn,µ

∀ t ∈ In. (17)

The continuity in time of Lτwτ follows from the properties ϑn(t
+
n−1) = 1 and ϑn(tn) =

ϑn(tn,k+1) = 0 together with the definition of the jump [wτ]n−1. Since ϑn(t) vanishes at the

integration points, we get the property

Lτwτ(tn,µ) := wτ(tn,µ) ∀µ = 1, . . . , k + 1, ∀n = 1, . . . , N. (18)

The lifting operator Lτ can be more generally defined for functions in C−1(Mτ, B) and then

maps onto C0(Ī , B).

3.3 Space discretization by stabilized FEM

In this section, we briefly recall some basic elements on the discretization of the space differ-

ential operator A by means of a stabilized FEM. For clarity, we consider functions depending

only on the space variable, and return to the full space-time setting in Section 3.4.

Let Th be a shape-regular mesh of Ω and let Vh be a finite element space built on that

mesh, where h denotes the mesh-size. For simplicity, we assume that the mesh Th is affine

and that Ω has a polygonal (d = 2) or polyhedral (d = 3) boundary. To fix the ideas, we

assume that Vh contains at least piecewise polynomials of order r, yielding the following local

approximation property: For all w ∈ Hr+1(Ω), there exists an interpolate ihw ∈ Vh such that,

for m ∈ {0, 1},

|w − ihw|Hm(T ) . hr+1−m
T |w|Hr+1(∆T ) ∀T ∈ Th, (19)

where hT stands for the diameter of T and ∆T is a set of mesh elements neighboring T .

The differential operator A : V → L is approximated by a discrete differential operator

Ah : W + Vh → Vh, where W is a dense subspace of V used to assert the consistency of Ah

(see (20) below); typically, W = Hs(Ω), s ≥ 1. For the operator Ah, we require the following

properties:

• Consistency : Letting Ph : L→ Vh denote the L2-orthogonal projector onto Vh,

Ahw = PhAw ∀ w ∈W. (20)
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• Discrete coercivity and boundedness on orthogonal subscales:

|||vh|||
2 . (Ahvh, vh)L ∀ vh ∈ Vh, (21)

(Ah(w − Phw), vh)L . |||w − Phw|||h, 1
2

|||vh||| ∀ vh ∈ Vh, w ∈W, (22)

where ||| · ||| and ||| · |||h, 1
2

are mesh-dependent norms on (W + Vh) satisfying

µ
1/2
0 ‖v‖L ≤ |||v||| ≤ |||v|||h, 1

2

∀ v ∈ (W + Vh). (23)

• Discrete inf-sup stability : For all vh ∈ Vh, there exists wh ∈ Vh such that

|||vh|||
2
♯ . (Ahvh, wh)L and |||wh|||♯ ≤ |||vh|||♯, (24)

where ||| · |||♯ is a mesh-dependent norm on Vh such that |||vh||| ≤ |||vh|||♯ for all vh ∈ Vh,

and |||w|||♯ . ‖w‖W for all w ∈ W . In what follows, ||| · |||♯ is termed the discrete graph

norm since it provides a control on the advective derivative.

We now present two examples for the discrete operator Ah matching the above framework,

one obtained using the Continuous Interior Penalty (CIP) method based on H1-conforming

finite elements and gradient jump penalty at interfaces and the other obtained using the dG

method (in space) with upwind fluxes. Some slight adaptations of the consistency assump-

tion are needed to handle other stablizations for H1-conforming finite elements (e.g., local

projection, subgrid viscosity, orthogonal subscales). Mesh faces are collected in the set Fh

split into the set of interior faces, F int
h , and boundary faces, Fext

h . For F ∈ F int
h , there are

T−, T+ in Th such that F = ∂T−∩∂T+, nF is the unit normal to F pointing from T− to T+,

and for a piecewise smooth enough function v, we define its jump and mean value at F as

[v] := v|T− − v|T+ and {{v}} := 1
2(v|T− + v|T+), respectively. The arbitrariness in the sign of

[v] is irrelevant. Meshes can possess hanging nodes when using dG methods under the usual

assumption that face diameters are comparable to local element diameters. In what follows,

hF denotes the diameter of F ∈ Fh, and for R ∈ {T, ∂T, F}, (·, ·)L,R the L2(R)-inner product

with associated norm ‖ · ‖L,R.

In the CIP method, see [6, 9, 7], the discrete space Vh is H1-conforming, and, letting

W = H2(Ω), the discrete operator Acip
h is given, for all v ∈W + Vh, wh ∈ Vh, by

(Acip
h v, wh)L = (σv + β · ∇v, wh)L +

∑

F∈Fext
h

((β·nF )
⊖v, wh)L,F

+
∑

F∈F int
h

(γF [∇v], [∇wh])L,F ,
(25)

where x⊖ := 1
2(|x| − x) denotes the negative part of a real number x and γF = ̺h2F |β·nF |

with ̺ > 0 a user-dependent parameter. Then, consistency holds. Discrete coercivity holds

with the mesh-dependent norm on (W + Vh)

|||v|||2 := µ0‖v‖
2
L +

∑

F∈Fext
h

‖|β·nF |
1/2v‖2L,F +

∑

F∈F int
h

‖γ
1/2
F [∇v]‖2L,F , (26)
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boundedness on orthogonal subscales with |||v|||2
h, 1

2

= |||v|||2 +
∑

T∈Th
{h−1

T ‖v‖2L,T + ‖v‖2L,∂T },

and discrete inf-sup stability with |||vh|||
2
♯ := |||vh|||

2 +
∑

T∈Th
hT ‖β · ∇vh‖

2
L,T .

In the DG method, see [30, 29, 5, 19, 16], the discrete space Vh is spanned by piecewise

polynomials with no continuity explicitly enforced at interfaces, and, letting W = H1(Ω), the

discrete operator Adg
h is given, for all v ∈W + Vh, wh ∈ Vh, by

(Adg
h v, wh)L =

∑

T∈Th

(σv + β · ∇v, wh)L,T +
∑

F∈Fext
h

((β·nF )
⊖v, wh)L,F

−
∑

F∈F int
h

((β·nF )[v], {{wh}})L,F +
∑

F∈F int
h

(γF [v], [wh])L,F ,
(27)

where γF = ̺|β·nF | with ̺ > 0 a user-dependent parameter (̺ = 1
2 yields the classical upwind

fluxes). Then, consistency holds. Discrete coercivity holds with the mesh-dependent norm

on (W + Vh)

|||v|||2 := µ0‖v‖
2
L +

∑

F∈Fext
h

‖|β·nF |
1/2v‖2L,F +

∑

F∈F int
h

‖γ
1/2
F [v]‖2L,F , (28)

boundedness on orthogonal subscales with |||v|||2
h, 1

2

= |||v|||2 +
∑

T∈Th
‖v‖2L,∂T , and discrete inf-

sup stability with |||vh|||
2
♯ := |||vh|||

2 +
∑

T∈Th
hT ‖β · ∇vh‖

2
L,T .

To derive error estimates, we need suitable approximation properties of the L2-orthogonal

projector Ph, namely

|||w − Phw|||h, 1
2

+ |||w − Phw|||♯ . hr+1/2|w|Hr+1(Ω). (29)

Such a property is satisfied for shape-regular meshes and any polynomial degree r for the DG

method since the projector Ph enjoys local approximation properties. For conforming FEM

with CIP, we use the recent result of [3] focusing for simplicity on simplicial meshes. We

assume that to each mesh element T ∈ Th, we can assign a nonnegative integer kT , the level

of T , such that hT ∼ 2−kT and such that for any two elements sharing a vertex, their level

differs at most by one. We refer to [3] for a discussion on the relevance of this hypothesis in

the context of adaptive and more general nonuniform meshes. Following [3], we also assume

that, for d = 2, r ≤ 12 and, for d = 3, r ≤ 7. In what follows, the above assumptions are

referred to as (H).

Lemma 1 Under Assumption (H), the approximation property (29) holds.

Proof. We only prove the bound on the ||| · |||h, 1
2

-norm; the proof for the other bound is

similar. By the triangle inequality, we infer that

|||w − Phw|||h, 1
2

≤ |||w − ihw|||h, 1
2

+ |||Ph(w − ihw)|||h, 1
2

,

since ihv ∈ Vh. The first term on the right-hand side is bounded by hr+1/2|w|Hr+1(Ω) owing

to (19). Concerning the second term, we first observe using inverse and trace inequalities

that |||vh|||h, 1
2

. ‖h−1/2vh‖L for all vh ∈ Vh, where h denotes the piecewise constant function
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equal locally to the mesh element diameter. Moreover, the Cauchy–Schwarz inequality implies

‖h−1/2vh‖L ≤ ‖h−1vh‖
1/2
L ‖vh‖

1/2
L . Since Lemma 4.1 in [3] shows that ‖h−1Phv‖L . ‖h−1v‖L

for all v ∈ L, we infer with v = w − ihw and vh = Phv that

|||Ph(w − ihw)|||h, 1
2

. ‖h−1(w − ihw)‖
1/2
L ‖w − ihw‖

1/2
L ,

whence the assertion results from (19). �

3.4 Full space-time discretization

In the full space-time discretization, we approximate on each time interval In = (tn−1, tn] the

time semi-discrete solution uτ by means of a fully discrete solution uτh using a finite element

space V n
h ⊂ L resulting from a mesh T n

h which can change from one time interval to the next.

The corresponding discrete differential operator is An
h :W +V n

h → V n
h and satisfies the design

conditions of Section 3.3 uniformly in n. Concerning mesh-dependent norms like ||| · |||, we use

a subscript n as in ||| · |||n to indicate that this norm is defined using the mesh T n
h . The global

solution space for the fully discrete solution uτh is

Xk
τh := {vτh : Ī → L; vτh

∣∣
In

∈ Pk(In, V
n
h ) ∀ In ∈ Mτ}. (30)

Let u0h ∈ V 0
h be an approximation of the initial condition u0. The initial mesh T 0

h used to

build V 0
h can differ from the mesh T 1

h used in the first time interval I1.

For brevity, we only present the fully discrete problem on each time interval, i.e., resulting

from the space discretization of (11). For all n = 1, . . . , N , using the known value uτh(tn−1) ∈

V n−1
h from the previous time interval (and u0h for n = 1), the local, fully discrete problem

on In reads: Find uτh|In ∈ Pk(In, V
n
h ) such that, for all vτh ∈ Pk(In, V

n
h ),

∫

In

(∂tuτh +An
huτh, vτh)L dt+

(
[uτh]n−1, vτh(t

+
n−1)

)
L
= Qn((f, vτh)L) . (31)

We now derive a useful result allowing us to rewrite the fully discrete scheme (31) using

the lifting operator Lτ introduced in Section 3.2.

Lemma 2 For all n = 1, . . . , N , (31) is equivalent to
∫

In

(∂tLτuτh +An
huτh, vτh)L dt = Qn((f, vτh)L) ∀vτh ∈ Pk(In, V

n
h ). (32)

Proof. For all n = 1, . . . , N , using integration by parts for the ϑn-term, we obtain
∫

In

(∂tLτuτh, vτh)L dt =

∫

In

(∂tuτh, vτh)L dt+

∫

In

([uτh]n−1ϑn, ∂tvτh)L dt

+
(
[uτh]n−1, vτh(t

+
n−1)

)
L
,

since ϑn(tn−1) = 1 and ϑn(tn) = 0. The integrand of the second integral on the right-hand

side is in P2k(In,R). Then, the (k + 1)-point right-sided Gauss-Radau quadrature formula is

exact and the integral vanishes. �
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4 Preparation for the error analysis

4.1 Basic stability result

To state the consistency properties of the fully discrete problem, it is convenient to define, in

each time interval In, n = 1, . . . , N , the bilinear form

B̃n
h (w, v) := Qn((∂tw, v)L) +Qn((A

n
hw, v)L) , (33)

where v ∈ C−1(Mτ, L) and w must satisfy the following smoothness conditions, expressed as

w ∈ X̃ with

X̃ :=
{
w : Ī → L; w(tn,µ) ∈W + V n

h , ∂tw
∣∣
In
(tn,µ) ∈ L, ∀µ = 1, . . . , k + 1, n = 1, . . . , N

}
,

(34)

where tn,µ ∈ In are the right-sided Gauss–Radau integration points. Note that, although

the function w = Lτuτh restricted to In is in Pk+1(In, V
n−1
h + V n

h ), this function satisfies

w(tn,µ) ∈ V n
h owing to (18); hence, w ∈ X̃. The bilinear form B̃n

h is closely related to the

fully discrete problem, as we now show.

Lemma 3 The fully discrete solution uτh ∈ Xk
τh is such that, for all n = 1, . . . , N ,

B̃n
h (Lτuτh, vτh) = Qn((f, vτh)L) ∀ vτh ∈ Pk(In, V

n
h ). (35)

Proof. Using definition (33) yields

B̃n
h (Lτuτh, vτh) = Qn((∂tLτuτh, vτh)L) +Qn((A

n
hLτuτh, vτh)L) .

Since (∂tLτuτh, vτh)L is in P2k(In), we obtain Qn((∂tLτuτh, vτh)L) =
∫
In
(∂tLτuτh, vτh)L dt.

Moreover, using (18) and since (An
huτh, vτh)L is in P2k(In,R), we infer that

Qn((A
n
hLτuτh, vτh)L) = Qn((A

n
huτh, vτh)L) =

∫

In

(An
huτh, vτh)L dt.

We conclude using (32). �

The discrete bilinear form B̃n
h satisfies a basic stability result which is the starting point

of our error analysis.

Lemma 4 (Stability) For given w ∈ C0(Ī , L)∩Xk+1
τ

(L)∩ X̃, let IGR
τ

w ∈ Xk
τ
(L) be defined

in (12). Then, for all n = 1, . . . , N , the following bound holds:

B̃n
h (w, I

GR
τ

w) ≥
1

2
‖w(tn)‖

2
L −

1

2
‖w(tn−1)‖

2
L +

1

2
‖[IGR

τ
w]n−1‖

2
L + αQn

(
|||w|||2n

)
. (36)

Proof. Using definition (33) yields

B̃n
h (w, I

GR
τ

w) = Qn

(
(∂tw, I

GR
τ

w)L
)
+Qn

(
(An

hw, I
GR
τ

w)L
)
.
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Concerning the first term on the right-hand side, since the integrand is in P2k(In,R), we obtain
Qn

(
(∂tw, I

GR
τ

w)L
)
=

∫
In

(
∂tw, I

GR
τ

w
)
L
dt. Moreover, since w ∈ Pk+1(In, L), we observe that

w(t) = IGR
τ

w(t) + dn−1ϑn(t) with dn−1 := w(tn−1)− IGR
τ

w(t+n−1) = −[IGR
τ

w]n−1,

t ∈ In and ϑn defined in (17). This implies

Qn

(
(∂tw, I

GR
τ

w)L
)
=

∫

In

(∂tw,w − dn−1ϑn)L dt

=

∫

In

(∂tw,w)L dt−

∫

In

(∂tw, dn−1ϑn)L dt

=

∫

In

1

2

d

dt
‖w‖2Ldt−

∫

In

(
∂tI

GR
τ

w + dn−1∂tϑn, dn−1ϑn
)
L
dt

=

∫

In

1

2

d

dt
‖w‖2Ldt− ‖dn−1‖

2
L

∫

In

1

2

d

dt
|ϑn|

2dt,

since
∫
In

(
∂tI

GR
τ

w, dn−1ϑn
)
L
dt = 0 being the integrand in P2k(In,R) and vanishing at all

right-sided Gauss–Radau integration points in In. As a result,

Qn

(
(∂tw, I

GR
τ

w)L
)
=

1

2
‖w(tn)‖

2
L −

1

2
‖w(tn−1)‖

2
L +

1

2
‖dn−1‖

2
L.

Furthermore, using (21) (discrete coercivity) and since w and IGR
τ

w coincide at all tn,µ,

µ = 1, . . . , k + 1, we infer that

Qn

(
(An

hw, I
GR
τ

w)L
)
= Qn

(
(An

hI
GR
τ

w, IGR
τ

w)L
)
≥ αQn

(
|||IGR

τ
w|||2n

)
= αQn

(
|||w|||2n

)
,

whence the assertion follows. �

4.2 Construction of a special interpolate in time

In this section, we assume k ≥ 1. Let B be a Banach space, typically B ∈ {L, V }. For

a function u ∈ C1(Ī , B),, we define a time-polynomial interpolate Rk+1
τ

u ∈ C0(Ī , B) whose

restriction to In = (tn−1, tn] is in Pk+1(In, B). We first choose a Lagrange/Hermite interpolate

Ik+2
τ

u ∈ C0(Ī , B) such that, for all n = 1, . . . , N , Ik+2
τ

u|In ∈ Pk+2(In, B) and

Ik+2
τ

u(tn) = u(tn) and ∂tI
k+2
τ

u(tn) = ∂tu(tn) ∀n = 0, . . . , N.

For k = 1, these conditions fully determine Ik+2
τ

u (for k = 0, the above construction is not

possible), while, for k ≥ 2, values at, say, additional Lagrange nodes can be prescribed inside

each In so that, assuming u smooth enough,

‖∂tu− ∂tI
k+2
τ

u‖C0(Īn,B) . τ
k+2
n |u|Ck+3(Īn,B), (37)

‖∂2t u− ∂2t I
k+2
τ

u‖C0(Īn,B) . τ
k+1
n |u|Ck+3(Īn,B). (38)

Then, we define Rk+1
τ

u|In ∈ Pk+1(In, B) by means of the (k + 2) conditions

∂tR
k+1
τ

u(tn,µ) = ∂tI
k+2
τ

u(tn,µ) ∀µ = 1, . . . , k + 1, (39)

Rk+1
τ

u(t+n−1) = Ik+2
τ

u(tn−1), (40)

and finally we set Rk+1
τ

u(0) = u(0) = u0.
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Lemma 5 Assume k ≥ 1. The function Rk+1
τ

u is continuous in time on Ī with Rk+1
τ

u(tn) =

u(tn) for all n = 0, . . . , N .

Proof. The function Rk+1
τ

u is continuous at 0 since Rk+1
τ

u(0+) = Ik+2
τ

u(0) = u(0) =

Rk+1
τ

u(0). Let now n = 1, . . . , N . From (39) and (40), we obtain for an arbitrary time-

independent test function v ∈ L,

(
Rk+1

τ
u(tn), v

)
L
=

(
Rk+1

τ
u(t+n−1), v

)
L
+

∫

In

(
∂tR

k+1
τ

u, v
)
L
dt

=
(
Ik+2
τ

u(tn−1), v
)
L
+Qn

((
∂tR

k+1
τ

u, v
)
L

)

=
(
Ik+2
τ

u(tn−1), v
)
L
+Qn

((
∂tI

k+2
τ

u, v
)
L

)
.

Since ∂tI
k+2
τ

u is in Pk+1(In, B) and k + 1 ≤ 2k for all k ≥ 1, we obtain Qn

((
∂tI

k+2
τ

u, v
)
L

)
=∫

In

(
∂tI

k+2
τ

u, v
)
L
dt. As a result,

(
Rk+1

τ
u(tn), v

)
L
=

(
Ik+2
τ

u(tn−1), v
)
L
+

∫

In

(
∂tI

k+2
τ

u, v
)
L
dt =

(
Ik+2
τ

u(tn), v
)
L
,

proving the assertion. �

Lemma 6 Assume k ≥ 1. For all n = 1, . . . , N and all u ∈ Ck+2(Īn, B), the following bound

holds:

‖u−Rk+1
τ

u‖C0(Īn,B) . τ
k+2
n |u|Ck+2(Īn,B). (41)

Moreover, the bound ‖Rk+1
τ

u‖C0(Īn,B) . max(1, τn)‖u‖C1(Īn,B) holds for all u ∈ C1(Īn, B).

Proof. See appendix. �

Corollary 7 Assume k ≥ 1. For all n = 1, . . . , N and all u ∈ Ck+2(Īn, B), the following

bound holds:

‖∂tu− ∂tR
k+1
τ

u‖C0(Īn,B) . τ
k+1
n |u|Ck+2(Īn,B). (42)

Moreover, the bound ‖∂tR
k+1
τ

u‖C0(Īn,B) . ‖u‖C1(Īn,B) holds for all u ∈ C1(Īn, B).

Proof. Let Lk+1
τ

u be the Lagrange interpolate of u in Pk+1(Īn, B) based on the (k + 1)

right-sided Gauss–Radau integration points on each Īn and the left endpoint tn−1. Then,

‖∂tu− ∂tR
k+1
τ

u‖C0(Īn,B) ≤ ‖∂tu− ∂tL
k+1
τ

u‖C0(Īn,B) + ‖∂tL
k+1
τ

u− ∂tR
k+1
τ

u‖C0(Īn,B)

. τ
k+1
n |u|Ck+2(Īn,B) + τ

−1
n ‖Lk+1

τ
u−Rk+1

τ
u‖C0(Īn,B),

and using the triangle inequality, we infer that

‖Lk+1
τ

u−Rk+1
τ

u‖C0(Īn,B) ≤ ‖Lk+1
τ

u− u‖C0(Īn,B) + ‖u−Rk+1
τ

u‖C0(Īn,B) . τ
k+2
n |u|Ck+2(Īn,B),
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thereby proving (42). The proof of the stability bound is similar upon observing that

‖∂tR
k+1
τ

u‖C0(Īn,B) . τ
−1
n ‖Rk+1

τ
u−u(tn)‖C0(Īn,B) ≤ τ

−1
n ‖Rk+1

τ
u−u‖C0(Īn,B)+τ

−1
n ‖u−u(tn)‖C0(Īn,B).

The first term on the right-hand side is bounded by ‖u‖C1(Īn,B) (see the proof of Lemma 6

in the Appendix using a constant Taylor polynomial) and the second one by |u|C1(Īn,B). This

completes the proof. �

5 L
2-norm error estimates

This section is devoted to the L∞(L2) and L2(L2) error estimates, first for static and then

for time-varying meshes. Our main goal is to estimate the error defined as

ẽ(t) := u(t)− Lτuτh(t) ∀ t ∈ Ī . (43)

We observe that the error is evaluated using the post-processed solution Lτuτh and that ẽ is

continuous in time on Ī and, moreover, ẽ ∈ X̃, see (34), if we assume for our analysis that

the exact solution u has at least the regularity u ∈ C0(Ī ,W ) ∩ C1(Ī , L). Throughout this

section, we assume k ≥ 1. The case k = 0 corresponding to the implicit Euler scheme is

briefly discussed in Remark 15. We start with the following consistency result.

Lemma 8 (Consistency) Assume u ∈ C0(Ī ,W ) ∩ C1(Ī , L). For all n = 1, . . . , N , the

following equality holds:

B̃n
h (ẽ, vτh) = 0 ∀ vτh ∈ Xk

τh. (44)

Proof. We recall from Lemma 3 that, for all n = 1, . . . , N and all vτh ∈ Pk(In, Vh),

B̃n
h (Lτuτh, vτh) = Qn((f, vτh)L). Moreover, since the exact solution satisfies ∂tu(tn,µ) +

Au(tn,µ) = f(tn,µ) for all µ = 1, . . . , k+1, we infer using the consistency of Ah, see (20), that

B̃n
h (u, vτh) = Qn((∂tu+Ahu, vτh)L) = Qn((∂tu+Au, vτh)L) = Qn((f, vτh)L) ,

whence the assertion follows. �

5.1 Static meshes

In the case of static meshes, we drop the superscript n on the mesh Th, the finite element

space Vh, and the discrete differential operator Ah. Our analysis hinges on the following error

decomposition:

ẽ(t) = (u(t)− PhR
k+1
τ

u(t))︸ ︷︷ ︸
=:η(t)

+(PhR
k+1
τ

u(t)− Lτuτh(t))︸ ︷︷ ︸
=ẽτh(t)

∀ t ∈ Ī , (45)

observing that both η and ẽτh are continuous in time on Ī. The function η is referred to as

the interpolation error. Note that both η as well as ẽτh are in the space X̃, see (34), so that

they can be used as arguments in the bilinear form B̃n
h .
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Lemma 9 (Boundedness) For all n = 1, . . . , N , the following bound holds:

|B̃n
h (η, vτh)| .

{
(ET

n (u))
2 + (ES

n(u))
2
}1/2 {

Qn

(
|||vτh|||

2
)}1/2

, (46)

with the time and space errors respectively given by

(ET
n (u))

2 = Qn

(
‖∂t(u− Ik+2

τ
u)‖2L + ‖u−Rk+1

τ
u‖2V

)
, (47)

(ES
n(u))

2 = Qn

(
|||Rk+1

τ
u− PhR

k+1
τ

u|||2
h, 1

2

)
. (48)

Proof. We decompose B̃n
h (η, vτh) as

B̃n
h (η, vτh) = Qn

(
∂t(u− PhR

k+1
τ

u), vτh)L

)
+Qn

(
(Ah(u−Rk+1

τ
u), vτh)L

)

+Qn

(
(Ah(R

k+1
τ

u− PhR
k+1
τ

u), vτh)L

)
=: T1 + T2 + T3.

Concerning T1, we can drop the projection Ph and use the property (39) of Rk+1
τ

followed by

the Cauchy–Schwarz inequality to infer that

|T1| ≤
{
Qn

(
‖∂t(u− Ik+2

τ
u)‖2L

)}1/2 {
Qn

(
‖vτh‖

2
L

)}1/2
.

Concerning T2, since (u−R
k+1
τ

u) is inW , the consistency of the discrete operator Ah together

with the Cauchy–Schwarz inequality and the boundedness of A lead to

|T2| =
∣∣∣Qn

(
(A(u−Rk+1

τ
u), vτh)L

)∣∣∣

.
{
Qn

(
‖u−Rk+1

τ
u‖2V

)}1/2 {
Qn

(
‖vτh‖

2
L

)}1/2
.

Concerning T3, we use boundedness on orthogonal subscales, see (22), to infer that

|T3| .
{
Qn

(
|||Rk+1

τ
u− PhR

k+1
τ

u|||2
h, 1

2

)}1/2 {
Qn

(
|||vτh|||

2
)}1/2

.

Collecting the above bounds yields the assertion since ‖ · ‖L . ||| · |||, see (23). �

Lemma 10 (Estimates on ẽτh) For all m = 1, . . . , N , the following bound holds:

‖ẽτh(tm)‖2L +

m∑

n=1

Qn

(
|||ẽτh|||

2
)
. (E0)

2 +

m∑

n=1

{(ET
n (u))

2 + (ES
n(u))

2}, (49)

with initial error E0 = ‖Phu0 − u0h‖L. Moreover, assuming τn . τn−1 for all n = 2, . . . , N

and τ1 . 1, the following bound holds:

‖ẽτh‖
2
L2(I,L) . (E0)

2 +
N∑

n=1

{(ET
n (u))

2 + (ES
n(u))

2}. (50)
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Proof. Owing to Lemma 8 (consistency) and the error decomposition (45), we infer that

B̃n
h (ẽτh, vτh) = −B̃n

h (η, vτh), so that using Lemma 9 leads to

B̃n
h (ẽτh, vτh) .

{
(ET

n (u))
2 + (ES

n(u))
2
}1/2 {

Qn

(
|||vτh|||

2
)}1/2

.

Setting vτh = IGR
τ

ẽτh and using the stability property of B̃n
h stated in Lemma 4 for w = ẽτh

together with the continuity in time of ẽτh and a Young inequality, we infer that

1

2
‖ẽτh(tn)‖

2
L −

1

2
‖ẽτh(tn−1)‖

2
L +Qn

(
|||ẽτh|||

2
)
. (ET

n (u))
2 + (ES

n(u))
2,

where we have dropped the nonnegative jump term at tn−1 from the stability property. Taking

an arbitrary m = 1, . . . , N and summing the above inequality from n = 1 to m leads to (49)

since ẽτh(0) = Phu0 − u0h. To prove (50), we start with the estimate

‖wτ‖
2
L2(In,L)

. Qn

(
‖wτ‖

2
L

)
+ τn‖wτ(t

+
n−1)‖

2
L ∀wτ ∈ Pk+1(In, L),

which follows by transformation from Īn to the reference element Î = [−1, 1] and application

of a norm equivalence on the time polynomial space Pk+1(Î , L). Applying this inequality to

ẽτh which is continuous in time leads to

‖ẽτh‖
2
L2(In,L)

. Qn

(
‖ẽτh‖

2
L

)
+ τn‖ẽτh(tn−1)‖

2
L.

Summing this bound from n = 1 to N and observing that, for all n ≥ 2, τn‖ẽτh(tn−1)‖
2
L .

τn−1‖ẽτh(tn−1)‖
2
L . Qn−1

(
‖ẽτh‖

2
L

)
since τn . τn−1 and tn−1,k+1 = tn−1, we infer that

‖ẽτh‖
2
L2(I,L) .

N∑

n=1

Qn

(
‖ẽτh‖

2
L

)
+ τ1‖ẽτh(0)‖

2
L,

whence (50) follows since τ1 . 1. �

Theorem 11 (L2-error estimate) Let u be the exact solution and let uτh be the fully dis-

crete solution. Assume k ≥ 1 and τn . 1 for all n = 1, . . . , N . Assume (H) in the case of

conforming FEM. Then, for the error ẽ(t) defined in (43), the following bound holds for all

m = 1, . . . , N ,

‖ẽ(tm)‖2L . (E0)
2 + tm max

1≤n≤m

{
CT
n (u)τ

2(k+2)
n + CS

n(u)h
2r+1

}
+ C ′

m(u)h2(r+1), (51)

with CT
n (u) := |u|2

Ck+3(Īn,L)
+|u|2

Ck+2(Īn,V )
, CS

n(u) := ‖u‖2
C1(Īn,Hr+1(Ω))

, and C ′
m(u) = |u(tm)|2Hr+1(Ω).

Moreover, assuming τn . τn−1 for all n = 2, . . . , N , the following bound holds:

‖ẽ‖2L2(I,L) . (E0)
2 + T max

1≤n≤N

{
CT
n (u)τ

2(k+2)
n + CS

n(u)h
2r+1

}
. (52)

Proof. From definitions (47)-(48) of ET
n (u) and E

S
n(u) for all n = 1, . . . , N , we infer that

(ET
n (u))

2 . τn

(
τ
2(k+2)
n |u|2Ck+3(Īn,L)

+ τ
2(k+2)
n |u|2Ck+2(Īn,V )

)
,

(ES
n(u))

2 . τnh
2r+1‖u‖2C1(Īn,Hr+1(Ω)),
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where the bound on ET
n (u) results from (37) with B = L and (41) with B = V , and that

on ES
n(u) from the approximation property (29) of Ph combined with the stability of Rk+1

τ

from Lemma 6 with B = Hr+1(Ω) and the assumption τn . 1. Moreover, recalling the error

decomposition (45), we observe that, for all n = 1, . . . , N ,

‖η(tn)‖L = ‖u(tn)− PhR
k+1
τ

u(tn)‖L = ‖u(tn)− Phu(tn)‖L . hr+1|u(tn)|Hr+1(Ω),

where we used Lemma 5, and

‖η‖2L2(In,L)
= ‖u− PhR

k+1
τ

u‖2L2(In,L)
≤ 2‖u− Phu‖

2
L2(In,L)

+ 2‖Ph(u−Rk+1
τ

u)‖2L2(In,L)

≤ 2‖u− Phu‖
2
L2(In,L)

+ 2‖u−Rk+1
τ

u‖2L2(In,L)

. τn

(
h2(r+1)‖u‖2C0(Īn,Hr+1(Ω)) + τ

2(k+2)
n |u|2Ck+2(Īn,L)

)
.

We conclude using Lemma 10 and the triangle inequality, as well as h ≤ diam(Ω) . 1 and

‖ · ‖L . ‖ · ‖V for (52). �

Remark 12 (Assumption on the time steps) The assumption τn . τn−1 is quite mild;

it means that the time step can be increased at most by a uniformly bounded factor. The

assumption τn . 1 is also quite mild; it means that the time steps resolve the fastest time

scale present in the governing equations which is here given by min(µ0, Lβ) with µ0 from (3)

and Lβ the Lipschitz constant of β.

Remark 13 (Initial error) The initial error E0 vanishes when the discrete initial condition

is chosen to be u0h = Phu0. Otherwise, this error is typically of order hr+1 if u0 is smooth

enough.

Remark 14 (Estimate on the error (u− uτh)) Since ẽ(tm) = u(tm)−Lτuτh(tm) = u(tm)−

uτh(tm) for all m = 1, . . . , N , the right-hand side of (51) also bounds the error ‖u(tm) −

uτh(tm)‖L, showing that a superconvergent L2-error estimate of order (τk+2 + hr+1/2) also

holds under the assumptions of Theorem 11 for the original fully discrete solution uτh at the

discrete nodes defining the time partition. Instead, the bound on ‖u− uτh‖L2(I,L) is of order

(τk+1 + hr+1/2) which is optimal with respect to τ. This bound can be derived from

‖IGR
τ

u− uτh‖
2
L2(In,L)

= Qn

(
‖IGR

τ
u− uτh‖

2
L

)
= Qn

(
‖ẽ‖2L

)
. Qn

(
‖ẽτh‖

2
L

)
+Qn

(
‖η‖2L

)
,

where ẽ, ẽτh, and η are defined in (45). The sum over all n = 1, . . . , N yields as in the

previous analysis the same upper bound as the right-hand side of (52). Then, invoking the

triangle inequality ‖u − uτh‖L2(I,L) ≤ ‖u − IGR
τ

u‖L2(I,L) + ‖IGR
τ

u − uτh‖L2(I,L) yields the

claim. Finally, since [uτh]n−1ϑn(t) = uτh(t) − Lτuτh(t) for all t ∈ In, we infer by means of

the triangle inequality the same bound for the jump seminorm (
∑N

n=1 ‖[uτh]n−1‖
2
L)

1/2.

Remark 15 (Implicit Euler) For k = 0, the interpolate Rk+1
τ

u is not available since the

construction of Section 4.2 requires k ≥ 1. The analysis proceeds by replacing in the above

proofs Rk+1
τ

u by the piecewise affine Lagrange interpolate of u in time and leads to an error

bound of order (τ + hr+1/2) for the error ẽ in the L norm at the discrete times defining the

time partition and in the L2(I, L) norm.
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5.2 Time-varying meshes

Now, we allow that, on each time interval In = (tn−1, tn], we can have a new mesh T n
h which

can be created from the previous mesh T n−1
h by means of local refinements and derefinements.

Therefore, it is necessary to use the superscript n also for the finite element space V n
h and the

discrete differential operator An
h. By hn we denote the maximum of all diameters hK of the

mesh cells K ∈ T n
h . For each n = 0, 1, . . . , N , let Pn

h : L → V n
h denote the L2-projector onto

V n
h . For a time-dependent function w : Ī → L, we define its space projection Phw : Ī → L as

(Phw)(t) :=

{
Pn
h

(
w(t)

)
if t ∈ In = (tn−1, tn],

P 0
h

(
w(0)

)
if t = 0.

(53)

Note that, even for a continuous function w ∈ C0(Ī , L), its space projection Phw can be

discontinuous in time at the discrete points tn−1, i.e., Phw ∈ C−1(Mτ, L) with the jump

[Phw]n−1 = Pn
hw(t

+
n−1)− Pn−1

h w(tn−1) ∈ V n
h + V n−1

h , (54)

which is in general non-zero if V n
h 6= V n−1

h .

5.2.1 Error estimates with projection error

Recall the error ẽ(t) defined in (43). In the case of time-varying meshes, the decomposition

(45) of the error ẽ(t) has to be modified as

ẽ(t) = (u(t)− LτPhR
k+1
τ

u(t))︸ ︷︷ ︸
=:η(t)

+(LτPhR
k+1
τ

u(t)− Lτuτh(t))︸ ︷︷ ︸
=ẽτh(t)

∀ t ∈ Ī , (55)

where the use of the lifting operator in the definition of η allows us to recover a continuous

function in time. We can write η(t) for t ∈ In as

η(t) = (u(t)− Pn
hR

k+1
τ

u(t))︸ ︷︷ ︸
=:ηold(t)

+ [Phu]n−1ϑn(t),

where we have used that Rk+1
τ

u(tn−1) = u(tn−1) and ηold(t) denotes the interpolation error

used for the L2-analysis in the case of static meshes. The part [Phu]n−1 leads to an extra term

in the error analysis for time-varying meshes and can be regarded as the projection error for

the time interval In. Note that again η and ẽτh are contained in the space X̃ defined in (34).

Let Πn−1
h : V n−1

h + V n
h → V n−1

h denote an L2-stable, linear quasi-interpolation operator

satisfying the following properties:

Πn−1
h vh = vh ∀ vh ∈ V n−1

h , (56)

‖Πn−1
h vh‖L . ‖vh‖L ∀ vh ∈ V n−1

h + V n
h . (57)

Lemma 16 (Boundedness) For all n = 1, . . . , N , the following bound holds:

|B̃n
h (η, vτh)| .

{
(ET

n (u))
2 + (ES

n(u))
2
}1/2 {

Qn

(
|||vτh|||

2
n

)}1/2
+ EP

n (u)‖[vτh]n−1‖L, (58)
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with ET
n (u) given by (47), (ES

n(u))
2 := Qn

(
|||Rk+1

τ
u− Pn

hR
k+1
τ

u|||2
h, 1

2
,n

)
, and the local projec-

tion error defined by

EP
n (u) := sup

vh∈V
n
h

(
u(tn−1)− Pn−1

h u(tn−1), vh −Πn−1
h vh

)
L

‖vh −Πn−1
h vh‖L

, (59)

with the convention that the ratio is zero if vh ∈ V n−1
h , which means, in particular, that

EP
n (u) = 0 in the case that V n

h ⊂ V n−1
h .

Proof. Since ϑn vanishes at the (k + 1) right-sided Gauss–Radau integration points, we can

decompose B̃n
h (η, vτh) as

B̃n
h (η, vτh) = B̃n

h (η
old, vτh) + B̃n

h ([Phu]n−1ϑn, vτh)

= (T1 + T2 + T3) + Qn

((
[Phu]n−1ϑ

′
n, vτh

)
L

)
︸ ︷︷ ︸

=:T4

,

where T1,2,3 denote the terms introduced in the proof of Lemma 9. Concerning T4, we exploit

that the integrand is a polynomial in P2k(In,R) to infer that

T4 =

∫

In

(
[Phu]n−1ϑ

′
n, vτh

)
L
dt = −

∫

In

([Phu]n−1ϑn, ∂tvτh)L dt−
(
[Phu]n−1, vτh(t

+
n−1)

)
L

=
(
[u− Phu]n−1, vτh(t

+
n−1)

)
L

= −
(
u(tn−1)− Pn−1

h u(tn−1), vτh(t
+
n−1)

)
L

= −
(
u(tn−1)− Pn−1

h u(tn−1), [vτh]n−1

)
L

using that ϑn(tn,µ) = 0 for µ = 1, . . . , k + 1, ϑn(t
+
n−1) = 1, [u]n−1 = 0, vτh(t

+
n−1) ∈ V n

h , and

vτh(tn−1) ∈ V n−1
h . We use the notation v+h := vτh(t

+
n−1) ∈ V n

h and vn−1
h := vτh(tn−1) ∈ V n−1

h .

If v+h turns out to be in V n−1
h , then T4 = 0 which obviously satisfies |T4| ≤ EP

n (u)‖[vτh]n−1‖L.

Otherwise, v+h −Πn−1
h v+h 6= 0 and since, owing to (56),

[vτh]n−1 −Πn−1
h [vτh]n−1 = (v+h −Πn−1

h v+h )− (vn−1
h −Πn−1

h vn−1
h ) = v+h −Πn−1

h v+h ,

we infer that

|T4| =
∣∣(u(tn−1)− Pn−1

h u(tn−1), v
+
h −Πn−1

h v+h
)
L

∣∣

=

∣∣(u(tn−1)− Pn−1
h u(tn−1), v

+
h −Πn−1

h v+h
)
L

∣∣
‖v+h −Πn−1

h v+h ‖L
‖[vτh]n−1 −Πn−1

h [vτh]n−1‖L

. EP
n (u)‖[vτh]n−1‖L,

where we used (57) in the last bound. Collecting the bounds for T1,2,3 from the proof of

Lemma 9 and the above bound for T4 yields the assertion. �

Theorem 17 (L2-error estimate) Let u be the exact solution and let uτh ∈ Xk
τh be the

fully discrete solution. Assume k ≥ 1 and τn . 1 for all n = 1, . . . , N . Assume (H) in the
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case of conforming FEM. Then, for the error ẽ(t) defined in (43), the following bound holds

for all m = 1, . . . , N ,

‖ẽ(tm)‖2L . (E0)
2 + tm max

1≤n≤m

{
CT
n (u)τ

2(k+2)
n + CS

n(u)h
2r+1
n

}
+ C ′

m(u)h2(r+1)
m + (EP,m(u))2,

(60)

with CT
n (u), C

S
n(u) and C ′

m(u) defined in Theorem 11 and E0 := ‖P 0
hu0 − u0h‖L, while the

cumulated projection error EP,m(u) is defined as

(EP,m(u))2 :=
m∑

n=1

(EP
n (u))

2 with EP
n (u) defined in (59). (61)

Moreover, assuming τn . τn−1 for all n = 2, . . . , N , the following bound holds:

‖ẽ‖2L2(I,L) . (E0)
2 + T max

1≤n≤N

{
CT
n (u)τ

2(k+2)
n + CS

n(u)h
2r+1
n

}
+ (EP,N (u))2. (62)

Proof. Applying Lemma 8, we again infer that B̃n
h (ẽτh, vτh) = −B̃n

h (η, vτh), so that Lemma 16

leads to

B̃n
h (ẽτh, vτh) .

{
(ET

n (u))
2 + (ES

n(u))
2
}1/2 {

Qn

(
|||vτh|||

2
n

)}1/2
+ EP

n (u)‖[vτh]n−1‖L.

Since ẽτh(tn,µ) ∈ V n
h for all right-sided Gauss–Radau integration points tn,µ ∈ In, the function

w = ẽτh satisfies the asumption w ∈ C0(Ī , L) ∩Xk+1
τ

(L) ∩ X̃ in Lemma 4 (stability property

of B̃n
h ) so that by setting vτh = IGR

τ
ẽτh ∈ Xk

τh, we infer the lower bound

B̃n
h (ẽτh, vτh) ≥

1

2
‖ẽτh(tn)‖

2
L −

1

2
‖ẽτh(tn−1)‖

2
L +

1

2
‖[vτh]n−1‖

2
L + αQn

(
|||ẽτh|||

2
n

)
.

The rest of the proof is similar to that of Theorem 11 and is skipped for brevity. �

5.2.2 Bound on the projection error

Our goal is now to derive estimates on the cumulated projection error EP,m(u) for all m =

1, . . . , N . Obviously, EP,m(u) = 0 if V n
h ⊆ V n−1

h for all n = 1, . . . ,m, i.e., if only mesh

coarsenings occur from one time interval to the next one. To treat more general situations,

we introduce some additional notation.

Let n = 1, . . . , N . We denote by T n,coa
h the subset of the coarse mesh cells in T n

h which

are such that either they are in T n−1
h or they can be decomposed by means of mesh cells from

T n−1
h , and by T n,ref

h the subset of the finer mesh cells in T n
h , i.e.,

T n,coa
h := {K ∈ T n

h ; ∃ T ⊂ T n−1
h : K̄ =

⋃

T∈T

T̄}, T n,ref
h := T n

h \ T n,coa
h . (63)

We denote by Ωref
n the subset of the domain Ω where the mesh T n

h is finer than T n−1
h , i.e.,

Ωref
n :=

⋃
K∈T n,ref

h

K̄, and we set hrefn := max
K∈T n,ref

h

hK , while |Ωref
n | denotes the d-dimensional

measure of Ωref
n .
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We assume that the quasi-interpolation operator Πn−1
h has the property that

(
vh −Πn−1

h vh
) ∣∣

K
= 0 ∀ vh ∈ V n

h , ∀K ∈ T n,coa
h . (64)

All the assumptions (56), (57) and (64) are satisfied if we choose for Πn−1
h vh the standard

Lagrange finite element interpolate of vh ∈ V n−1
h + V n

h defined on the mesh T n−1
h in the

case of conforming FEM or the L2-orthogonal projection of vh onto the space V n−1
h in the

case of DG methods where piecewise polynomial spaces are used. We first estimate the local

projection error EP
n (u) defined in (59).

Lemma 18 (Local projection error) The following bounds hold: In the case of DG spaces,

EP
n (u) . |Ωref

n |1/2(hrefn )1/2
{
(hrefn )r+1/2CP,S

n (u)
}
, (65)

with CP,S
n (u) := |u(tn−1)|W r+1,∞(Ωref

n )
, and in the case of conforming FEM, under assump-

tion (H),

EP
n (u) . (hrefn )1/2

{
(hn)

r+1/2CP,S
n (u)

}
, (66)

with CP,S
n (u) := |u(tn−1)|Hr+1(Ω).

Proof. Owing to (64), we infer that ‖vh −Πn−1
h vh‖L2(Ω\Ωref

n ) = 0 for all vh ∈ V n
h . Hence,

EP
n (u) ≤ ‖u(tn−1)− Pn−1

h u(tn−1)‖L2(Ωref
n ).

In the case of DG methods, we use the bound

‖u(tn−1)− Pn−1
h u(tn−1)‖L2(Ωref

n ) ≤ |Ωref
n |1/2‖u(tn−1)− Pn−1

h u(tn−1)‖L∞(Ωref
n ),

and the local approximation properties of the L2-orthogonal projection in W r+1,∞(Ωref
n ) to

infer (65). In the case of conforming FEM, we observe that

EP
n (u) ≤ (hrefn )1/2‖h−1/2(u(tn−1)− Pn−1

h u(tn−1))‖L2(Ωref
n )

≤ (hrefn )1/2‖h−1/2(u(tn−1)− Pn−1
h u(tn−1))‖L2(Ω),

and proceed as in the proof of Lemma 1 to conclude. �

Remark 19 (Comparison of (65) and (66)) In both estimates, the term between braces

has the same order as the other terms stemming from space errors. Note, however, that

for DG methods, the constant CP,S
n (u) and the mesh size depend on Ωref

n only, while this

dependency concerns the whole domain Ω for conforming FEM. Furthermore, the bound on

the local projection error in the case of DG spaces contains the additional factor |Ωref
n |1/2. In

practical refinement regimes, a reasonable assumption is that

max
n∈N ref

m

|Ωref
n | . hrefn , (67)
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which is mostly due to the fact that singularities or critical parts of the exact solution are

typically located in (d − 1)-dimensional manifolds that are covered by a grid part with d-

dimensional measure of order hrefn . In this situation, the bound on EP
n (u) for DG methods

is improved by a factor (hrefn )1/2 with respect to that for conforming FEM. The price to pay

is a slightly more stringent regularity assumption on the exact solution. If assumption (67)

cannot be exploited, both bounds (65) and (66) exhibit the same asymptotic behavior.

We now estimate the cumulated projection error. We define the index set N ref
m of those

n ≤ m, where V n
h contains some refinement with respect to V n−1

h , and the number Mm of its

elements, i.e.,

N ref
m := {n ∈ {1, . . . ,m}; V n

h * V n−1
h }, Mm := card(N ref

m ). (68)

A straightforward consequence of Lemma 18 is the following result.

Corollary 20 (Cumulated projection error) The following bounds hold for allm = 1, . . . , N :

In the case of DG methods,

|EP,m(u)| .M1/2
m max

n∈N ref
m

{
|Ωref

n |1/2(hrefn )1/2
{
(hrefn )r+1/2CP,S

n (u)
}}

, (69)

and in the case of conforming FEM under assumption (H),

|EP,m(u)| .M1/2
m max

n∈N ref
m

{
(hrefn )1/2

{
(hn)

r+1/2CP,S
n (u)

}}
. (70)

Remark 21 (Interpretation of Corollary 20) Let τav,m := tm
m denote the averaged time

step in the interval [0, tm]. Then, owing to the obvious estimate Mm ≤ m, we infer in the

case of DG methods that

|EP,m(u)| . t1/2m


(href(m))

1+α

τav,m




1/2

max
n∈N ref

m

{
(hrefn )r+1/2CP,S

n (u)
}
, (71)

where href(m) := max
n∈N ref

m
hrefn and α = 1 if assumption (67) is valid, while α = 0 otherwise.

This means that the projection error due to dynamic grids only causes a weakening of the

overall order of accuracy if the averaged time step τav,m is strongly less than (href(m))
1+α. This

is a mild restriction to practical regimes for controlling the ratio between mesh and time steps.

In the case of conforming FEM, the bound (71) holds with α = 0 and hn in place of hrefn in

the term between braces.

6 Estimates on error derivatives

This section is devoted to estimating the time-derivative error in the L-norm and the error in

the discrete graph norm. Throughout this section, we consider static meshes for simplicity,

so that we drop the superscript n on the mesh Th, the finite element space Vh, the discrete

differential operator Ah, and the L2-orthogonal projector Ph onto Vh. In what follows, we

assume that the exact solution u has the regularity u ∈ C1(Ī ,W ) ∩ C2(Ī , L) (so that f ∈

C1(Ī , L)). Moreover, we assume k ≥ 1 as in Section 5.
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6.1 Time-derivative error estimates

Our main idea is to derive a time-derivative error estimate by comparing the time-derivative

of the exact solution with the post-processed time-derivative of the post-processed discrete

solution. Since Lτuτh ∈ Xk+1
τ

(Vh) ∩ C
0(Ī , Vh), the time-derivative of Lτuτh is well-defined in

the interior intervals (tn−1, tn) and can be continuously extended from the left at all tn by

setting

∂tLτuτh(tn) := lim
t↑tn

∂tLτuτh(t) ∀n = 1, . . . , N. (72)

This defines the piecewise polynomial function ∂tLτuτh over I, and at t = 0, we define

∂tLτuτh(0) := Phf(0)−Ahuτh(0). (73)

The function ∂tLτuτh is now defined over Ī, and ∂tLτuτh ∈ Xk
τh.

Lemma 22 The fully discrete solution uτh is such that

∂tLτuτh(t) +Ahuτh(t) = PhI
GR
τ

f(t) ∀ t ∈ Ī , (74)

where the time-interpolate IGR
τ

f of f is defined as in (12).

Proof. Recalling (32), we obtain, for all n = 1, . . . , N and all vτh ∈ Pk(In, Vh),
∫

In

(∂tLτuτh +Ahuτh, vτh)L dt = Qn((f, vτh)L) =

∫

In

(IGR
τ

f, vτh)L dt =

∫

In

(PhI
GR
τ

f, vτh)L dt.

Hence, (74) holds in the interior of all time intervals. Moreover, (74) holds by definition at

t = 0, see (73), and at all tn for all n = 1, . . . , N , owing to (72) since both Ahuτh and PhI
GR
τ

f

are continuous from the left at tn. �

The error on the time-derivative can now be defined as

ê(t) := ∂tu(t)− Lτ∂tLτuτh(t) ∀ t ∈ Ī . (75)

We observe that ê is continuous in time on Ī.

Lemma 23 (Consistency) Assume u ∈ C1(Ī ,W ) ∩ C2(Ī , L). For all n = 1, . . . , N , the

following identity holds:

B̃n
h (ê, vτh) = Qn

(
(∂tf − ∂tL

k+1
τ

f, vτh)L

)
∀ vτh ∈ Xk

τh, (76)

where Lk+1
τ

f
∣∣
Īn

is the Lagrange interpolate of f in Pk+1(Īn, L) based on the (k+1) right-sided

Gauss–Radau integration points on each Īn and the left endpoint tn−1.

Proof. Since ∂2t u(t) + A∂tu(t) = ∂tf(t) for all t ∈ I, applying this equation at the

(k + 1) right-sided Gauss–Radau integration points in In and using the consistency (20) of

the discrete operator Ah, it is inferred that

B̃n
h (∂tu, vτh) = Qn((∂tf, vτh)L) .
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Moreover, applying the linear operator Lτ to (74) yields

Lτ∂tLτuτh(t) +AhLτuτh(t) = LτPhI
GR
τ

f(t) ∀ t ∈ Ī ,

where we have used that LτAhuτh(t) = AhLτuτh(t). Taking the time-derivative, we infer that,

for all µ = 1, . . . , k + 1 and all n = 1, . . . , N ,

∂tLτ∂tLτuτh(tn,µ) + ∂tAhLτuτh(tn,µ) = ∂tLτPhI
GR
τ

f(tn,µ),

where we have taken the limit from the left at tn,k+1 = tn. Recalling the definition (33) of

the bilinear form B̃n
h , we obtain

B̃n
h (Lτ∂tLτuτh, vτh) = Qn((∂tLτ∂tLτuτh +AhLτ∂tLτuτh, vτh)L)

= Qn((∂tLτ∂tLτuτh +Ah∂tLτuτh, vτh)L)

= Qn((∂tLτ∂tLτuτh + ∂tAhLτuτh, vτh)L)

= Qn

(
(∂tLτPhI

GR
τ

f, vτh)L
)
= Qn

(
(∂tLτI

GR
τ

f, vτh)L
)
,

where we have used (18) on the second line to drop the Lτ operator after Ah, the fact that

Ah is time-independent on the third line, and dropped the projector Ph on the last line since

Ph commutes with the operators Lτ and ∂t. To conclude, we observe that Lk+1
τ

f = LτI
GR
τ

f

since the restrictions of both functions to In are in Pk+1(In, L) and coincide at (k+2) distinct

points of Īn. �

Our analysis hinges on the following error decomposition:

ê(t) =
(
∂tu(t)− LτPh∂tR

k+1
τ

u(t)
)

︸ ︷︷ ︸
=:η̂(t)

+
(
LτPh∂tR

k+1
τ

u(t)− Lτ∂tLτuτh(t)
)

︸ ︷︷ ︸
=:êτh(t)

∀ t ∈ Ī , (77)

where to define LτPh∂tR
k+1
τ

u(t) on the first time interval, we define ∂tR
k+1
τ

u(0) := ∂tu(0).

We observe that both η̂ and êτh are continuous functions in time on Ī.

Lemma 24 (Boundedness) For all n = 1, . . . , N , the following bound holds:

|B̃n
h (η̂, vτh)| .

{
(ÊT

n (u))
2 + (ÊS

n(u))
2
}1/2 {

Qn

(
|||vτh|||

2
)}1/2

, (78)

with the time and space errors respectively given by

(ÊT
n (u))

2 := Qn

(
‖∂t(u−Rk+1

τ
u)‖2V + ‖∂2t (u− Ik+2

τ
u)‖2L

)
, (79)

(ÊS
n(u))

2 := Qn

(
|||∂tR

k+1
τ

u− Ph∂tR
k+1
τ

u|||2
h, 1

2

)
. (80)

Proof. We decompose B̃n
h (η̂, vτh) as

B̃n
h (η̂, vτh) = Qn

(
(∂t(∂tu− LτPh∂tR

k+1
τ

u), vτh)L

)

+Qn

(
(Ah(∂tu− ∂tR

k+1
τ

u), vτh)L

)

+Qn

(
(Ah(∂tR

k+1
τ

u− Ph∂tR
k+1
τ

u), vτh)L

)
=: T1 + T2 + T3,
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where we have used Qn

(
(AhLτPh∂tR

k+1
τ

u, vτh)L
)
= Qn

(
(AhPh∂tR

k+1
τ

u, vτh)L
)
owing to (18).

We first bound T2 and T3. Since (∂tu − ∂tR
k+1
τ

u) is in W , the consistency of the discrete

operator Ah together with the Cauchy–Schwarz inequality lead to

|T2| =
∣∣∣Qn

(
(A(∂tu− ∂tR

k+1
τ

u), vτh)L

)∣∣∣

.
{
Qn

(
‖∂t(u−Rk+1

τ
u)‖2V

)}1/2 {
Qn

(
‖vτh‖

2
L

)}1/2
.

For T3, we use boundedness on orthogonal subscales (22) to infer that

|T3| ≤
{
Qn

(
|||∂tR

k+1
τ

u− Ph∂tR
k+1
τ

u|||2
h, 1

2

)}1/2 {
Qn

(
|||vτh|||

2
)}1/2

.

Finally, concerning T1, we observe that

T1 = Qn

(
(∂2t (u− Ik+2

τ
u), vτh)L

)
+Qn

(
(∂t{∂tI

k+2
τ

u− LτPh∂tR
k+1
τ

u}, vτh)L
)
=: T1,1 + T1,2.

The term T1,1 can be simply bounded as

|T1,1| ≤
{
Qn

(
‖∂2t (u− Ik+2

τ
u)‖2L

)}1/2 {
Qn

(
‖vτh‖

2
L

)}1/2
.

Turning to T1,2, we can drop the projection Ph, and since both arguments of the L2-inner

product are in Pk(In, L), we infer that

T1,2 =

∫

In

(∂t(∂tI
k+2
τ

u− Lτ∂tR
k+1
τ

u), vτh)L

= −

∫

In

(∂tI
k+2
τ

u− Lτ∂tR
k+1
τ

u, ∂tvτh)L +
[
(∂tI

k+2
τ

u− Lτ∂tR
k+1
τ

u, vτh)L

]tn
t+n−1

The first term on the right-hand side vanishes since the integrand is in P2k(In) and vanishes

at all the right-sided Gauss–Radau integration points by construction. The contribution of

the second term at tn vanishes for the same reason. Finally, the contribution of the second

term at t+n−1 also vanishes since

∂tI
k+2
τ

u(t+n−1)− Lτ∂tR
k+1
τ

u(t+n−1) = ∂tI
k+2
τ

u(t+n−1)− ∂tR
k+1
τ

u(tn−1)

= ∂tI
k+2
τ

u(t+n−1)− ∂tI
k+2
τ

u(tn−1) = 0.

Collecting the above bounds yields the assertion. �

Lemma 25 (Estimates on êτh) For all m = 1, . . . , N , the following bound holds:

‖êτh(tm)‖2L +
m∑

n=1

Qn

(
|||êτh|||

2
)
. (Ê0)

2 +
m∑

n=1

{(ÊT
n (u))

2 + (ÊS
n(u))

2 + (ÊR
n (f))

2}, (81)

with right-hand side error (ÊR
n (f))

2 := Qn

(
‖∂tf − ∂tL

k+1
τ

f‖2L
)
and initial error (Ê0)

2 :=

‖PhAu0 −Ahu0h)‖
2
L. Moreover, assuming τn . τn−1 and τ1 . 1, the following bound holds:

‖êτh‖
2
L2(I,L) . (Ê0)

2 +
N∑

n=1

{(ÊT
n (u))

2 + (ÊS
n(u))

2 + (ÊR
n (f))

2}. (82)
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Proof. Owing to Lemma 23 (consistency) and the error decomposition (77), we infer that

B̃n
h (êτh, vτh) = −B̃n

h (η̂, vτh) +Qn

(
(∂tf − ∂tL

k+1
τ

f, vτh)L

)
.

The first term on the right-hand side is bounded using Lemma 24 and the second one using

the Cauchy–Schwarz inequality, yielding

B̃n
h (êτh, vτh) .

{
(ÊT

n (u))
2 + (ÊS

n(u))
2 + ÊR

n (f))
2
}1/2 {

Qn

(
|||vτh|||

2
)}1/2

Setting vτh = IGR
τ

êτh and using the stability property of B̃n
h stated in Lemma 4 for the

time-continuous function êτh together with a Young inequality, we infer, as in the proof of

Lemma 10, that

1

2
‖êτh(tn)‖

2
L −

1

2
‖êτh(tn−1)‖

2
L +Qn

(
|||êτh|||

2
)
. (ÊT

n (u))
2 + (ÊS

n(u))
2 + ÊR

n (f))
2.

Moreover, the initial discrete error is êτh(0) = Ph∂tu(0) − ∂tLτuτh(0) = −PhAu0 + Ahu0h.

We conclude as in the proof of Lemma 10. �

Theorem 26 (Time-derivative error estimate) Let u be the exact solution and let uτh
be the fully discrete solution. Assume k ≥ 1. Assume (H) in the case of conforming FEM.

Then, for the error ê(t) defined in (75), the following bound holds for all m = 1, . . . , N ,

‖ê(tm)‖2L . (Ê0)
2 + tm max

1≤n≤m

{
ĈT
n (u, f)τ

2(k+1)
n + CS

n(u)h
2r+1

}
+ Ĉ ′

m(u)h2(r+1), (83)

with ĈT
n (u, f) := CT

n (u)+|f |2
Ck+2(Īn,L)

, CT
n (u) and C

S
n(u) defined in Theorem 11, and Ĉ ′

m(u) =

|∂tu(tm)|2Hr+1(Ω). Moreover, assuming τn . τn−1 for all n = 2, . . . , N and τ1 . 1, the

following bound holds:

‖ê‖2L2(I,L) . (Ê0)
2 + T max

1≤n≤N

{
ĈT
n (u, f)τ

2(k+1)
n + CS

n(u)h
2r+1

}
. (84)

Proof. We infer that, for all n = 1, . . . , N ,

|ÊT
n (u)|

2 . τn

(
τ
2(k+1)
n |u|2Ck+3(Īn,L)

+ τ
2(k+1)
n |u|2Ck+2(Īn,V )

)
,

|ÊS
n(u)|

2 . τnh
2r+1‖u‖2C1(Īn,Hr+1(Ω)),

|ÊR
n (f)|

2 . τnτ
2(k+1)
n |f |2Ck+2(Īn,L)

.

using (38) with B = L and (42) with B = V for the time error, the approximation prop-

erty (29) of Ph combined with the stability of Rk+1
τ

from Corollary 7 with B = Hr+1(Ω) for

the space error, and the approximation properties of the Lagrange interpolate Lk+1
τ

for the

right-hand side error. Moreover, recalling the error decomposition (77), we observe that, for

all m = 1, . . . , N ,

‖η̂(tm)‖L = ‖∂tu(tm)− Ph∂tu(tm)‖L . hr+1|∂tu|Hr+1(Ω),
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since ϑm(tm) = 1 and ∂tR
k+1
τ

u(tm) = ∂tu(tm). In addition, using the definition of Lτ and the

triangle inequality, we infer that

‖η̂‖2L2(In,L)
≤ 2‖∂tu− Ph∂tR

k+1
τ

u‖2L2(In,L)
+ 2‖Ph[∂tR

k+1
τ

u]n−1ϑn‖
2
L2(In,L)

=: T1 + T2.

Using again the triangle inequality, the fact that Ph is a projection, and (42) with B = L

leads to

|T1| . ‖∂tu− Ph∂tu‖
2
L2(In,L)

+ ‖∂tu− ∂tR
k+1
τ

u‖2L2(In,L)

. τn

(
h2(r+1)|u|2C1(Īn,Hr+1(Ω)) + τ

2(k+1)
n |u|2Ck+2(Īn,L)

)
,

while using the regularity of u, the fact that ∂tR
k+1
τ

u(tn−1) = ∂tu(tn−1), and (42) with B = L

leads to

|T2| . τn‖[∂tR
k+1
τ

u]n−1‖
2
L = τn‖∂tR

k+1
τ

u(t+n−1)− ∂tu(tn−1)‖
2
L

≤ τn‖∂tu− ∂tR
k+1
τ

u‖2C0(Īn,L)
. τnτ

2(k+1)
n |u|2Ck+2(Īn,L)

.

We conclude using Lemma 25 and the triangle inequality, as well as h . 1 and ‖ · ‖L . ‖ · ‖V
for (84). �

Remark 27 (Initial error) The initial error Ê0 vanishes when the discrete initial condition

is chosen as the solution of the steady transport problem Ahu0h = PhAu0. Otherwise, this

error is typically of order hr if u0 is smooth enough.

6.2 Discrete graph norm error estimates

Lemma 28 (Graph norm estimate on ẽτh) For all m = 1, . . . , N , the following bound

holds:

m∑

n=1

Qn

(
|||ẽτh|||

2
♯

)
. (Ê0)

2+
m∑

n=1

{(ET
n (u))

2+(ES
n(u))

2+(ÊT
n (u))

2+(ÊS
n(u))

2+(ÊR
n (f))

2}. (85)

Proof. Owing to the discrete inf-sup condition satisfied by Ah, see (24), we know that,

for all n = 1, . . . , N and all µ = 1, . . . , k + 1, there is wn,µ ∈ Vh such that

|||ẽτh(tn,µ)|||
2
♯ . (Ahẽτh(tn,µ), wn,µ)L and |||wn,µ|||♯ ≤ |||ẽτh(tn,µ)|||♯.

Let wτh be the function in Xk
τh uniquely defined by wτh(tn,µ) := wn,µ, for all n = 1, . . . , N

and all µ = 1, . . . , k + 1. Then, we obtain

Qn

(
|||ẽτh|||

2
♯

)
. Qn((Ahẽτh, wτh)L) and Qn

(
|||wτh|||

2
♯

)
≤ Qn

(
|||ẽτh|||

2
♯

)
.

Using the definition of B̃n
h and consistency (Lemma 8), we obtain

Qn((Ahẽτh, wτh)L) = B̃n
h (ẽτh, wτh)−Qn((∂tẽτh, wτh)L)

= −B̃n
h (η, wτh)−Qn((∂tẽτh, wτh)L)

= −B̃n
h (η, wτh)−Qn((êτh, wτh)L) ,
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since it is readily deduced from (45) and (77) that êτh(tn,µ) = Lτ∂tẽτh(tn,µ) = ∂tẽτh(tn,µ) for

all n = 1, . . . , N and all µ = 1, . . . , k + 1. The first term on the right-hand side is bounded

using Lemma 9 and the second term using the Cauchy–Schwarz inequality, yielding

Qn

(
|||ẽτh|||

2
♯

)
.

{
(ET

n (u))
2 + (ES

n(u))
2 +Qn

(
‖êτh‖

2
L

)}1/2 {
Qn

(
|||wτh|||

2
)}1/2

.

Observing that Qn

(
|||wτh|||

2
)
≤ Qn

(
|||wτh|||

2
♯

)
≤ Qn

(
|||ẽτh|||

2
♯

)
, we obtain by Young’s inequality

Qn

(
|||ẽτh|||

2
♯

)
. (ET

n (u))
2 + (ES

n(u))
2 +Qn

(
‖êτh‖

2
L

)
.

We conclude summing from n = 1 to m, and using Lemma 25 to bound Qn

(
‖êτh‖

2
L

)
. �

Theorem 29 (Graph norm error estimate) Let u be the exact solution and let uτh be

the fully discrete solution. Assume k ≥ 1 and τn . 1 for all n = 1, . . . , N . Assume (H) in

the case of conforming FEM. Then, for the error ẽ(t) defined in (43) and all m = 1, . . . , N ,

the following bound holds:

m∑

n=1

Qn

(
|||ẽ|||2♯

)
. (Ê0)

2 + tm max
1≤n≤m

{
C̃T
n (u, f)τ

2(k+1)
n + CS

n(u)h
2r+1

}
, (86)

where C̃T
n (u, f) := |u|2

Ck+3(Īn,L)
+|u|2

Ck+2(Īn,W )
+|f |2

Ck+2(Īn,L)
and CS

n(u) defined in Theorem 11.

Proof. Recalling the error decomposition (45) and using the triangle inequality, we

need to bound
∑m

n=1Qn

(
|||ẽτh|||

2
♯

)
and

∑m
n=1Qn

(
|||η|||2♯

)
. For the first term, we use Lemma 28

together with the bounds on the various errors derived in the proofs of Theorems 11 and 26 to

infer that
∑m

n=1Qn

(
|||ẽτh|||

2
♯

)
is bounded by the right-hand side of (86) (observe in particular

for the time error that ‖ · ‖V . ‖ · ‖W so that ĈT
n (u, f) . C̃T

n (u, f)). Concerning the second

term, we use the triangle inequality, Lemma 6 (with B = W ), the fact that |||w|||♯ . ‖w‖W
for all w ∈W , the approximation property of Ph in the ||| · |||♯-norm, and the stability of Rk+1

τ

(with B = Hr+1(Ω)) to infer that

Qn

(
|||η|||2♯

)
≤ 2Qn

(
|||u−Rk+1

τ
u|||2♯

)
+ 2Qn

(
|||Rk+1

τ
u− PhR

k+1
τ

u|||2♯

)

. τ
2(k+2)
n |u|2Ck+2(Īn,W ) + h2r+1‖u‖2C1(Īn,Hr+1(Ω)).

Summing over n and recalling that τn . 1 yields the assertion. �

7 Appendix

Proof of Lemma 6. Let Î := [−1, 1] denote the reference time interval and Tn : Î → Īn the

affine reference mapping with t = Tn(t̂) := (tn−1+ tn)/2+
τn

2 t̂. We assign to u ∈ Ck+2(Īn, B)

a reference function û ∈ Ck+2(Î , B) defined by û(t̂) := u|In(Tn(t̂)) for all t̂ ∈ Î, where we take

the right-sided limit u(t+n−1) for t̂ = −1. Then, for m = 1, . . . , k + 2, we infer that

∂m
t̂
û(t̂) = ∂mt u(Tn(t̂))

(
τn

2

)m
∀ t̂ ∈ Î ,
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where for boundary points t̂ = ±1 the one-sided derivatives of u are taken that come from

interval In. The idea of the proof is to construct an interpolation operator R̂k+1
τ

: C1(Î , B) →

Pk+1(Î , B), which is related to Rk+1
τ

by

R̂k+1
τ

û(t̂) = Rk+1
τ

u(t) ∀ t̂ ∈ Î , t = Tn(t̂), (87)

and satisfies the properties

R̂k+1
τ

p̂ = p̂ ∀ p̂ ∈ Pk+1(Î , B). (88)

‖R̂k+1
τ

ŵ‖C0(Î,B) ≤M‖ŵ‖C1(Î,B) ∀ ŵ ∈ C1(Î , B). (89)

Let p̂ ∈ Pk+1(Î , B) be the Taylor polynomial p̂(t̂) :=
∑k+1

j=0
1
j!∂

j

t̂
û(0)t̂j . Since ∂t̂p̂ is the Taylor

polynomial for ∂t̂û of order k, we infer that

‖û− p̂‖C1(Î,B) ≤
1

(k + 1)!
|û|Ck+2(Î,B) =

τ
k+2
n

2k+2(k + 1)!
|u|Ck+2(Īn,B)

Then, using (88) and (89) leads to

‖u−Rk+1
τ

u‖C0(Īn,B) = ‖û− R̂k+1
τ

û‖C0(Î,B) ≤ ‖û− p̂‖C0(Î,B) + ‖R̂k+1
τ

(p̂− û)‖C0(Î,B)

≤ (1 +M)‖û− p̂‖C1(Î,B) . τ
k+2
n |u|Ck+2(Īn,B),

yielding (41), while the stability of Rk+1
τ

results from (89) and the use of the reference map-

ping. It remains to construct the operator R̂k+1
τ

and to verify (87), (88), and (89). Let

ϕ̂j ∈ Pk+2(Î), j = 0, . . . , k + 2, denote the basis functions of the Lagrange/Hermite interpo-

lation with respect to the nodal points −1 = ŝ0 < · · · < ŝk = 1 such that the interpolate

Îk+2
τ

û ∈ Pk+2(Î , B) verifying Îk+2
τ

û(ŝj) = û(ŝj), j = 0, . . . , k, and ∂t̂(Î
k+2
τ

û)(±1) = ∂t̂û(±1)

has the representation

Îk+2
τ

û =
k∑

j=0

û(ŝj)ϕ̂j + ∂t̂û(−1)ϕ̂k+1 + ∂t̂û(1)ϕ̂k+2.

This representation implies the stability estimate

‖Îk+2
τ

û‖C1(Î,B) ≤M1‖û‖C1(Î,B) with M1 :=
k+2∑

j=0

‖ϕ̂j‖C1(Î,R). (90)

Moreover, Îk+2
τ

û(t̂) = Ik+2
τ

u(Tn(t̂)) for all t̂ ∈ Î. Now, let φ̂j ∈ Pk(Î), j = 1, . . . , k+1, denote

the basis functions of the Lagrange interpolation with respect to the right-sided Gauss–Radau

integration points t̂µ ∈ Î, µ = 1, . . . , k + 1, satisfying the property φ̂j(t̂µ) = δj,µ for all

j, µ ∈ {1, . . . , k + 1} where δj,µ denotes Kronecker symbol. Using these basis functions, we

define functions ψ̂j ∈ Pk+1(Î), j = 0, . . . , k + 1, by means of

ψ̂0(t̂) := 1, ψ̂j(t̂) :=

∫ t̂

−1
φ̂j(s) ds ∀ j = 1, . . . , k + 1.



30 A. Ern, F. Schieweck

These functions satisfy the properties ∂t̂ψ̂j(t̂µ) = δj,µ for all j = 0, . . . , k+1 and µ = 1, . . . , k+1

as well as ψ̂j(−1) = δj,0 for all j = 0, . . . , k + 1. Therefore, the functions ψ̂j form a basis of

Pk+1(Î) and the interpolate

R̂k+1
τ

û := Îk+2
τ

û(−1)ψ̂0 +
k+1∑

j=1

∂t̂Î
k+2
τ

û(t̂j)ψ̂j (91)

satisfies the conditions

R̂k+1
τ

û(−1) = Îk+2
τ

û(−1), ∂t̂R̂
k+1
τ

û(t̂µ) = ∂t̂Î
k+2
τ

û(t̂µ) ∀ µ = 1, . . . , k + 1.

This shows that (87) holds since the polynomial Rk+1
τ

u(Tn(t̂)) is also in Pk+1(Î , B) and

satisfies the above conditions owing to (39)-(40). Applying the definition (91) to an arbitrary

ŵ ∈ C1(Î , B), we obtain by means of (90) the stability estimate

‖R̂k+1
τ

ŵ‖C0(Î,B) ≤ ‖Îk+2
τ

ŵ‖C1(Î,B)

k+1∑

j=0

‖ψ̂j‖C0(Î,R) ≤M‖ŵ‖C1(Î,B),

where M = M1
∑k+1

j=0 ‖ψ̂j‖C0(Î,R) which proves (89). Finally, to prove (88), we observe that

an arbitrary polynomial p̂ ∈ Pk+1(Î , B) has a basis representation of the form

p̂(t̂) =
k+1∑

j=0

p̂jψ̂j(t̂) ∀ t̂ ∈ Î , p̂j ∈ B.

From the properties of the basis functions ψ̂j , we obtain p̂(−1) = p̂0 and ∂t̂p̂(t̂j) = p̂j for

all j = 1, . . . , k + 1. Since Îk+2
τ

leaves Pk+1(Î , B) invariant, we infer that p̂ = p̂(−1)ψ̂0 +∑k+1
j=1 ∂t̂p̂(t̂j)ψ̂j = R̂k+1

τ
p̂. �
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[5] F. Brezzi, L. D. Marini, and E. Süli. Discontinuous Galerkin methods for first-order hyperbolic problems.

Math. Models Methods Appl. Sci., 14(12):1893–1903, 2004.

[6] E. Burman. A unified analysis for conforming and nonconforming stabilized finite element methods using

interior penalty. SIAM J. Numer. Anal., 43(5):2012–2033 (electronic), 2005.

[7] E. Burman and A. Ern. A continuous finite element method with face penalty to approximate Friedrichs’

systems. M2AN Math. Model. Numer. Anal., 41(1):55–76, 2007.



dG-method in time with stabilized FEM in space 31

[8] E. Burman, A. Ern, and M.A. Fernández. Explicit Runge-Kutta schemes and finite elements with sym-

metric stabilization for first-order linear PDE systems. SIAM J. Numer. Anal., 48(6):2019–2042, 2010.

[9] E. Burman and P. Hansbo. Edge stabilization for Galerkin approximations of convection–diffusion–

reaction problems. Comput. Methods Appl. Mech. Engrg., 193:1437–1453, 2004.
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