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Abstract 

Measurements of three-dimensional displacements in a scaffold implant under uniaxial compression 

have been obtained by two Digital Volume Correlation (DVC) methods, and compared with those 

obtained from micro-finite element models. The DVC methods were based on two approaches, a 

local approach which registers independent small volumes and yields discontinuous displacement 

fields; and a global approach where the registration is performed on the whole volume of interest, 

leading to continuous displacement fields. A customised mini-compression device was used to 

perform in situ step-wise compression of the scaffold within a micro-computed tomography (µCT) 

chamber, and the data were collected at steps of interest. Displacement uncertainties, ranging from 

0.006 to 0.02 voxel (i.e.0.12 to 0.4 μm), with a strain uncertainty between 60 and 600 με, were 

obtained with a spatial resolution of 32 voxels using both approaches, although the global approach 

has lower systematic errors. Reduced displacement and strain uncertainties may be obtained using 

the global approach by increasing the element size; and using the local approach by increasing the 

number of intermediary sub-volumes. Good agreements between the results from the DVC 

measurements and the FE simulations were obtained in the primary loading direction as well as in 

the lateral directions. This study demonstrates that volumetric strain measurements can be obtained 

successfully using DVC, which may be a useful tool to investigate mechanical behaviour of porous 

implants. 
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1. Introduction 

Studies on the relationships between the morphology and the mechanical behaviour of biological 

tissues and biomaterials are critical to biomedical engineering applications of joint repair and 

replacement materials. With the recent and rapid progress of micro-focus computed tomography 

(µCT) combined with the development of in situ experiments [1-3], Digital Volume Correlation (DVC) 

has become a powerful tool to capture 3D strain distributions in solid and cellular materials [4-12].  

Two approaches to image correlation have been mainly used for quantifying continuum-level strain 

measurements. The first approach, the most commonly used, is a local analysis, which consists of 

dividing the reference and the deformed images into smaller interrogation windows that are then 

individually correlated. It was developed and first applied in solid mechanics at the beginning of the 

1980's, in 2D [13,14], then applied to a variety of methods [15,16] and extended to 3D surface 

[17,18] and volume measurements [4,19,20]. Since then, several robust and accurate DVC 

algorithms have been developed, based mainly on cross-correlation and sum of squared differences 

criteria, with displacement uncertainties ranging between 210 − voxel [6,21-23] and 110 − voxel 

[4,7,9,12,19,24,25]. The second approach, referred to as global, estimates the displacement fields 

from pairs of images based on a continuous and global field, as commonly used in finite element 

simulations. Developed first in 2D [26-28], this approach has been extended to 3D [11] and applied 

with success to solid and cellular materials [5,10,11]. Although improvements have been made for 

both local and global approaches to DVC, a systematic comparison of the two methods in terms of 

performance and local strain fields has yet to emerge, especially for materials with foam-like 

morphologies [5,9,11]. In 2D, the global approach has been shown to be more accurate in solid 

materials when compared to FFT-based or other local algorithms [28,29], but such comparison in 3D 

has never been tested in either solid or cellular materials. Since the local and global approaches to 

DVC are close in spirit to the two-dimensional case, it is hypothesized that the global approach may 

also outperform the FFT-based local approach. 
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Micro-finite element (micro-FE) models generated from high resolution micro-CT images (up to    

~10 μm resolution) have proven to be a powerful tool to simulate the mechanical behaviour of 

cellular materials such as polymeric foams [30,31], metallic foams [32,33], scaffolds [34,35] and 

more extensively trabecular bone [36-41]. Despite the significant modelling progress, the accuracy of 

this approach in predicting the material constitutive behaviour could still be improved. Amongst the 

limitations that have been extensively discussed in the previous studies [37-41], the boundary 

conditions are cited as a possible source of errors. Comparing finite element predictions with DVC 

measurements was attempted for cancellous bone to validate the strain predictions of the FE model 

[21]. A good agreement was obtained in the loading direction, yet less accuracy was achieved in the 

transverse directions. It is hypothesised that parameters affecting the accuracy may include lateral 

and vertical boundary conditions.  

The above hypotheses are tested by first measuring the uncertainty levels and analysing the local 

strain fields of a polymer foam implant in a FFT-based local approach and a global approach to DVC. 

Secondly, the results from the two DVC approaches are compared with those obtained from the FE 

model, the latter being developed from the same µCT data sets as used in DVC. The experimental 

displacements obtained by the two DVC methods are applied as boundary conditions on the external 

faces of the FE model.   

 

2. Methods 

2.1 Experimental methods 

2.1.1 Material and specimen 

A scaffold implant material (Smith & Nephew) was used for this study. The scaffold material was 

taken from a dual-layer cylindrical implant that mimics cartilage and bone for knee repair purposes 

[42] and made of 85:15 Poly(D,L-lactide-co-glycolide). Only the bone layer was retained, with a 

diameter of 8.57 mm and a height of 14.7 mm.   
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2.1.2 Micro-compression device 

A novel customised micro-mechanical loading device (Deben Ltd, UK), equipped with a 3kN 

miniature load cell, was used to load the sample in the micro-CT chamber (Nikon XTH-225 X-Ray & 

CT Inspection System, see Fig. 1a). This loading device, as shown in Fig. 1b, has been used in previous 

studies [43]. It has a torque accurately applied by a DC motor, which is then transmitted to a 

ballscrew system via a set of gears, resulting in the application of precise strain steps without 

introducing fluctuation errors. The nominal torque is 23 mNm and calculated to provide a required 

nominal axial force of about 70 N. The system drives the jaws symmetrically in opposite directions, 

with screws S1 and S3 driving the complex carbon fibre tube-actuator from the top and S2 driving 

the sample from the bottom simultaneously. The loading stage employs an analogue resistive 

extensometer with a 16-bit AD converter for accurate elongation measurement, achieving a nominal 

strain resolution of around 15 με. Using the same converter, a typical resolution range of 1000:1 

(dynamic) to 2000:1 (static) may be achieved for the load cell (i.e. 3N resolution for a 3kN load cell), 

with an overall uncertainty of +/- 1% of full scale. The motor is linked to a board card and to the 

extensometer using a closed-loop system for accurate position and speed control via the Deben 

Microtest software (Microtest, Deben Ltd, East Grinstead, UK), where data acquisition in the form of 

force-extension curves are displayed and recorded. 

2.1.3 In situ testing and time-lapsed imaging 

Before testing, the sample was glued on the lower compressive platen of the stage and a preload of 

5N was applied at the top platen. A complete scan was performed at the preloaded state prior to 

testing (Fig.2). The scanner settings were set to a voltage of 60 kV, current of 51 μA and an isotropic 

voxel size of 20 μm. The specimen was then step-wise compressed to -0.441 and -0.879 mm 

displacements (i.e. -3% and -6% strains) at a constant displacement rate of 0.01 mm/s. Following the 

application of each displacement step, the specimen was allowed to relax for 15 min, due to its 

viscoelastic properties, before the micro-CT acquisition procedure was repeated. Approximately one 

hour scan time was required for scanning and additional 10-min time for reconstruction from 1500 
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angular projections using CT-Pro XT software (XT Software suite, 2.2, Nikon Metrology Ltd, Derby, 

UK).  

2.2 Displacement measurement by Digital Volume Correlation (DVC) 

Two DVC methods were used to compute the 3D displacement and strain fields from the same pair 

of images, namely, the reference reconstructed image obtained in the preloaded stage and the 

deformed image obtained after compressing the specimen to  -3 % strain along (Oz) direction (Fig.2). 

Figure 3 shows the differences between the local and the global approaches used herein. The spatial 

resolution is defined as the length scale of the displacement and strain measurements, i.e. the size 

of the correlation window (local approach) or twice the element size (global approach).  

2.2.1 Local correlation algorithm  

The local correlation algorithm (LA-DVC), implemented into the LaVision DVC software (Davis, 8.0.1, 

LaVision GmbH, Goettingen, Germany), uses fast Fourier transform (FFT) cross-correlation to 

compare sub-volumes (Fig. 3a), and a multi-pass approach that uses the displacement gradient 

information from the previous passes to deform the sub-volumes on the subsequent passes [44]. In 

the present case, final sub-volumes of 32 × 32 × 32 voxels
3
 overlapped by 50% were reached after 

successive passes using sub-volumes of 96 × 96 × 96 voxels
3 

and 64 × 64 × 64 voxels
3
. From the 

displacements at the centre of the sub-volumes, all the components of the Green-Lagrange strain 

tensor were calculated using a centred finite differences scheme [24].  

2.2.2 Global correlation algorithm 

The second correlation code (Correli-C8, 1.2, LMT-Cachan, Cachan, France)  is based on a continuous 

and global approach to DVC [5,11] and will be designated by GA-DVC. The whole volume of interest 

is analysed and the sum of squared differences is minimized with respect to the unknown kinematic 

degrees of freedom by resorting to a multiscale procedure (Fig. 3b). In the present case, a Galerkin 

approach based upon 8-nodebrick (C8) elements is chosen. A trilinear displacement interpolation is 

used, and a spline grey level interpolation. When the correlation procedure has converged, its 
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quality is evaluated using the dimensionless correlation residuals (Equation (2)), 
DVCGA

r − , that are 

computed as the absolute difference between the reference volume, and the deformed one 

corrected by the measured displacement field. The only parameter to be chosen by the user is the 

element edge size. For comparison purposes, an element size of 32 voxels was selected and the 

mean Green-Lagrange strains per element were computed.  

2.2.3 Performance evaluation  

Successive sub-voxel displacements over a range of one voxel were artificially prescribed in each 

direction by using the shift / modulation property of FFTs, thereby creating new 'deformed' volumes. 

These artificial volumes were then correlated with the original one using final sub-volumes of 

32 × 32 × 32 voxels
3
 and 64 × 64 × 64 voxels

3
 for the local approach. Final sub-volumes of 

32 × 32 × 32 voxels
3
 overlapped by 50% were reached following the procedure described in Section 

2.2.1. Final sub-volumes of 64 × 64 × 64 voxels
3
 overlapped by 50% were reached after passes using 

sub-volumes of 96 × 96 × 96 voxels
3
. 

Since the global approach is based on finite elements, the evaluation of any degree of freedom of an 

interior node uses the 8 elements with which it is connected. Therefore the spatial resolution of the 

global approach is twice the element size. For comparison purposes, volumes with element sizes of 

16 × 16 × 16 voxels
3 

and 32 × 32 × 32 voxels
3 

are analysed. 

The errors in the vertical and lateral displacements (ux, uy and uz) (resp. normal strains, xxε , yyε and 

zzε ) were estimated from the systematic error (or bias) and the corresponding standard deviation 

(or standard uncertainty). The systematic error was calculated only from the difference between the 

spatial average of the measured displacement and the prescribed translation. The systematic error 

of the strain was not considered due to exact zero strain predicted by the two correlation methods. 

The standard displacement and strain uncertainties ( uσ , εσ ) were measured from the standard 

deviation of the displacement and strain fields respectively, relative to their mean values. 
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2.2.4 Reliability and accuracy of the displacement measurements  

The reliability of the displacement measurements was assessed in terms of the quality of the 

correlation scheme for both DVC methods. For LA-DVC, a normalised cross-correlation coefficient, 

DVCLA
r − , based on grey level gaps is used: 
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where, X and X* refer to coordinates (in voxels) of the same material point in the reference and the 

deformed state; f and g are, respectively, the grey levels of the initial and deformed volumes. A 

correlation coefficient value,
DVCLA

r − , close to 1 indicates a perfect match. For GA-DVC, a 

dimensionless correlation residual,
DVCGA

r − , between the two volumes f and g is used:  
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where < . > is the average value over the volume of interest (VOI), max( . ) and min( . ) are the 

maximum and minimum values of the grey levels present in the VOI. This indicator is equal to 0 

when the two images are identical or when no correlation error occurs. 

Prior to the analysis, the accuracy of the reported strain measurements was validated by measuring 

the Young’s modulus of nodular cast iron material using both DVC methods. Five tomographic scans 

were acquired from a tensile test along the longitudinal axis [45], where the applied load was equal 

to 22 (reference), 150, 200, 250 and 273 N. The mean longitudinal strains were measured using the 

GA-DVC algorithm with an element size of 16 voxels from which a stress-strain curve of the 

specimen (cross section: 1.6 × 0.8 mm
2
) was obtained [45]. The same micro-CT scans were used for 

an analysis using the local approach, LA-DVC, following the procedure described in Section 2.2.1. 

These values are finally compared with independent studies on the same material [46]. 
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2.3 Finite element modelling  

A volume of interest (VOI) was selected for this study, and resulted in a cube of size 5.12 mm (256 

voxels), extracted from the core of the upper part of the cylinder (Fig. 4). To be comparable to the 

histograms and the strain maps measured using the DVC methods, the solid phase and the void 

phase were meshed together. The average strain of the mixture is the sum of the average strains of 

the solid and void phases. 

2.3.1 Finite element mesh 

The micro-CT scan images of the implant were imported into the Avizo software (Avizo Standard 

Edition, 6.3.0, VSG, an FEI company, Burlington, USA) to generate unstructured tetrahedral meshes 

using the methodology described in [47]. The number of elements was fixed to 21,138 so that the 

average element size, 21 voxels (0.42 mm, Fig. 4b), matches as best as possible the DVC cell size, 32 

voxels (0.64 mm), to allow the displacements obtained from FE to be compared with the measured 

displacements using the DVC methods. Increasing further the element size would reduce the quality 

of the mesh. A sensitivity analysis, where the number of elements was varied from 21,138 to 

502,726 elements (0.127 mm element size, Fig. 4c), revealed that the average strains are 

independent of the mesh density (Fig. 5a), which is essentially attributed to the boundary 

conditions. The experimental displacements are applied here as boundary conditions on all the 

external faces of the meshes (Section 2.3.3). According to the theorem of spatial averaging in the 

homogenisation theory [48], as the volume fraction is preserved in all the meshes, the average 

strains are unique and similar. The local convergence was reached for an element size of 0.168 mm 

(Fig. 5b). Thus, the strain maps obtained with an element size of 0.168 mm or 0.127 mm are 

expected to be more heterogeneous than those obtained with 0.42 mm (Section 3.3). 

2.3.2 Mechanical properties of the constituents 

The mechanical properties of the solid phase were identified separately after calibration using an 

inverse method [41]. A linear elastic analysis was first performed up to a nominal apparent strain of 
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0.1% and the tissue elastic modulus was determined by matching the predicted apparent modulus of 

the model to the one deduced from the experimental force versus displacement curve (Fig. 2a). 

Secondly, a nonlinear analysis was carried out to adjust the tissue yield stress by fitting the predicted 

apparent yield point to the experimental yield stress value using the 0.2% offset method. The mesh 

of the solid phase resulted in 437,159 elements and 572,178 nodes. The implant tissue was assumed 

to be elastic perfectly plastic due to the lack of mechanical data available. Poisson's ratio was 

assumed to be 0.3 [49], while Young's modulus and yield stress were found to be 600 MPa and 12.5 

MPa, respectively. A very soft linear elastic behaviour was chosen for the void phase. The contrast 

defined as the ratio between Young's moduli of the solid phase and the void phase was fixed to 

10,000.  

2.3.3 Boundary conditions 

The experimental displacements measured by the two DVC methods were separately applied as 

boundary conditions on the mesh external faces. All the FE analyses were performed on the FE 

solver COMSOL Multiphysics (COMSOL Multiphysics, 4.2.a, COMSOL Group, Boston, USA), using 

large deformation to account for geometrical nonlinearity and large rotations. 

3. Results 

3.1 Performance study 

The average displacements computed over the VOI (Fig. 4) and the standard displacement/strain 

uncertainties (Table 1 and Fig. 6) are shown as functions of the prescribed displacement. The 

correlation coefficient is extremely good (
DVCLA

r − = 0.99 and 
DVCGA

r − ≈  0) for all the computations as a 

simple rigid body motion is prescribed with no additional noise. With the increase of the prescribed 

displacement, the systematic error of the local correlation method varies between 0.005 voxel (0.1 

μm) to 0.016 voxel (0.32 μm), while that of the global correlation method is less than 0.00012 voxel 

(0.0024 μm). Displacement uncertainties ranging between 0.006 voxel (0.12 μm) and 0.02 voxel (0.4 

μm) are observed for both approaches using a sub-volume of size 32 voxels or an element size of 16 
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voxels. The highest displacement uncertainty is reached for the prescribed displacement of 0.5 

voxel. Before correlation, the artificial images were shifted and interpolated in the sub-voxel region 

using FFT. This kind of interpolation is known to introduce small errors that increase with the shift 

level, with a maximum reached when the shift comes close to half a voxel [7,11,50].  

When increasing the element size, from 16 voxels to 32 voxels, the impact on the systematic error is 

negligible and the displacement uncertainty is reduced by a factor of 4. The strain uncertainty is 

decreased by a factor of 9 and is two times lower than that of the local approach, which ranges 

between 60 με and 200 με. Since the displacement estimates are biased for the local approach, the 

strain uncertainty estimates are lower bounds [51]. Increasing the correlation window of the local 

approach reduces slightly the displacement and strain uncertainties. Interestingly, increasing the 

number of intermediary sub-volumes during the multi-pass approach allows us to reduce the 

displacement uncertainty by a factor of about 4, and the strain uncertainty by a factor of about 3 

(Fig. 7), even though the systematic error does not vary.  

To validate the reported strain measurements accuracy, the stress-strain curve of a nodular graphite 

cast iron was deduced from the DVC analysis of five micro-CT scans (Fig. 8). A very good agreement 

is observed for both DVC methods. The reported displacement uncertainty can reach up to 0.02 

voxel using a sub-volume size of 32 voxels or an element size of 16 voxels. The corresponding 

standard uncertainty of the mean longitudinal strain, derived from [45], is less than 510 − for the 

local and global approaches, which is much lower than the measured levels. The identified value of 

Young's modulus is 156 GPa using the global approach and 155 GPa using the local approach, which 

is very close to published values of the same material (160 ± 3 GPa [46]). 

3.2 Displacement measurements 

3.2.1 Correlation quality 

The histograms of the correlation coefficient,
DVCLA

r − , and the correlation residual,
DVCGA

r − , are 

represented in Figs. 9a and 10a, respectively. All the curves are bell-shaped with a pronounced peak. 
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The mean value and standard deviation of each distribution are reported in Table 2. The overall 

quality of the correlation is very satisfactory with a sub-volume size of 32 voxels ( DVCLAr −µ = 0.96, 

DVCLAr −σ = 0.015) or an element size of 16 voxels ( DVCGAr −µ = 0.02, DVCGAr −σ = 0.018). The results with a 

final sub-volume of size 32 voxels are obtained after a previous pass with a 64 voxels sub-volume 

size, which improves the correlation quality (Table 2) and illustrates the benefit of using the multi-

pass approach. For GA-DVC, as the element decreases in size, more degrees of freedom are available 

to reduce the correlation residual. This effect is clearly seen when comparing Figs. 10b and 10c. The 

mean residual reached for 16 voxel elements is equal to 2 % of the dynamic range versus 2.8 % for 

32 voxel elements, which indicates that the matching is better for small size elements. This effect is 

typical of localised phenomena [8]. 

The maps of the correlation coefficient,
DVCLA

r − , and the correlation residual,
DVCGA

r − , are represented in 

Figs. 9b,c and Figs. 10b,c, respectively. For the local approach, the correlation coefficient is smaller in 

regions at the top of the sample where the deformation is the highest. Elsewhere, the correlation 

coefficient is very high and continuously distributed, especially with a sub-volume size of 32 voxels. 

For the global approach, the correlation residuals are not only small on average but also locally. The 

highest correlation residuals seem to be homogenously distributed over the region of interest, which 

is likely to be attributed to the noise level [5].  

3.2.2 Displacement maps 

The effect of cell size on the vertical displacement distribution was assessed for the two DVC 

methods before the analysis (Fig. 11). When decreasing the cell size, the convergence of LA-DVC was 

reached after 48 voxels while faster convergence was observed for GA-DVC. As a precaution, a sub-

volume or element size of 32 voxels was used. This size is the most suitable for a detailed 

comparison of the strain fields (Section 3.3) as similar strain uncertainties are obtained with this size, 

using both approaches (Fig. 6b), and with a good correlation quality (Figs. 9 and 10). The 

displacement maps obtained on the VOI are represented in Figure 12. Similar results are obtained 
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between the two correlation techniques. The vertical displacement map (Fig. 12c) reveals that the 

compression is not symmetric with respect to the loading axis (Oz). The sample has probably slightly 

rotated along (Oy) during the experiment. The lateral displacement maps (Figs. 12a and 12b) also 

indicate that twisting of the sample has occurred in the (xy) plane during the experiment. 

3.3 Comparison of the strain fields 

Figure 13 depicts the histograms of the axial strain, zzε , and the lateral strains, xxε  and yyε . For each 

strain component, similar distributions are observed for both DVC methods and they compare well 

with the FE results. All the curves are bell-shaped, and asymmetric with respect to the mean value. 

This asymmetry is probably a consequence of the misalignment of the sample as illustrated by the 

displacement maps. Each distribution was characterised by its mean value and standard deviation, 

as summarised in Table 3, and the results compare well with each other. The maximum error, 

calculated as the absolute value of the difference between the mean strains obtained by the two 

DVC methods, is 0.08%. The mean strains obtained with the FE model are also independent of the 

mesh size, although slightly more scatter is observed when decreasing the mesh size (Fig. 13d and 

Table 3). For each DVC method, the mean strains and standard deviations compare well with the 

corresponding FE model (maximum error: LA-DVC ~ 0.04%; GA-DVC ~ 0.01%). The vertical strain 

maps obtained by the two DVC methods are illustrated in Figure 14, and similar results are obtained. 

The levels of the lateral strains are similar and omitted here for clarity. Highly localised vertical strain 

is evident near the top (Fig. 14c), similar to the lateral strains (Fig. 15c). Elsewhere, the strains 

obtained by DVC seem to be lower and more continuously distributed. The strain maps predicted by 

the FE analysis with an average element size of 0.42 mm are similar to the DVC measured strains 

(Figs. 14, 15c vs. 15e and 16c vs. 16e). Decreasing the average mesh size to 0.127 mm would lead to 

more local heterogeneity of the strain distributions (Figs. 15c vs. 15d and 16c vs. 16d).  
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4. Discussion  

The use of FFT, combined with the multi-pass approach in the local correlation algorithm (LA-DVC), 

allowed fast calculations with systematic errors or displacement bias ranging between 0.0052 voxel 

(0.104 μm) and 0.0129 voxel (0.258 μm), standard displacement uncertainties ranging between 

0.006 voxel (0.12μm) and 0.02 voxel (0.4 μm) and strain uncertainties ranging between 60 and       

200 με, with a correlation window of 32 voxels (640 μm). The performance compares well with the 

data reported in the literature [4,6,9,19,21], where the displacement uncertainty ranged between 

0.009 and 0.094 voxel (0.315 and 3.39μm) and the strain uncertainty ranged between 100 and      

800 με, using local DVC algorithms. The global correlation method, GA-DVC, gives similar 

displacement uncertainties but lower systematic errors are obtained (below 0.00012 voxel. i.e. 

0.0024 μm), independent of the element size. Increasing the number of intermediary sub-volumes 

using the local approach reduces the displacement and the strain uncertainties by a factor of 4 and 

3, respectively. The same levels of displacement and strain accuracies can also be achieved using the 

global approach by simply increasing the size of the element. Solutions may be developed to reduce 

the displacement uncertainty of the local correlation algorithm LA-DVC, such as taking into account 

higher-order displacement gradients during the multi-pass approach, improving further the peak-

finding algorithm [52] or reducing the numerical artefacts generated by FFTs [53]. On the other 

hand, this study reveals that the requirement of global displacement continuity, provided by the GA-

DVC algorithm, appears to be one of the keys in significantly reducing both displacement uncertainty 

and systematic error [11,28,29,54] when compared to FFT-based local approaches.  

The quality of the correlation results was very satisfactory for both DVC methods and the accuracy of 

the reported strain measurements was validated against the experimental Young's modulus of a 

model material. The strain uncertainties are also much lower than the mean strain values (between 

0.9 and 1.8%). In addition, the strain maps and histograms obtained with the local correlation 

approach are in a good agreement with those obtained with the global approach. This indicates that 
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the image registration performed by the two DVC methods was successful and that the measured 

displacements and strains are reliable. Both correlation techniques predicted highly localised strains 

at exactly the same region (top end of the sample). Collapse of the foam cells was observed precisely 

in this zone after compressing the sample to -6% strain (see Fig. 2). The occurrence of localised 

strains at the top might be due to end artefacts, which may be removed by fixing both ends of the 

sample with pre-aligned end-caps [1] to prevent the sample from bending or twisting and to allow 

deformation to occur preferentially at the midsection.  

The FE method predicts mean strains and standard deviation in the axial and lateral directions that 

are similar to those measured using both DVC methods. Note that the length scale of the local 

displacement measurements in the DVC methods (0.64 mm) is five times larger than the mean size 

of an individual strut (0.15mm+/-0.04mm) and three times larger than the mean size of the spacing 

between the struts [55]. Therefore, the DVC methods assume the struts to be a continuum medium. 

The FE model with an average mesh size of 0.127 mm is able to operate at the strut level. Although 

the mean strain values compare well with the DVC methods, the FE strain maps reveal, logically, 

more local heterogeneity. By increasing the average mesh size of the FE model to 1.5 times the size 

of the DVC correlation window (0.42 mm vs 0.64 mm), to reduce the resolution of the FE 

displacements at a level comparable to DVC methods, similar strain maps may be obtained. In [21], 

smaller lateral deformations were predicted than measured using DVC. In addition to the limitations 

addressed by the authors, another assumption might be added to explain such a difference. The 

presence of apparent localisation observed from the DVC strain map at the top of the bone sample 

(along the lateral direction), seems not to be entirely captured by the FE model. This might reflect 

the need for using DVC displacements to constrain also the lateral faces in order to catch properly 

this localisation.  

The present analysis offers a tool for accurately determining the mechanical properties of porous 

scaffold materials in clinical applications of musculoskeletal tissue engineering [56]. For example, in 
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vivo bone compressive strains in the knee can range from 414 με during walking up to 2000 με 

during vigorous activities [57]. These values are much higher than the DVC strain uncertainties and 

thus both DVC techniques are viable to characterise the mechanical properties of scaffolds within 

the physiological strain range. The proposed method can also be used for trabecular bones and 

might have some clinical significance in better predicting the risk for osteoporotic fracture [39]. The 

use of realistic boundary conditions in the models might produce more accurate description of the 

internal deformation hence improve the predictions of the stiffness and strength currently available 

[21,38,39]. 

5. Conclusions 

This paper compares 3D full-field displacements in a porous scaffold material measured using two 

digital volume correlation methods and predicted with finite element simulations. The results 

demonstrate that both DVC methods are applicable to the porous material and the measured 

displacements and strains compare well between the two DVC methods, and with those obtained 

from the FE model. One key ingredient for this agreement is related to the fact that measured 

boundary conditions were applied to the numerical models. For applications where displacement 

uncertainties of 0.02 voxel (0.4 μm) and strain uncertainties of the order of 200 με are acceptable, 

the local approach is appropriate and gives a good compromise between accuracy and 

computational cost. For applications where small strain levels and both low systematic error and low 

displacement uncertainty are required (below 0.02 voxel) with the same level of strain uncertainty, 

the global approach is a good alternative. Lastly, these displacement (and strain) measurement 

techniques seem to be promising for a range of applications in biomedical engineering.  
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Fig. 1. (a) The micromechanical testing device positioned in the micro-CT chamber, (b) the linear 

compression applied to the sample is generated through a ballscrew system (S1,S2,S3) that drives 

the jaws (and consequently the platens) symmetrically in opposite directions. 
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Fig. 2. (a) Force versus displacement curve obtained after compressing the sample up to 6% strain (in 

absolute value), (b) 2D sections extracted at the core of the sample representing the reference (0% 

strain) and deformed morphologies (-3% and -6% strains) of the specimen. The sample has been 

compressed along (Oz) direction. Localised strain, particularly near the top end (dashed box), is 

evident. 

 

 

 

 

 

  

- 

- 

O 



24 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 

Fig. 3. Differences between the FFT-based local approach, LA-DVC [44] (a), and the finite element 

global approach [5,11], (b). X and X* refer to coordinates (in voxels) of the same point in the 

reference and the deformed state and
−
)(Xu is the sought displacement field; f and g are, 

respectively, the grey levels of the initial and deformed volumes. 
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            (b)       (c) 

Fig. 4. (a) 3D reconstruction of the cylindrical specimen (diameter of 8.57 mm and height of 14.7 

mm); FE mesh generated from the volume of interest (marked in red in Fig. 4a) with an average 

element size of 0.42 mm (21,138 elements), (b) and 0.127 mm (502,726 elements), (c). The solid 

phase is yellow and the porous phase is red. The volume of interest is a cube of size 5.12 mm. 
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Fig. 5. The effect of FE mesh density on: (a) the average axial and lateral strains, (b) the local axial 

strain along one of the VOI edge (AB, see Figs. 4b and c). Similar results were obtained for LA-DVC 

and GA-DVC and, for the sake of clarity, only the experimental displacements obtained by LA-DVC 

were applied as boundary conditions. 
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(b) 

Fig. 6. Standard displacement uncertainty uσ  (a), and standard strain uncertainty εσ  (b), as a 

function of the prescribed displacement for the two correlation techniques (correlation window: 32 

and 64 voxels, i.e. 0.64 and 1.28 mm, respectively). The spatial resolution of the global approach is 

twice the element size (16 and 32 voxels, i.e. 0.32 and 0.64 mm, respectively). Sub-volumes of size 

32 voxels (resp. 64 voxels) for the local approach were compared with elements of size 16 voxels 

(resp. 32 voxels) for the global approach. 



28 

 

 

 

 

 

 

 

 

 

 

 

 

      (a) 

 

 

 

 

 

 

 

 

 

(b) 

Fig. 7. The effect of increasing the number of intermediary sub-volumes during the multi-pass 

approach (LA-DVC) on the displacement uncertainty, uσ , (a), and the strain uncertainty, εσ , (b). A 

prescribed displacement of 0.5 voxel was applied. Notations x1>x2...>xn refer to successive passes 

using sub-volumes of x1 × x1× x1 voxels
3
, x2 × x2× x2 voxels

3
 ....to reach the final sub-volumes of xn × 

xn× xn voxels
3
. Results are compared with those obtained with the global approach, using an element 

size of 32 voxels.  
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(b) 

Fig. 8. Stress-strain curve of a nodular graphite cast iron deduced from the DVC analysis of five 

micro-CT scans, for the two correlation methods: (a) LA-DVC (sub-volume size: 32 voxels), (b) GA-

DVC (element size: 16 voxels). The spatial resolution of the global approach is twice the element size. 
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Fig. 9. (a) Histogram of the normalised cross-correlation coefficient,
DVCLA

r − , over the VOI (Fig. 4); 3D 

visualisation of the correlation coefficient,
DVCLA

r − , obtained with a sub-volume size of 32 voxels with 

50% overlap, (b) and 64 voxels with 50% overlap, (c).  
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   (b)        (c) 

Fig. 10. (a) Histogram of the correlation residual,
DVCGA

r − , over the VOI (Fig. 4); 3D visualisation of the 

correlation residual,
DVCLA

r − , obtained with an element size of 16 voxels, (b) and 32 voxels, (c).  
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Fig. 11. The effect of the sub-volume or element size on the vertical displacement distribution (uz) 

for the two correlation techniques. The distributions were obtained from the displacements 

computed over the entire cylindrical specimen (diameter of 8.57 mm and height of 14.7 mm). Note 

that the volume of interest (Fig. 4) was cropped at a distance of ~1 mm from the top (maximum 

vertical displacement ~-254 μm, as illustrated in Fig 12c). The spatial resolution of the global 

approach is twice the element size. 
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               (c) 

Fig. 12. 3D visualisation of the measured lateral and vertical displacements, ux, uy and uz of the VOI 

(Fig. 4), for the two correlation methods (sub-volume size: 0.64 mm with 50% overlap; element size: 

0.64 mm): (a) ux, (b) uy, (c) uz. The macroscopic strain was applied along (Oz) direction. 
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 (c)        (d) 

Fig. 13. Distributions of the vertical and the lateral strains over the VOI shown in Fig. 4: (a) xxε , (b) 

yyε , (c) zzε  and (d) the effect of mesh size on the distribution (FE: LA-DVC). The histograms were 

obtained with a class interval size of ε∆  = 0.001. The macroscopic strain was applied along (Oz) 

direction. The experimental displacements obtained by LA-DVC and GA-DVC (sub-volume size: 0.64 

mm with 50% overlap; element size: 0.64 mm) were separately applied as boundary conditions at 

the mesh faces of the FE model (average mesh size: 0.42 mm). 
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Fig.14. 3D visualization of the vertical strain, zzε , of the VOI (Fig. 4): (a) LA-DVC (sub-volume size: 

0.64 mm with 50% overlap), (b) GA-DVC (element size: 0.64 mm), (c) FE model with boundary 

conditions applied from LA-DVC (average mesh size: 0.42 mm), (d) FE model with boundary 

conditions applied from GA-DVC (average mesh size: 0.42 mm). The macroscopic strain was applied 

along (Oz) direction.  
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Fig. 15. Comparison of vertical strain magnitude, zzε , from DVC and FE model in a 2D section 

extracted from the core of the VOI (Fig. 4): (a): The micro-CT image, (b) uz: DVC (sub-volume size: 

0.64 mm), (c) zzε : DVC (sub-volume size: 0.64 mm), (d) zzε : FE model (average mesh size: 0.127 mm), 

(e) zzε : FE model (average mesh size: 0.42 mm). The macroscopic strain was applied along (Oz) 

direction. Similar maps were obtained for LA-DVC and GA-DVC and, for the sake of clarity, only LA-

DVC is represented. The DVC maps were obtained with 50% overlap and a bicubic interpolation. 
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Fig. 16. Comparison of lateral strain magnitude, yyε , from the DVC and the FE model in a 2D section 

extracted from the core of the VOI (Fig. 4): (a) The micro-CT image; (b) uy: DVC (sub-volume size: 0.64 

mm), (c) yyε : DVC (sub-volume size: 0.64 mm), (d) yyε : FE model (average mesh size: 0.127 mm),     

(e) yyε : FE model (average mesh size: 0.42 mm). The macroscopic strain was applied along (Oz) 

direction. Similar maps were obtained for LA-DVC and GA-DVC and, for the sake of clarity, only LA-

DVC is represented. The DVC maps were obtained with 50% overlap and a bicubic interpolation. 
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Table 1. Average displacements over the domain as functions of the prescribed value (correlation 

window: 32 and 64 voxels, i.e. 0.64 and 1.28 mm respectively). The spatial resolution of the global 

approach is twice the element size.  Consequently, additional results with element sizes of 

16 × 16 × 16 voxels
3 

(320 × 320 × 320 μm
3
) are also analysed. 

Prescribed 

displacement 

(voxel/μm) 

DVC method Spatial average displacement (voxel/μm) 

<ux> <uy> <uz> 

0.25/5 GA-DVC   

(32 voxels) 

GA-DVC   

(16 voxels) 

0.2499/4.998 

 

0.2499/4.998 

0.2499/4.998 

 

0.2499/4.998 

0.2499/4.998 

 

0.2498/4.996 

LA-DVC       

(32 voxels) 

LA-DVC      

(64 voxels) 

0.2449/4.898 

 

0.2376/4.752 

 

0.2456/4.912 

 

0.2346/4.692 

0.2447/4.894 

 

0.2336/4.672 

0.5/10 GA-DVC   

(32 voxels) 

GA-DVC   

(16 voxels) 

0.5000/10 

 

0.5001/10.002 

0.5000/10 

 

0.5001/10.002 

0.5000/10 

 

0.5001/10.002 

LA-DVC      

(32 voxels) 

LA-DVC       

(64 voxels) 

0.4907/9.814 

 

0.4841/9.682 

0.4949/9.898 

 

0.4848/9.696 

0.4903/9.806 

 

0.4797/9.594 

0.75/15 GA-DVC   

(32 voxels) 

GA-DVC   

(16 voxels) 

0.7500/15 

 

0.7502/15.004 

 

0.7500/15 

 

0.7502/15.004 

 

0.7500/15 

 

0.7502/15.004 

LA-DVC       

(32 voxels) 

LA-DVC      

(64 voxels) 

0.7418/14.836 

 

0.7418/14.836 

0.7382/14.764 

 

0.7419/14.838 

0.7370/14.74 

 

0.7370/14.74 

GA-DVC: Global approach to DVC;     LA-DVC: Local approach to DVC 



39 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Mean, μ and standard deviation, µσ , of the correlation coefficient, 
DVCLA

r − , and correlation 

residual, 
DVCGA

r − , obtained  on the considered VOI (Fig. 4) using both DVC methods (see Figs. 9a and 

10a). 

 

 

 

 

 

 

 

 

 

 

 

Method 

 

Mean                 

(μ) 

 

Standard deviation 

( µσ ) 

LA-DVC 

sub-volume size: 0.64 mm 

(32 voxels) 

sub-volume size: 1.28 mm 

(64 voxels) 

 

0.96 

 

0.92 

 

0.015 

 

0.049 

GA-DVC 

element size: 0.32 mm      

(16 voxels) 

element size: 0.64 mm     

(32 voxels) 

 

0.02 

 

0.028 

 

0.018 

 

0.027 
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Table 3. Mean, μ and standard deviation, µσ , of the axial and lateral strain distributions obtained 

using the FE model and both DVC methods (see Fig. 13). FELA-DVC (resp. FEGA-DVC) refers to the FE 

model response calculated with experimental displacements obtained with the local (resp. global) 

approach, LA-DVC (resp. GA-DVC). 

 

 

 

 

Method 

Mean (μ) and 

Standard 

deviation ( µσ ) 

 

xxε  

 

yyε  

 

zzε  

LA-DVC 

(sub-volume size: 0.64 mm) 

DVCLA−µ  

DVCLA−
µσ

 

0.0094 

0.0130 

 

0.0097 

0.0168 

 

-0.0176 

0.0282 

 

FELA-DVC model  

(mesh size: 0.127 mm) 

LAFE−µ  

LAFE−
µσ

 

0.0091 

0.0155 

0.0096 

0.0194 

-0.0171 

0.0187 

FELA-DVC model  

(mesh size: 0.42 mm) 

LAFE−µ  

LAFE −
µσ

 

0.0092 

0.0144 

 

0.0097 

0.0170 

-0.0172 

0.0184 

GA-DVC 

(element size: 0.64 mm) 

DVCGA−µ  

DVCGA−
µσ

 

0.0095 

0.0124 

0.0105 

0.0171 

-0.0172 

0.0165 

 

FEGA-DVC model 

(mesh size: 0.127 mm) 

GAFE−µ  

GAFE −
µσ

 

 

0.0095 

0.0195 

0.0106 

0.0207 

-0.0176 

0.0197 

FEGA-DVC model 

(mesh size: 0.42 mm) 

GAFE−µ  

GAFE −
µσ

 

0.0094 

0.0177 

0.0105 

0.0176 

-0.0173 

0.0192 


