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THE INF-SUP CONSTANT FOR THE DIVERGENCE ON CORNER DOMAINS

MARTIN COSTABEL, MICHEL CROUZEIX, MONIQUE DAUGE AND YVON LAFRANCHE

ABSTRACT. The inf-sup constant for the divergence, or LBB constant, is related to the

Cosserat spectrum. It has been known for a long time that on non-smooth domains the

Cosserat operator has a non-trivial essential spectrum, which can be used to bound the LBB

constant from above. We prove that the essential spectrum on a plane polygon consists of

an interval related to the corner angles and that on three-dimensional domains with edges,

the essential spectrum contains such an interval. We obtain some numerical evidence for the

extent of the essential spectrum on domains with axisymmetric conical points by computing

the roots of explicitly given holomorphic functions related to the corner Mellin symbol.

Using finite element discretizations of the Stokes problem, we present numerical results

pertaining to the question of the existence of eigenvalues below the essential spectrum on

rectangles and cuboids.

1. INTRODUCTION

The inf-sup constant of the divergence β(Ω) is defined for a domain Ω ⊂ Rd as

(1.1) β(Ω) = inf
q∈L2

◦
(Ω)

sup
v∈H1

0
(Ω)d

〈
div v, q

〉
Ω

|v|1,Ω ‖q‖0,Ω
.

Here L2
◦(Ω) denotes the space of square integrable functions with mean value zero, with

norm ‖ ·‖0,Ω and scalar product
〈
·, ·
〉
Ω

, and H1
0 (Ω) is the usual Sobolev space, closure of the

space of smooth functions of compact support in Ω with respect to the H1 seminorm, which

for vector-valued functions is defined by

|v |1,Ω = ‖ gradv‖0,Ω =
( d∑

k=1

d∑

j=1

‖∂xj
vk‖20,Ω

)1/2
.

The inf-sup condition β(Ω) > 0 is also called LBB condition [21] or Ladyzhenskaya-

Babuška-Brezzi condition (a term coined ca. 1980 by T. J. Oden, on suggestion by J. L.

Lions [25]), and β(Ω) is therefore also known as LBB constant [10, 11]. It plays an im-

portant role in the discussion of the stability of solutions and numerical approximations of

the equations of hydrodynamics. The exact value of the constant is known only for a small

class of domains, first for balls and ellipsoids (derived from the Cosserat spectrum [3, 2]),

then in three dimensions for spherical shells [4, 20], and finally in two dimensions for annu-

lar domains [1] and some domains defined by simple conformal images of a disk [13, §5],

[14, 30]. Its precise value remains, however, unknown for such simple domains as a square.
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Finding estimates, from below and from above, for β(Ω) has therefore been an important

subject for many years. The question can be rephrased in terms of the Cosserat eigenvalue

problem, see relation (1.5) below, and it is this problem that we will study in the present

paper. In particular, any number known to belong to the nontrivial part of the spectrum of

the Cosserat operator will imply an upper bound for the LBB constant.

Other inequalities and eigenvalue problems are known to be related to the Cosserat eigen-

value problem and the LBB condition, namely the Korn and Friedrichs inequalities. In

two dimensions in particular, such relations have been investigated since the paper [12] by

Friedrichs, and the equivalence between these inequalities and equations between the corre-

sponding constants have been studied in the classical paper [14] by Horgan and Payne, see

[7] for improved versions of some of their results.

For the Cosserat eigenvalue problem, the values 0 and 1 are eigenvalues of infinite mul-

tiplicity, and 1/2 is an accumulation point of eigenvalues. On smooth domains, these are

the only points in the essential spectrum, as shown by Mikhlin [24], see [8] for a complete

proof for C 3 domains. On non-smooth domains, a non-trivial essential spectrum is present,

as was already pointed out in [12] for the equivalent Friedrichs problem.

We show in Theorem 3.3 for two-dimensional domains that a polygonal corner of opening

ω ∈ (0, 2π) contributes an interval [1
2
− sinω

2ω
, 1
2
+ sinω

2ω
] to the essential spectrum of the

Cosserat operator. This has been known for a while already [6], but the proof has not yet

been published. A corollary is an upper bound for the LBB constant, see also [27, 28]

(1.2) β(Ω) ≤
√

1

2
− sinω

2ω
.

For the square Ω = �, in [14, (6.39)] a conjecture was offered that amounts to β(�) =√
2/7 = 0.53 . . . , which is obviously incompatible with the upper bound β ≤

√
1
2
− 1

π
=

0.42 . . . from (1.2). Although already conjectured in [27], it is still unknown whether this

latter inequality is an equality or whether it is strict, that is, whether for the square there exist

Cosserat eigenvalues below the minimum of the essential spectrum. In Section 5 below, we

present numerical evidence suggesting that there are no such eigenvalues. But this is not yet

proven.

For three-dimensional domains with edges, the two-dimensional corner domain transver-

sal to the edge implies an inclusion of the corresponding interval in the essential spectrum,

which therefore always contains such an interval symmetric with respect to the point 1/2
(see Section 4.1). This is very different from the case of smooth domains, where there exists

the known example of the ball that has a Cosserat spectrum consisting (apart from the trivial

point 1) of a sequence of eigenvalues σk = k
2k+1

, k ≥ 1, converging to 1/2 from below and

therefore has no spectrum in the interval (1/2, 1)[2, 8, 26].

For three-dimensional bounded domains having conical boundary points with tangent

cones of revolution, we present in Section 4.2 numerical results showing that there are also

intervals contained in the essential spectrum of the Cosserat operator.

The Cosserat eigenvalue problem as originally formulated by E. and F. Cosserat [3] can

be written as follows: Find nontrivial u ∈ H1
0 (Ω)

d and σ ∈ C such that

(1.3) σ∆u−∇ divu = 0 .
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This is the spectral problem of the bounded selfadjoint operator ∆−1∇ div on H1
0 (Ω)

d,

where ∆−1 is the inverse of the Laplace operator with Dirichlet conditions ∆ : H1
0 (Ω) →

H−1(Ω).
On the orthogonal complement of the kernel of div, which is the eigenspace for the trivial

eigenvalue σ = 0, this operator is equivalent to the operator

(1.4) S = div∆−1∇ : L2
◦(Ω) → L2

◦(Ω) ,

the Schur complement operator of the Stokes system.

We define the Cosserat constant σ(Ω) of the domain Ω as the minimum of the spectrum

of the operator S.

It is then an exercise in elementary Hilbert space theory to show that there holds

(1.5) σ(Ω) = β(Ω)2 .

To see this, write the LBB constant using the definition of the H−1 norm and the fact that ∆
is an isometry from H1

0 (Ω) to H−1(Ω):

β(Ω)2 = inf
q∈L2

◦
(Ω)

|∇q|2−1,Ω

‖q‖20,Ω
= inf

q∈L2
◦
(Ω)

〈
−∆−1∇q,∇q

〉
Ω

‖q‖20,Ω
= inf

q∈L2
◦
(Ω)

〈
Sq, q

〉
Ω

‖q‖20,Ω
= σ(Ω) .

For numerical approximations of the Cosserat eigenvalue problem, we will use the equiv-

alent formulation as an eigenvalue problem for the Stokes system:

Find u ∈ H1
0 (Ω)

d, p ∈ L2
◦(Ω) \ {0}, σ ∈ C such that

−∆u +∇p = 0

divu = σp .
(1.6)

In the following, we will mainly discuss the essential spectrum of the Cosserat problem.

This is the set of σ ∈ C such that the operator

(1.7) Lσ = σ∆−∇ div : H1
0 (Ω)

d → H−1(Ω)d

is not a Fredholm operator.

From the variational formulation of the operator Lσ for u, v ∈ H1
0 (Ω)

2

(1.8) 〈Lσu, v〉 = −σ
∫

Ω

∇u :∇v +

∫

Ω

divu div v

it is not hard to see that such σ have to be real, between 0 and 1, and that Lσ is Fredholm if

and only if it is Fredholm of index 0 and if and only if it is semi-Fredholm.

2. DOMAINS WITH CONICAL POINTS

We will show how Kondrat’ev’s classical theory [15] applies to the Cosserat operator Lσ

when Ω is a domain with conical points in Rd. This means that the boundary of Ω is smooth

except in a finite set C of points c, called the corners of Ω, and in the neighborhood of

each corner c the domain Ω is locally diffeomorphic to a regular cone Γc , i.e., the section

Gc = Γc ∩ Sd−1 is a smooth domain in Sd−1.

From the discussion in [24, §2], we know that the system σ∆ − ∇ div is elliptic at any

point of Ω if (and only if) σ 6∈ {0, 1}, and that the Dirichlet boundary condition covers

σ∆−∇ div at any smooth point of ∂Ω if, moreover, σ 6= 1
2
.
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In contrast with the smooth case when 0, 1
2
, 1 are the only values for which Lσ is not

Fredholm, the corners of Ω cause an enlargement of this exceptional set, in general.

2.1. The Mellin symbol of the Cosserat operator. For determining the values σ such that

Lσ in (1.7) is not Fredholm, we use Kondrat’ev’s [15] technique of corner localization and

Mellin transformation.

Let us choose a corner c and write (r, ϑ) ∈ R+ × Gc for the polar coordinates in the

tangent cone Γc. The homogeneous Lamé system σ∆−∇ div can be written as

σ∆−∇ div = r−2
Lσ(ϑ; r∂r, ∂ϑ)

where the d × d system Lσ has coefficients independent of r. The Mellin transformation

u 7→
∫∞

0
r−λ−1u(r, ϑ) dr transforms r∂r into the multiplication by λ. The Mellin symbol

Ac

σ at the corner c is the operator valued function (known as operator pencil in the Russian

literature) defined as

(2.1) Ac

σ(λ) = Lσ(ϑ;λ, ∂ϑ) : H1
0 (Gc)

d → H−1(Gc)
d, λ ∈ C.

2.2. The Fredholm theorem. In Kondrat’ev’s theory, the Fredholm property of Lσ is stud-

ied in the framework of weighted Sobolev spaces [15]. In the book [16] by Kozlov-Maz’ya-

Rossmann, these spaces are defined as follows: For ℓ ∈ N and β ∈ R

(2.2) V ℓ
β (Ω) = {u ∈ L2

loc(Ω) : |x− c|β+|α|−ℓ∂α
x
u ∈ L2(Ω) ∀c ∈ C, ∀α ∈ Nd, |α| ≤ ℓ}.

Lemma 2.1. Let Ω ⊂ Rd be a domain with conical points. The space H1
0 (Ω) coincides with

the subspace of V 1
0 (Ω) consisting of functions with zero boundary traces.

This lemma is proved using a Poincaré inequality in angular variables, see [16, Lemma

6.6.1]. Then [16, Theorem 6.3.3] implies the following result.

Theorem 2.2. Let Ω ⊂ Rd be a domain with conical points. Assume that σ does not belong

to {0, 1
2
, 1} and that for each corner c and all complex numbers λ with real part 1− d

2
, the

Mellin symbol Ac

σ(λ) is invertible. Then Lσ is Fredholm.

Note that we cannot apply [15, Theorem 3.1] right away because it is assumed there that

the Sobolev exponent ℓ is at least 2. For this reason we have to use the extension performed

in [16]. The assumption σ 6∈ {0, 1
2
, 1} ensures that the boundary value problemLσ is elliptic.

Concerning the critical abscissa 1 − d
2
, there is a simple rule of thumb for determining

it: A corner c being chosen together with a non-zero angular function W ∈ H1
0 (Gc) and a

compactly supported cut-off function χ equal to 1 near c, we find that 1 − d
2

is the smallest

real number η such that all functions of the form χ rλW (ϑ) belong to H1
0 (Γc), whenever

Reλ > η.

3. PLANE POLYGONS

Let Ω ⊂ R2 be a polygon, that is, a bounded Lipschitz domain the boundary ∂Ω of which

consists of a finite set of straight segments. This set being chosen in a minimal way, the

corners c of Ω are the ends of these segments. Each corner c belongs to two neighboring

segments and the tangent cone Γc is a plane sector, the opening of which is denoted by ωc.

Thus the section Gc can be identified with the interval (−ωc

2
, ωc

2
).



THE INF-SUP CONSTANT FOR THE DIVERGENCE ON CORNER DOMAINS 5

3.1. The Mellin determinant. In two-dimension, the invertibility of the Mellin symbol

Ac

σ(λ), which is a 2× 2 Sturm-Liouville system on an interval with polynomial dependence

on λ, can be further reduced to the non-vanishing of a scalar holomorphic function, which

we may call Mellin determinant Mc

σ(λ). This Mellin determinant is well known for the

case of the Dirichlet problem of the Lamé system of linear elasticity. It is constructed and

described in detail in the book [17, Chapter 3], where also references to earlier works can

be found. We can use the results of these calculations, simply by noticing that the operator

Lσ is the Lamé operator, if we set

σ = 2ν − 1

with the Poisson ratio ν. What is non-standard here, compared to the discussion in [17],

is first that the σ considered here correspond to the “non-physical” range 1
2
< ν < 1, and

second that we consider the question of loss of H1 regularity, that is, zeros of the Mellin

determinant on the critical line {Reλ = 1− d
2
= 0}.

In [17, (3.1.22/23)], the Mellin determinant for a corner of opening angle ω is given as

M(λ) = λ−2
(
(3− 4ν)2 sin2 λω − λ2 sin2 ω

)
.

The characteristic equation M(λ) = 0 can therefore be written as the two equations

(3.1) (1− 2σ)
sinλω

λ
= ± sinω.

In the following paragraph 3.2 we present a new and straightforward way to calculate M

together with the singular functions associated with the roots λ of M, i.e. the solutions wλ

of the equation Lσw = 0 that are homogeneous of degree λ.

Remark 3.1. These singular functions play a double role here: If Reλ = 0, they do not

belong to H1
0 near the corner, which is the reason why Lσ is then not a Fredholm operator

and σ belongs to the essential spectrum, see Theorems 3.2 and 3.3. Figure 1 shows this case:

As a function of σ and ω, the imaginary part of λ is plotted. On the other hand, if Reλ > 0,

then the singular functions wλ belong to H1
0 near the corner and they describe the corner

asymptotics of any solution in H1
0 (Ω) of Lσu = f with smooth f , in particular of Cosserat

eigenfunctions for such eigenvalues σ that are not in the essential spectrum:

(3.2) u ∈ H1+s(Ω)2, ∀s < min{Reλ | Reλ > 0, λ root of (3.1) }
If Reλ is close to zero, the derivatives of u (thus the “pressure” part p of the Stokes solution

in (1.6)) will go to infinity quickly at the corner, which poses problems for the numerical

approximation of the Cosserat eigenvalue problem, see the discussion in Section 5. In Fig-

ure 2, we plot λ as function of σ and ω in this case. Note that for 0 ≤ σ ≤ 1, λ is either real

or purely imaginary.

3.2. Singular functions. Let us choose a corner c and drop the reference to that corner

in the notation. We assume for simplicity that c is the origin. The symbol Aσ(λ) is not

invertible iff it has a nonzero kernel. We note that for W ∈ H1
0 (−ω

2
, ω
2
)2 we have the

equivalence

(3.3) W ∈ kerAσ(λ) ⇐⇒ (σ∆−∇ div)(rλW (θ)) = 0.
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FIGURE 1. Color plot of the decimal logarithm of | Imλ| for purely imagi-

nary roots λ of the characteristic equation (3.1) as a function of the opening

ω/π ∈ (0, 2) (abscissa) and the Cosserat spectral parameter σ ∈ [0, 1] (ordi-

nate).

FIGURE 2. Color plot of smallest positive real roots λ of the characteristic

equation (3.1) as a function of the opening ω/π ∈ (0, 2) (abscissa) and the

Cosserat spectral parameter σ ∈ [0, 1] (ordinate).

So we first solve

(3.4) (σ∆−∇ div)(rλW (θ)) = 0

without boundary conditions and in a second step find conditions on λ so that there exist

nonzero solutions satisfying the Dirichlet conditions at θ = ±ω
2

.
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STEP 1. We know from [5, Theorem 2.1] that for any λ ∈ C the solutions of (3.4) form

a space of dimension 4, which we denote by Wσ(λ). Moreover [5, §2.b(iii)] tells us that if

λ 6∈ N, it is sufficient to look for each component of the homogeneous function rλW (θ)
in the space generated by zλ, z̄λ, zλ−1z̄, and z̄λ−1z. Here we have identified R2 with the

complex plane C by the formula z = x1 + ix2. So the Ansatz space for w = rλW (θ) has

the basis

w(1) =

(
1
i

)
zλ, w(2) =

(
1
i

)
z̄λ, w(3) =

(
1
i

)
zλ−1z̄, w(4) =

(
1
i

)
z̄λ−1z,

w̃(1) =

(
1
−i

)
zλ, w̃(2) =

(
1
−i

)
z̄λ, w̃(3) =

(
1
−i

)
zλ−1z̄, w̃(4) =

(
1
−i

)
z̄λ−1z.

Applying Lσw = 0 to these vector functions is an easy computation using complex deriva-

tives for functions of z and z̄ and writing for a scalar function f the formulas

∇f =
∂f

∂z

(
1
i

)
+
∂f

∂z̄

(
1
−i

)
, div

(
f
if

)
= 2

∂f

∂z̄
, div

(
f

−if

)
= 2

∂f

∂z
,

and

∆f = 4
∂2f

∂z ∂z̄
.

In this way we find that for any λ ∈ C \ {0, 1}, the following four vectors wk
λ given by

w1
λ = w(1), w2

λ = w̃(2), w3
λ = w(3) +

2σ − 1

λ
w̃(1), w4

λ = w̃(4) +
2σ − 1

λ
w(2),

form a basis1 for the space Wσ(λ).

STEP 2. We look for conditions on λ so that there exists a nonzero w ∈ Wσ(λ) which

satisfies the Dirichlet conditions on θ = ±ω
2

. We note that, setting

a =
sin(λ−1)ω

sin(λω)
and b =

sinω

sin(λω)
,

for any ε ∈ R the function

w = w(3) − aw(1) − bw(2) + ε
(
w̃(4) − aw̃(2) − bw̃(1)

)

is zero on θ = ±ω
2

. It is clear that w belongs to Wσ(λ) iff ε = ±1 and −εb = 2σ−1
λ

, i.e.

(3.5) σ =
1

2

(
1− ε

λ sinω

sin(λω)

)
, ε = ±1.

Note that this is the same equation as (3.1). The associated singular function is

(3.6) wλ = w3
λ + εw4

λ − a(w1
λ + εw2

λ).

1To obtain a basis valid for λ = 0, we could define w3
λ by w(3)+w̃(4)+

2σ−1
λ

(w̃(1)+w(2)−w(1)−w̃(2))

and w4
λ by w(3) − w̃(4) +

2σ−1
λ

(w̃(1) −w(2) +w(1) − w̃(2)).
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3.3. Singular sequences at corners and essential spectrum. The result of the Kondrat’ev

theory for our polygon can be written as follows.

Theorem 3.2. Let Ω be a polygon in the plane. Assume that σ does not belong to {0, 1
2
, 1}.

Then the Cosserat operator Lσ is Fredholm from H1
0 (Ω)

2 to H−1(Ω)2 if and only if for each

corner c ∈ C and ω = ωc the characteristic equations (3.1) have no solution on the line

Reλ = 0.

The ”if” part is a consequence of Theorem 2.2. For the “only if” part, we could simply

quote [16, Remark 6.3.4], but we prefer to present a rather simple explicit proof in the spirit

of [9, §9.D], namely the construction of a singular sequence approximating the non-H1

corner singularity.

Choose a corner c, which we assume to sit at the origin, set ωc = ω. Let R > 0 be such

that Ω coincides with the plane sector Γc in the ball of center c and radius 2R. Now choose

a cut-off function χ ∈ C
1(R2) such that χ(x) = 1 for |x| ≤ R and χ(x) = 0 for |x| > 2R,

and for any complex λ set uλ = χwλ with wλ the singular function defined in (3.6). Then

uλ = 0 on ∂Ω. Therefore uλ ∈ H1
0(Ω)

2 if and only if Reλ > 0.

Let σ be such that the equation (3.1) has a solution λ ∈ iR, and take ε ∈ {±1} so that

σ = 1
2
(1−ε λ sinω

sin(λω)
). Define

(3.7) λn = λ+
1

n
and σn =

1

2

(
1−ε λn sinω

sin(λnω)

)
.

Then

(3.8) Lσuλn
= (σ−σn)∆uλn

+ fn with fn = Lσn
uλn

.

From Lσn
wλn

= 0 follows that fn = 0 for |x| 6∈ [R, 2R] and that ‖fn‖0,Ω can be esti-

mated by ‖wλn
‖H1({R<|x|<2R}), which remains bounded as n → ∞. Note that for n → ∞,

σn−σ → 0 and ‖uλn
‖0,Ω remains bounded, while |uλn

|1,Ω → ∞. Using the fact that ∆ is

an isometry from H1
0 (Ω) to H−1(Ω), we obtain with (3.8)

(3.9) lim
n→∞

|Lσuλn
|−1,Ω

|uλn
|1,Ω

= 0.

Altogether, this shows that Lσ cannot satisfy an a-priori estimate of the form

|u|1,Ω ≤ α|Lσu|−1,Ω + β‖u‖0,Ω with constants α, β ≥ 0.

Hence Lσ is not Fredholm and σ belongs to the essential spectrum.

We can now conclude in the case of polygonal domains.

Theorem 3.3. Let Ω ⊂ R2 be a polygon with corner angles ωc ∈ (0, 2π), c ∈ C. Then the

essential spectrum of the Cosserat problem in Ω is given by

(3.10) σess(S) = {1} ∪
⋃

c∈C

[1
2
− sinωc

2ωc

,
1

2
+

sinωc

2ωc

]
.

The LBB constant satisfies

(3.11) 0 < β(Ω) ≤ min
c∈C

(1
2
− sinωc

2ωc

) 1

2

.
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Proof. As Ω is Lipschitz, β(Ω) > 0 [14]. For σess(S), we have to find the σ for which (3.1)

has solutions λ with Reλ = 0. The function λ 7→ sinλω
λω

maps iR to [1,∞). For σ 6= 1
2
, the

necessary and sufficient condition is therefore

−sinω

ω
≤ 1− 2σ ≤ sinω

ω
.

This proves (3.10). �

Remark 3.4. The result of Theorem 3.3 remains true if Ω is a curved polygon, that is a

bounded Lipschitz domain with a piecewise C 2 boundary. This follows from general per-

turbation techniques that are part of the Kondrat’ev theory [15, §2], see also [16, Ch. 6].

If the corner angles have cusps, Theorem 3.3 extends as follows: An inward cusp or crack

(ω = 2π) does not contribute to the nontrivial essential spectrum [12], whereas in the pres-

ence of an outward cusp (ω = 0), the essential spectrum of the Cosserat problem fills the

entire interval [0, 1] [12, 29]. The estimate (3.11) for β(Ω) was proved by Stoyan in [27],

using the equivalence between the Friedrichs constant and the LBB constant [14, 7].

4. THREE-DIMENSIONAL DOMAINS WITH EDGES OR CORNERS

Let Ω ⊂ R3. We consider domains with edges and corners. For the case when Ω contains

edges in its boundary, we prove that the essential spectrum of the Cosserat problem contains

an interval that depends on the opening angle of the edges. For the case when Ω has a

conical point with an axisymmetric tangent cone, we describe how to reduce the question

to the determination of the roots of a sequence of holomorphic functions and we show the

result of numerical computations. Polyhedral corners are the subject of some comments at

the end of this section.

4.1. Edges. In a first step, we assume that the boundary of Ω contains a piece of a straight

edge of opening ω ∈ (0, 2π) in the sense that for some R > 0

(4.1)
{
x ∈ Ω |

√
x21+x

2
2 ≤ 2R, |x3| ≤ 2R

}

=
{
x ∈ R3 |

√
x21+x

2
2 ≤ 2R, |x3| ≤ 2R, | arg(x1+ix2)| <

ω

2

}
.

Theorem 4.1. Under the hypothesis (4.1), the interval [1
2
− sinω

2ω
, 1
2
+ sinω

2ω
] is contained in

the essential spectrum of the Cosserat problem.

Proof. Let σ ∈ [1
2
− sinω

2ω
, 1
2
+ sinω

2ω
] \ {1

2
}. We construct a singular sequence based on

the one that we have used for a two-dimensional corner in Section 3.3: Like there, we set

z = x1 + ix2, and for λ ∈ C we define wλ = (wλ,1, wλ,2)
⊤ as in equation (3.6) and use the

same cut-off function χ. Now we choose another cut-off function θ ∈ C 2(R) that satisfies

θ(x3) = 1 if |x3| ≤ R and θ(x3) = 0 if |x3| ≥ 2R. Then we define uλ as

uλ(x) = θ(x3)χ(x1, x2)



wλ,1(z)
wλ,2(z)

0


 .
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For λ, λn, σn chosen as before, see (3.7), the vector functions uλn
belong to H1

0 (Ω)
3 and

Lσuλn
has still the expression (3.8) with fn = (fn,1, fn,2, fn,3)

⊤ given by
(
fn,1
fn,2

)
= θ(x3)L

2D
σn
(χwλn

) + σnθ
′′(x3)χwλn

fn,3 = − θ′(x3) div(χwλn
) .

We conclude as before that ‖uλn
‖0,Ω and ‖

(
fn,1

fn,2

)
‖0,Ω remain bounded as n → ∞ whereas

|uλn
|1,Ω → ∞. As for fn,3, we see that |fn,3|−1,Ω remains bounded, so that we can again

conclude that uλn
is a singular sequence satisfying (3.9), and that σ therefore belongs to the

essential spectrum. �

Remark 4.2. Yet another contribution to the essential spectrum may come from the edges,

this time not from the essential spectrum of the transversal Cosserat problem L2D
σ as de-

scribed in Theorem 4.1, but from eigenvalues of the “edge symbol”, which is the boundary

value problem defined on the sector Γ = {(x1, x2) ∈ R2 | | arg(x1+ix2)| < ω
2
}, cf. (4.1),

(4.2) R ∋ ξ 7→ Lσ(ξ) = σ(∂21+∂
2
2−ξ2)I3−




∂21 ∂1∂2 iξ∂1
∂1∂2 ∂22 iξ∂2
iξ∂1 iξ∂2 −ξ2


 : H1

0 (Γ)
3 → H−1(Γ)3,

obtained by partial Fourier transformation along the edge. Indeed, it is known that for an

elliptic boundary value problem on a domain with edges to be Fredholm, it is not sufficient

that its edge symbol is Fredholm (this latter condition is satisfied as soon as the transversal

Mellin symbol is invertible on a certain line Reλ = const), but it has to be invertible for

all ξ 6= 0 [23, Theorem 10.1], see also [22]. For our Cosserat problem, if such eigenvalues

exist below the essential spectrum of the transversal problem L2D
σ , then the lower bound of

the essential spectrum on Ω, and therefore the LBB constant, may be smaller than what is

described by Theorem 4.1. Whether this actually happens is unknown, and some numerical

experiments we did rather seem to indicate that it does not.

Remark 4.3. The result of Theorem 4.1 remains true for some curved edges, too, similar to

what we mentioned in two dimensions in Remark 3.4. In particular, if Ω is a finite straight

cylinder with a smooth base, then the interval corresponding to the angle ω = π
2
, namely

[1
2
− 1

π
, 1
2
+ 1

π
], will belong to the essential spectrum.

4.2. Conical points. We assume now that Ω is a domain in R3 with conical points. Theo-

rem 2.2 applies with the critical abscissaReλ = −1
2
. We can prove exactly like in dimension

2 that the sufficient condition for Fredholmness is also necessary. Now the question is: Does

a 3D cone produce a full interval of nonzero length inside the essential spectrum? Do we

have symmetry with respect to σ = 1
2

like in 2D? We do not have a general answer to the

first question, but a partial answer in the case of axisymmetric cones. This example shows

that the symmetry property with respect to σ = 1
2

is lost.

We learn from [18, 19] that semi-analytical calculation of the spectrum of the Mellin sym-

bol Aσ associated with an axisymmetric cone Γ is made possible by the use of the Boussi-

nesq representation and separation of variables in spherical coordinates. Then, relying on
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the equivalence (3.3), we can follow the same track as in 2D, looking for homogeneous

solutions w of the equation

(4.3) (σ∆−∇ div)w = 0

without boundary conditions in a first step, and imposing the homogeneous Dirichlet condi-

tions in a second step.

We give a rapid overview of this procedure (see [17, §3.7] for details). The Boussinesq

representation for solutions of the equation (4.3) states that w can be found as a linear

combination of the three following particular solutions of the same equation

(4.4) w1 = ∇Ψ, w2 = curl(Θ~e3), w3 = ∇(x3Λ) + 2(σ − 1)Λ~e3,

where the scalar functions Ψ, Θ, and Λ are harmonic functions. Here we choose ~e3 as the

director of the cone axis. Then homogeneous w’s of degree λ are given by finding Ψ and Θ
homogeneous of degree λ+1, and Λ of degree λ. Using spherical coordinates (r, θ, ϕ) such

that

x1 = r sin θ cosϕ, x2 = r sin θ sinϕ, x3 = r cos θ

we split the 3D problem into an infinite sequence of 2D problems in (r, θ) parametrized

by the azimuthal frequency m ∈ Z. The harmonic generating function can be written in

separated variables as

(4.5)
Ψ = rλ+1P−m

λ+1(cos θ) cos(mϕ), Θ = rλ+1P−m
λ+1(cos θ) sin(mϕ),

and Λ = rλP−m
λ (cos θ) sin(mϕ),

where P µ
ν is the associated Legendre function of the first kind of order µ and degree ν.

Combining (4.4) and (4.5), we find for each m ∈ Z three independent solutions w
m,1
λ ,

w
m,2
λ , and w

m,3
λ of degree λ for equation (4.3).

Denote by ω the opening of the cone Γ, which means that Γ is defined by the condition

θ ∈ [0, ω) in spherical coordinates. The exponents λ we are looking for are those for which

there exists an integer m such that the following 3× 3 matrix is singular for all r > 0 and ϕ



wm,1

λ,1 (r, ω, ϕ) wm,2
λ,1 (r, ω, ϕ) wm,3

λ,1 (r, ω, ϕ)

wm,1
λ,2 (r, ω, ϕ) wm,2

λ,2 (r, ω, ϕ) wm,3
λ,2 (r, ω, ϕ)

wm,1
λ,3 (r, ω, ϕ) wm,2

λ,3 (r, ω, ϕ) wm,3
λ,3 (r, ω, ϕ)




Using the special forms (4.4) and (4.5), the variables r and ϕ disappear and after some

obvious simplification we are left with the matrix2

2The matrix (4.6) that we reproduce here is equivalent to the one we find in the preprint [18]. Its correctness

can be checked. Unfortunately a misprint appeared in further references [19, 17]: The factor−m in (λ+1−m)
is missing in the last term of the second column. Nevertheless, the numerical computations presented in these

latter references where made with the correct formulas.
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FIGURE 3. m = 0: Color plot of the decimal logarithm of Imλ of roots λ
with real part −1

2
of characteristic equation M0

σ(λ) = 0 as a function of the

opening ω (in degrees, abscissa) and the parameter σ ∈ [0, 1] (ordinate).

(4.6)


(λ+ 1)P−m
λ+1(cosω) mP

−m
λ+1(cosω) (λ+ 2σ − 1) cos ω P

−m
λ (cosω)

(λ+ 1) cos ωP−m
λ+1(cosω)

−(λ+ 1−m)P−m
λ (cos ω)

m cosωP−m
λ+1(cosω)

(λ+1+m) cos ω P
−m
λ+1(cos ω)

+(1−2σ) sin2
ω P

−m
λ (cos ω)

−(λ+ 1) cos2 ω P
−m
λ (cos ω)

−mP
−m
λ+1(cosω)

(λ+1−m) cosω P
−m
λ (cosω)

−(λ+ 1)P−m
λ+1(cos ω)

−m cosω P
−m
λ (cos ω)




With this matrix at hand, it is possible to compute its determinant Mm
σ (λ) and find, for

any chosen m, couples (ω, σ) for which the equation Mm
σ (λ) = 0 has roots on the line

Reλ = −1
2
. We present in Fig. 3 the region R0 of the (ω, σ) plane where such roots can be

found when m = 0. This region is clearly non-symmetric with respect to σ = 1
2
.

The region R1 that we have calculated for m = 1 (which is the same for m = −1) is

strictly contained in the region R0 associated with m = 0, see Fig. 4. We observe that when

|m| is increasing, the region Rm is shrinking.

4.3. Polyhedra. By polyhedron we understand a bounded Lipschitz domain Ω ⊂ R3 the

boundary of which consists of a finite set of plane polygons, the faces. This set being chosen

in a minimal way, the edges e of Ω are the segments which form the boundaries of the faces,
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FIGURE 4. m = 0, 1: Boundary of regions R0 (solid line) and R1 (dashed

line) in the plane (ω, σ): Opening ω (in degrees, abscissa) and σ ∈ [0, 1]
(ordinate).

and the corners c are the corners of the faces. Let E and C be the sets of edges and corners,

respectively. To each edge e is associated a transversal sector Γe and its opening ωe. To each

corner c is associated the tangent infinite polyhedral cone Γc and its section Gc = Γc ∩ S2.

Let σ ∈ C be the Cosserat spectral parameter. For each edge e, the edge symbol Le

σ(ξ) is

defined by (4.2). For each corner c, the corner Mellin symbol Ac

σ(λ) is defined by (2.1). If

σ 6∈ {0, 1
2
, 1}, and if the following two conditions are satisfied

∀e ∈ E, Le

σ(ξ) is invertible for all ξ 6= 0(4.7)

∀c ∈ C, Ac

σ(λ) is invertible for all λ, Reλ = −1
2
.(4.8)

then Lσ is Fredholm on Ω. These conditions are also necessary and determine the essential

spectrum of the operator S (1.4). We recall that, cf. Remark 4.2, the condition

σ 6∈
[1
2
− sinωe

2ωe

,
1

2
+

sinωe

2ωe

]

is necessary for (4.7) to hold but is, possibly, not sufficient.

5. FINITE ELEMENT COMPUTATIONS FOR RECTANGLES AND CUBOIDS

5.1. Rectangles. For any rectangle Ω ⊂ R2, Theorem 3.3 shows that the essential spectrum

of the Cosserat problem is the interval [1
2
− 1

π
, 1
2
+ 1

π
]. Therefore the Cosserat constant of Ω
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FIGURE 5. Regularity exponent s (ordinate) function of σ (abscissa) for rect-

angles. The vertical asymptote is σ = 1
2
− 1

π
.

satisfies

(5.1) σ(Ω) ≤ 1

2
− 1

π
∼ 0.18169 .

In contrast to the essential spectrum, the discrete spectrum depends on the actual shape of

the rectangle, namely of its aspect ratio (but not on its width and height separately). Our

convention is to characterize a rectangle by the number a ∈ (0, 1] such that its aspect ratio

is 1:a or a:1. The square has its factor a equal to 1, and small a corresponds to elongated

rectangles (large aspect ratio).

To determine σ(Ω) and therefore the LBB constant, one can solve the Cosserat eigenvalue

problem numerically and look for the smallest eigenvalue. A conforming discretization

based on the Stokes eigenvalue problem (1.6) consists in choosing a pair of finite dimen-

sional spaces U ⊂ H1
0 (Ω) and P ⊂ L2(Ω) and constructing the following discrete version

of the Schur complement

(5.2) S(U,P) = B1R
−1B⊤

1 +B2R
−1B⊤

2

where R is the stiffness matrix associated with the ∇ : ∇ bilinear form on U × U and Bk

is associated with the bilinear form (u, p) 7→
∫
Ω
∂ku p on U × P, k = 1, 2. The discrete

Cosserat eigenvalues σ̃j , j ≥ 1, are the non-zero eigenvalues of S(U,P) ordered increas-

ingly. Two main difficulties are encountered:

(i) The discrete pair (U,P) constructed from finite element spaces may have a behavior

of its own, somewhat independent of the continuous pair (H1
0 (Ω), L

2(Ω)). This may

give rise to spurious eigenvalues.

(ii) The regularity of the eigenvectors p of S depends on the eigenvalue σ and gets

worse as σ is closer to the essential spectrum, cf Remark 3.1. In Figure 5 we plot the

supremum of exponents s such that p belongs to Hs(Ω): This is the minimal Reλ
for λ solution of (1− 2σ) sin λπ

2
= ±λ with positive real part, cf (3.2).
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Extrapolated value Regularity exponent s Convergence rate (n = 5, 6, 7)

σ̃1 0.031375609 0.93189 1.85618

σ̃2 0.109538571 0.69036 1.37814

TABLE 1. Convergence rates for Cosserat eigenvalues on the rectangle a = 0.2

There exist estimates for σ(Ω) from above and from below which prove that σ(Ω) → 0
like O(a2) as a→ 0:

(5.3) sin2
(
1
2
arctan a

)
≤ σ(Ω) ≤ 1− sinh ρ

ρ cosh ρ
, with ρ =

aπ

2
.

The lower bound is deduced from the Horgan-Payne estimate [14, 7] and is equal to a2

4

modulo O(a4). The upper bound is obtained by plugging the quasimode p(x1, x2) = cosx1
on the rectangle (0, π)× (−ρ, ρ) into the Rayleigh quotient of the Schur complement S (see

Lemma 5.1 below for a more general estimate of this type). It is an improvement at the order

O(a4) of the upper bound π2a2

12
proven in [1] by Chizhonkov and Olshanskii. Note that the

upper bound in (5.3) proves that for any a ≤ 0.53127, the bottom σ(Ω) of the spectrum of

S is an eigenvalue.

The eigenfunctions are not very singular at the corners if the first eigenvalue is well below

the minimum (5.1) of the essential spectrum (Figure 5), which is the situation for rectangles

of large aspect ratio according to (5.3). We have quantified this by evaluating convergence

rates of the first and second eigenvalues when a = 0.2 (aspect ratio 5:1), using uniform

square meshes with 5 · 2n · 2n elements (n = 1, . . . , 7) and Q2-Q1 polynomial spaces,

see Table 1 where a convergence rate equal to twice the regularity exponent is observed.

However, as the aspect ratio approaches 1, the first Cosserat eigenvalue approaches the

essential spectrum and the numerical results become less reliable.

We present in Figure 6 computations done with the finite element library Mélina++ with

different choices of quadrilateral meshes (uniform 12×12 for (a) and (c), strongly geomet-

rically refined at corners with 144 elements for (b) and (d)) and different choices of polyno-

mial degrees for u and p (tensor spaces of degree 8 and 6 for (a) and (b), 8 and 7 for (c) and

(d)). Note that the meshes follow the elongation of the rectangles.

From these four discretizations, we observe a relative stability of the results below 1
2
− 1

π
, if

we except a quadruple eigenvalue that appears for the degrees (8,7) and is rather insensitive

to the mesh and the aspect ratio. Moreover, with the same restrictions, the first eigenvalue

sits between the explicit lower and upper bounds (5.3), and further eigenvalues satisfy the

estimate of [11, Theorem 5]. In contrast, the part of the numerical eigenvalues appearing

above 1
2
− 1

π
is very sensitive to the mesh and flattens in a very spectacular way when a

refined mesh is used.

As one can see from the graphs in Figure 6, at an aspect ratio of about 1:0.6 (golden

ratio ?), the lowest computed eigenvalue crosses over into the interval occupied by the es-

sential spectrum. This is observed rather stably in similar computations, and if true, it would

mean that for all rectangles of smaller aspect ratio, in particular for the square, one would

have the LBB constant corresponding to (5.1), as discussed in the introduction, see (1.2).
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(a) Uniform mesh, Q2 for u and Q1 for p (b) Refined mesh, Q2 for u and Q1 for p
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First 12 eigenval.   degu = 8 & degp = 7.    Mesh = ratio1024−lay5−dens2

(c) Uniform mesh, Q8 for u and Q7 for p (d) Refined mesh, Q8 for u and Q7 for p

FIGURE 6. First 12 computed Cosserat eigenvalues on rectangles vs param-

eter a ∈ (0, 1] (abscissa). The solid horizontal line is the infimum 1
2
− 1

π
of

the essential spectrum. Solid curves are the lower and upper bounds (5.3).

But due to the large numerical errors arising from spurious numerical eigenvalues and from

the strong corner singularities near the essential spectrum of the continuous operator, the

numerical evidence is not as convincing as one would wish.

In Figure 7, we show the first 6 computed eigenfunctions for an aspect ratio of 10:1.

One can see that the first eigenfunctions are almost independent of the transversal variable

and look like the corresponding quasimodes cosx1, cos 2x1, cos 3x1,. . . , although on close

inspection, even the first one shows corner singularities. As the eigenvalue grows, the un-

boundedness at the corners becomes more pronounced, and when the essential spectrum

is attained, the corner singularities completely dominate the behavior of the eigenfunction.

Thus we see the behavior that was discussed above in Remark 3.1.
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σ1 ≃ 0.008129 σ2 ≃ 0.031410

σ3 ≃ 0.066825 σ4 ≃ 0.110173

σ5 ≃ 0.156691 σ6 ≃ 0.199097

FIGURE 7. First six computed Cosserat eigenvectors on the rectangle with

aspect ratio a = 0.1. Same mesh and polynomial degrees as in Fig. 6 (a).

5.2. Cuboids. We show results of computations for domains ΩR2, along the same lines as

in two dimensions. We choose scalar finite dimensional spaces U ⊂ H1
0 (Ω) and P ⊂ L2(Ω).

The 3D discrete version of the Schur complement is

(5.4) S(U,P) = B1R
−1B⊤

1 +B2R
−1B⊤

2 + B3R
−1B⊤

3

where R is still the stiffness matrix associated with the ∇ : ∇ bilinear form on U × U and

Bk is the matrix associated with the bilinear form (u, p) 7→
∫
Ω
∂ku p on U × P, now for

k = 1, 2, 3.

We present computations on elongated cuboids of the form 1
a
×1×1 with a ranging from

0.05 to 1, see Figure 8, compare with [11]. From [10] we know that for such a “channel

domain”, an upper bound is valid: σ(Ω) ≤ γa2 where the constant γ depends on the cross

section of the channel. Here we prove an improvement of this estimate.

Lemma 5.1. Let ω be a Lipschitz domain in Rd−1 (d ≥ 2) and for a > 0 set Ωa = (0, π
a
)×ω.

Denote by ∆′ the Laplacian in ω and consider the solution ψa of the Dirichlet problem

(5.5) ψa ∈ H1
0 (ω), (−∆′ + a2)ψa = 1 in ω.

Then, with µ(ω) the measure of ω, there holds

(5.6) σ(Ωa) ≤ a2
〈ψa, 1〉ω
µ(ω)

.

Proof. We denote by (x1, x
′) ∈ (0, π

a
)×ω the coordinates in Ωa and consider the quasimode

p(x) = cos ax1. Then ∇p = (−a sin ax1, 0 . . . 0)⊤ and we check that

∆−1∇p = (a sin ax1 ψa(x
′), 0 . . . 0)⊤.

Hence Sp = a2 cos ax1 ψa(x
′). It is easy to see that the Rayleigh quotient satisfies

〈Sp, p〉
〈p, p〉 = a2

〈ψa, 1〉ω
µ(ω)

,

which ends the proof of (5.6). �
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(a) Uniform mesh, Q2 for u and Q1 for p (b) Tensor refined mesh, Q2 for u and Q1 for p

FIGURE 8. First 16 computed Cosserat eigenvalues on cuboids 1
a
×1×1 vs

parameter a ∈ (0, 1] (abscissa). The solid curve is the upper bound (5.7).

To obtain an upper bound for the cuboids Ωa of dimensions 1
a
×1×1, we take ω = (0, π)×

(0, π) in Lemma 5.1. We can calculate ψa by Fourier expansion in ω: Starting from

1 =
16

π2

∑

k1,k2>0, odd

1

k1

1

k2
sin k1x

′
1 sin k2x

′
2

we find:

ψa(x
′
1, x

′
2) =

16

π2

∑

k1,k2>0, odd

1

k1

1

k2

1

k21 + k22 + a2
sin k1x

′
1 sin k2x

′
2

Hence

〈ψa, 1〉ω =
64

π2

∑

k1,k2>0, odd

1

k21

1

k22

1

k21 + k22 + a2

and (5.6) yields for our cuboids

(5.7) σ(Ωa) ≤
(
8 a

π2

)2 ∑

k1,k2>0, odd

1

k21

1

k22

1

k21 + k22 + a2
.

Remark 5.2. Translated into our notation, Dobrowolski’s result [10, §3] provides for Ωa =
(0, π

a
)× ω

(5.8) σ(Ωa) ≤
(
2
√
3 a

π

)2
〈ψ0, 1〉ω
µ(ω)

,

hence for the cuboid Ωa = (0, π
a
)× (0, 1)× (0, 1)

(5.9) σ(Ωa) ≤
(
16
√
3 a

π3

)2 ∑

k1,k2>0, odd

1

k21

1

k22

1

k21 + k22
.



THE INF-SUP CONSTANT FOR THE DIVERGENCE ON CORNER DOMAINS 19

We observe in Figure 8 that our computations are in good agreement with the bound (5.7).

Nevertheless, they are more difficult to interpret than in 2D. The possible presence of spuri-

ous eigenvalues is not easy to distinguish from the manifestation of the essential spectrum.

Moreover, at this stage, it is an open question whether the bottom of the essential spectrum

comes from edges or from corners. Numerical experiments on cylinders with circular or

annular sections, which are compatible with the upper bound (5.6), tend to suggest that the

essential spectrum coming from the edges is restricted to [1
2
− 1

π
, 1
2
+ 1

π
]. Therefore we may

conjecture that we see in Figure 8 a manifestation of the essential spectrum coming from

the corners of the cuboids.
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[4] E. COSSERAT AND F. COSSERAT, Sur la déformation infiniment petite d’une enveloppe sphérique
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Recherche Mathématique de Rennes, http://arxiv.org/abs/1303.6141, 2013.

[8] M. CROUZEIX, On an operator related to the convergence of Uzawa’s algorithm for the Stokes equa-

tion., in Computational science for the 21st century, M.-O. Bristeau, G. Etgen, W. Fitzgibbon, J. Lions,

J. Périaux, and M. Wheeler, eds., Chichester: John Wiley & Sons, 1997, pp. 242–249.

[9] M. DAUGE, Elliptic Boundary Value Problems in Corner Domains – Smoothness and Asymptotics of

Solutions, Lecture Notes in Mathematics, Vol. 1341, Springer-Verlag, Berlin, 1988.

[10] M. DOBROWOLSKI, On the LBB constant on stretched domains, Math. Nachr., 254/255 (2003), pp. 64–

67.

[11] , On the LBB condition in the numerical analysis of the Stokes equations, Appl. Numer. Math., 54

(2005), pp. 314–323.

[12] K. FRIEDRICHS, On certain inequalities and characteristic value problems for analytic functions and

for functions of two variables, Trans. Amer. Math. Soc., 41 (1937), pp. 321–364.

[13] C. O. HORGAN, Inequalities of Korn and Friedrichs in elasticity and potential theory, Z. Angew. Math.

Phys., 26 (1975), pp. 155–164.

[14] C. O. HORGAN AND L. E. PAYNE, On inequalities of Korn, Friedrichs and Babuška-Aziz, Arch. Ratio-
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