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Abstract—Traditional Network Intrusion Detection Systems
(NIDSSs) rely on either specialized signatures of previougl seen
attacks, or on expensive and difficult to produce labeled tréic
datasets for profiling and training. Both approaches share a
common downside: they require the knowledge provided by anxe
ternal agent, either in terms of signatures or as normal-opeation
profiles. In this paper we describe UNIDS, an Unsupervised
NIDS capable of detecting 0-day attacks, i.e., network atizks
for which no signature is yet available, without using any knd
of signatures, labeled traffic, or training. UNIDS uses a noegl
unsupervised outliers detection approach based on Sub-Spa
Clustering and Multiple Evidence Accumulation techniquesto
pin-point different kinds of network intrusions and attack s such
as DoS/DDoS, probing attacks, propagation of worms, buffer
overflows, illegal access to network resources, etc. In thigaper
we make the strong point that the de-facto approach for NIDS,
namely the application of rule-based detection techniquexan be
highly harmful for the protected network in case of 0-day attacks.
In contrast, we show how UNIDS can work as a complementary
system to current NIDS to detect the occurrence of previougl
unseen attacks. For doing so, we compare the performance of a
standard rule-based NIDS against UNIDS to detect 0-day atizks
in the well-known KDD99 dataset. In addition, we also compae
the performance of UNIDS against other popular unsupervisd
detection techniques to detect attacks in traces collectedt two
operation networks.

Keywords—NIDS, Unsupervised Machine Learning, Clustering,

C4.5 Decision Trees, DDoS, Buffer Overflow attacks, Probing

attacks, KDD99 Dataset.
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signature by human experts, which is then used to detect
a new occurrence of the same attack. To avoid costly and
time-consuming human intervention, signatures can also be
constructed by supervised machine-learning techniqugsgu
instances of the discovered attack to build a detection inode
for it. A standard technique for constructing such signegur
based orrule-basedNIDS is to apply decision tree learning
[6], [7]. Misuse detection systems are highly effective étedtt
those attacks which they are programmed to alert on. However
they cannot defend the network against new attacks, because
they cannot recognize those attacks which do not matctstts li
of signatures.

Anomaly detection uses instances of normal-operation traf
fic to build normal-operation profiles, detecting anomalies
as activities that deviate from this baseline. Such methods
can detect new kinds of network attacks not seen before.
Nevertheless, they require training to construct profildsch
is time-consuming and depends on the availability of angmal
free traffic instances. In addition, it is not easy to maimtain
accurate and up-to-date normal-operation profile.

In our previous work we introduced UNADA [1], an
unsupervised network anomaly detection system capable of
detecting general network anomalies without relying omaig
tures, training, or labeled traffic instances of any kindtHis
paper we extend UNADA to the NIDS domain, specifically tar-
geting the detection of 0-day network attacks. The termé@-d
attack” is taken from the software security domain; in saftsv
applications, a 0-day attack describes a software vulilgyab

The detection of network attacks is a paramount task foyvhich was not originally identified by the developer, andathi

network operators in today’s Internet. Distributed Deroél
Service attacks (DDoS), buffer overflow attacks, netwavkth

is exploited by the attacker to launch an attack before the
software fix or patch is applied on the involved systems. In

probing/scanning activities, and spreading worms or @sus this paper, we refer to 0-day attacks as those attacks farhwhi

are examples of the different threats that daily compronhise

integrity and normal operation of the network. The printipa
challenge in automatically detecting network attacks it th

these are a moving and ever-growing target [2].

there is no signature already available to detect it.

The system we describe and evaluate is referred to as
UNIDS, an Unsupervised NIDS. Based on the observation
that attacks, and particularly the most difficult ones toedgt

Network Intrusion Detection Systems (NIDS) are theare contained in a small fraction of traffic instances with
battle-horse of network-based security. Two different ap+espect to normal-operation traffic [3] (we show that this
proaches are by far dominant in the research literature anldypothesis can always be verified by using traffic aggreggatio

commercial security devices: signatures-basethimuse de-
tection (detect what | knoyvand anomaly detection (detect
what it is different from what | know Misuse detection is

their unsupervised detection consists in identifyimgtliers,
i.e. instances that are remarkably different from the nitgjor
UNIDS relies on robust clustering techniques based on Sub-

the de-facto approach used in most IDSs. When an attacBpace Clustering (SSC) [10], Density-based Clustering [9]
is discovered, generally after its occurrence during a -diagand Evidence Accumulation (EA) [11] to blindly extract the
nosis phase, the associated malicious pattern is coded asirstances that compose the attack.



The main point we make on this paper is that solely usingSVM. Reference [15] presents a combined density-griddbase
a standard rule-based NIDS can be highly harmful for theclustering algorithm to improve computational complexity
protected network in case of 0-day attacks, as these wilt mo®btaining similar detection results. PCA and the sub-spgee
probably go unnoticed and reach their target before therdgcu proach is another well-known unsupervised anomaly detecti
system might react. UNIDS provides a proactive approachechnique, used in [8] to detect network-wide traffic andesal
for network security, and can complement standard NIDS tan highly aggregated traffic flows.
identify the occurrence of new attacks. To support thisnejai

we compare the ability of UNIDS to detect 0-day attacks UNIDS consists of the same techniques we introduced in

with respect to a rule-based NIDS based on decision treeéeJ.'\tlg‘r%An[llul\Tle Am%ntﬁgn;g?ug?l? chcthr'.‘:f p?(gledr Iasn:jhant]c?rfe
Decision trees permit to construct comprehensive sigaatur X Ing W urity tield,

for network attacks in the form of multiple filtering-rulassing ~ SPecifically, showing tangible evidence that it can provide
a graph structure. The comparison is done in the well knowr'iﬁl'able rt(ajsu(ljts n tgeerent of 0-day attacks, in which wesh
KDD99 network attacks datasetKDD99 is an artificially that standard NIDS fail.

generated dataset containing different types of intrussiand
even if it has been highly questioned in the past as not being . THE UNIDS APPROACH

representative of real network attacks, it serves the pafint UNIDS works on packets captured on a single link and
this paper by providing two different datasets, each of themyggregated into traffic “flows”. The definition of a flow is
containing different types of attacks. This allows to buti@  not fixed and any kind of traffic flows can be analyzed by
NIDS on the basis of the first dataset, and use the second Olige system: for examp]e, a flow may consist of traditional 5-

as a set containing multiple 0-day attacks. tuples, packets aggregated at source or destination IRssidr

The remainder of the paper is organized as follows. Sectio tc. Without loss of generality, _IeY = {y1,.--.¥n} be
Il presents a brief state of the art in the supervised and-unsi'® Set ofn flows under analysis. Each floy; € Y is
pervised attacks detection field. Section Il describesntlaén tescribed by a set ofn traffic attributes orieatures I|k£
components of UNIDS, whereas section IV briefly describe umber of packets, packet rate, flow duration, etcaket R
a standard NIDS based on decision trees. Section V evaluatB§ the Vvector of traffic features describing flow, and
the ability of UNIDS to detect 0-day attacks in the well-know = {X1,...,Xn} €R the complete matrix of features,
KDD99 network attacks dataset, comparing its performancéeferrecj to as théeature space
against an extensively investigated NIDS based on decision UNIDS ranks the degree of abnormality of each of the
trees. Section VI compares the performance of UNIDS againgtows by applying clustering and outliers analysis techagju
previously proposed unsupervised approaches. Finallfiose  on X. Samples that do not belong to any of the obtained

VII concludes the paper. clusters are classified asutliers Our particular goal is to
identify those outliers that are remarkably different frone
. RELATED WORK rest of the samples, additionally ranking how much différen

these are. The most appropriate approach to find outliers is

The problem of network attacks and intrusions detectiorto properly identify clusters. Unfortunately, even if hueds
has been extensively studied in the last decade. Most NIBS aof clustering algorithms exist [12], it is very difficult tonfdl a
based on rule-based misuse detection techniques, beirfg Brsingle one that can handle all types of cluster shapes aes. siz
and SNORT the two most celebrated open-source system®ifferent clustering algorithms produce different paotits of
in the literature. Most of the different techniques usedhia t data, and even the same clustering algorithm providegdiffe
NIDS field are summarized in [4], [5]. A particularly studied results when using different initializations and/or diéfat
approach in recent years for misuse-detection that we shadligorithm parameters.
use in the paper consists in the use of decision trees [6], [7] o .
Decision trees are one of the most powerful and simple data] To overcome this limitation, we developed in [1] a novel

o o P i tering approach, based on the concept of Sub-Space Clus
mining methods for decision-making; a decision tree uses ggu.s .
tree-like graph consisting of branch nodes that represent &N (SSC) [10]. In a nutshell, the approach combines the

choice among different alternatives, and leaves repreggnt results obtained from clustering multiple sub-spakesof the

a class for the evaluated data (iattack or normal traffid). original feature spacX to improve clustering robustness and
reduce the effects of noisy data. For the sake of completenes

Our approach falls within the unsupervised attacks detecwe describe the main components of UNIDS next.
tion domain. The vast majority of the unsupervised detectio
schemes proposed in the literature are based on clusterthg aA. Clustering Ensemble and Sub-Space Clustering
outliers detection, being [13]-[15] some relevant example
In [13], authors use a single-linkage hierarchical clustgr
method to cluster data from the KDD99 dataset, based o
the standard Euclidean distance for inter-patterns siityila
Reference [14] reports improved results in the same dat
set, using three different clustering algorithms: Fixedt
clustering, an optimized version of-NN, and one class

Each of the N sub-spacesX; < X is obtained by
electingk features from the complete set of attributes.
o deeply explore the complete feature space, the number
%f sub-spacesV that are analyzed corresponds to the num-
er of k-combinations-obtained-frome. Each partitionP; is
obtained by applying the standard DBSCAN [9] clustering
algorithm to sub-spac&;. The results provided by applying
Ihitps://kdd.ics.uci.edu/databases/kddcup99/kddcino® DBSCAN to sub-spac&; are twofold: a set op(i) clusters
2http://www.bro-ids.org {C1,Cs, s Chi } and a set of(i) outliers {07, 05, .., OZ(Z-)}-
3http://www.snort.org To set the number of dimensioh®f each sub-space, we take a




Algorithm 1 Evidence Accumulation for Ranking Outliers
1: Initialization:
2:  Set dissimilarity vectoD to a nulln x 1 vector
3:  Set smallest cluster-siz€,;, = a.n
4: for i =1: N do

5:  Set density neighborhoof] for DBSCAN
6: P, = DBSCAN (Xi, 6i,nmin)
7. UpdateD(j), ¥ outlier o} € P;:
. ) n
8: w; —(n — nmaXi) Te
9: D(j) < D(j) + dm (0}, Chpax) wi

10: end for
11: Rank flows: D, = sort(D)

very useful property of monotonicity in clustering setsplum
as the downward closure property: if a collection of eleraent
is a cluster in a&-dimensional space, then it is also part of aFigure 1. A decision tree for standard rule-based netwdrkision detection.
cluster in any(k — 1) projections of this space. This directly The tree targets the detection of SYN/ICMP scan activity.
implies that, if there exists any interesting evidence ofsity ~ that are “less probable’w; takes bigger values when the size
in X, it will certainly be present in its lowest-dimensional sub n,,., of clusterC, . is closer to the total number of flows
spaces. Using small values fbrprovides several advantages: n. Finally, instead of using a simple Euclidean distance as a
firstly, doing clustering in low-dimensional spaces is moremeasure of dissimilarity, we compute the Mahalanobis dista
efficient and faster than clustering in bigger dimensiorez-S d,; between outliers and the centroid of the biggest cluster.
ondly, density-based clustering algorithms such as DBSCAN'he Mahalanobis distance takes into account the corralatio
provide better results in low-dimensional spaces [12]abee  between samples, dividing the standard Euclidean distapce
high-dimensional spaces are usually sparse. Finallytegimg  the variance of the samples. This permits to boost the dedgree
multiple low-dimensional sub-spaces provides a finerrgréi  abnormality of an outlier when the variance of the samples is
analysis, which improves the ability of UNIDS to detecteki  smaller. In the last part of EA4RO, flows are ranked according
of very different characteristics. We shall therefore #tse 2 to the dissimilarity obtained i@, and detection is finally done
for SSC, which givesV = m(m — 1)/2 partitions. as a hinary thresholding operation:li. ..., > T}, the system
flags an anomaly in floyy,;. The computation of the detection
thresholdT}, is simply achieved by finding the value for which
the slope of the sorted dissimilarity values .., presents
Having produced theV partitions, we use the notions of a major change.
Evidence Accumulation Clustering (EAC) [11] to combine the
obtained results in a meaningful way. EAC uses the clugierin
results of multiple partition®; to produce a new inter-samples
similarity measure that better reflects their natural group  Rule-based NIDS consists of a set of signatures defined for
ings. UNIDS implements a particular algorithm for Evidencethe set of attacks it is programmed to detect. The system func
Accumulation, called Evidence Accumulation for Rankingtioning is straightforward: it compares the evaluatedanse
Outliers (EA4RO) [1]. EA4RO constructs a dissimilarity ¥@c  against the set of stored signatures, and outputs the nathe of
D € R™ in which it accumulates the distance between theattack in case it finds a matching signature. However, if gte s
different outlierso? found in each sub-space = 1,..,N  of stored signatures does not contain a specific one matching
and the centroid of the corresponding sub-space-bigdestec  the evaluated instance, the instance is classified as nohmal
C! .- The idea is to clearly highlight those flows that are fara nutshell, rule-based NIDS are classification system, &her
from the normal-operation traffic at each of the differerth-su the null class is assumed as normal operation.
spaces, statistically represented @y, .

B. Ranking Outliers using Evidence Accumulation

IV. RULE-BASED NIDS USING C4.5 DECISION TREES

An intuitive and efficient way of representing and building
Algorithm 1 presents a pseudo-code for EA4RO. Therule-based NIDS is through the usage of decision trees [6],
different parameters used by EA4RO are automatically sdi7]. A decision tree is a classification algorithm that cifiss
by the algorithm itself. The first two parameters are usednstances by repeatedly partitioning the feature spXceso
by the density-based clustering algorithm;;, specifies the as to build a tree whose nodes are as pure as possible (i.e.,
minimum number of flows that can be classified as a clusteithey contain instances of a single class). The classificatia
while §; indicates the maximum neighborhood distance of anew instance is achieved by moving from top to bottom along
sample to identify dense regions,;, is set at the initialization the branches of the tree, starting from the root node, until a
of the algorithm, simply as a fraction of the total number terminal node is reached. Figure 1 depicts an example tree fo
of flows n to analyze (we takex = 5% of n). §; is set detecting SYN/ICMP scan activity. Note that the tree is imeo
as a fraction of the average distance between flows in sulplete and is only used for exemplifying the approach. If we
spaceX; (we take a fractiorl/10), which is estimated from define the features vector = {x(1),x(2),x(3),x(4),x(5)}
10% of the flows, randomly selected. This permits to fast-updescribing a set of flows, whesg1) is the number of different
computations. The weighting factas; is used as an outlier- dst. ports,x(2) the number of different src IPsx(3) the
boosting parameter, as it gives more relevance to thoseesutl fraction of SYN packetsx(4) the fraction of ICMP packets



and x(5) the number of different dst /24 subnets, then
signature or rule to detect SYN network scans can be writ! :
as:x(1) > A\ Ax(2) < A2 Ax(3) > A\ Ax(5) > Xg, where
the thresholds\; are obtained from a training set of labele
instances. €05

The learning procedure for building a decision tree i 3..
eratively selects the features that minimize the impurity "o
the immediate descendant nodes. The most popular impu
measure is the entropy impurity:

DOS PROBE R2L U2R DOS PROBE R2L U2R

C
i(N) = - Z P(w;j)logy P(w;), i(N) € [0,logy(c)] (a) Training dataset (b) Testing Dataset
j_:1 Figure 2. UNIDS vs Rule-based NIDS in KDD99. The rule-basd®®lis
P(w;) = % instances at nod&’ € w, not capable of detecting most of the attacks not preseneitrétining dataset.

On the other hand, UNIDS can detect a major share of such Giiagks.

where w; is the j-th class of the classification problem DoS and probing attacks in KDD99 are represented by a
(e.g., ICMP portscan, SYN netscan, etc.) anthe number large number of flows, in some cases even more flows than
of classes. At each step, the learning procedure createw a n¢hose corresponding to normal-operation traffic. Whiles thi
node by taking the feature that maximizes th& N'). Growing  issue limits the use of the outliers detection technique. (i.
the tree to the minimum impurity may cause over-fitting. Forthe attack is not an outlier in those cases), we show in the
this reason, a post-pruning algoruthm is run at the end of thaext section that real network traffic can be aggregateceeith
learning to reduce over-fitting. at source or destination IP address to dramatically reduee t

. _ . number of flows that compose a highly distributed and/ordarg

Decision trees are simple yet very fast and effective. They,q|yme attack. In order to avoid this limitation in the aliga
are easy to interpret, and directly provide filtering rules.  ,ocessed flows of KDD99 (which can not be aggregated
addition, decision trees explicitly show the importanc&ldf  hecause we do not have the corresponding IP addresses), we
ferent features, as the learning algorithm automatic&loses  gpq|| select only a small fraction of flows for both DoS and
the most discriminating fea_tures. The C4.5 decision tre_bes probing attacks in the training and testing datasets. Higitg
most frequently used algorithm [6], [7], so we shall desige ' gataset has 950 normal flows and 255 attacks, while the gestin

benchmarking NIDS based on such trees. dataset consists of 950 normal flows and 162 attacks.
Regarding the implementation of the rule-based NIDS, we
V. UNIDS vs RULES-BASED NIDS build a different decision tree for each of the four differen

categories of attacks (DoS, probe, R2L, and U2R), using the

To show tangible evidence on how UNIDS outperforms < ** dataset and C4.5 decision t To trai hef th
standard NIDSs in detecting previously unseen attacks, w aining dataset and 4.5 decision trees. 10 frain each e
ees for each specific category of attacks, we consider that

evaluate the performance of UNIDS to detect network attack ! .
in the well-known and widely used KDD99 network attacks e flows belonging to the rest of the categories of attacks as

dataset. We compare its performance with the one obtained %ell as the normal operation flows correspond to the “other

an extensively investigated rule-based NIDS based onidacis ass (there is no attack of the corresponding categoryisin. th
trees [6], [7] case). For example, let us suppose that we want to build a

decision tree to detect R2L attacks; in that case, all thesflow
The KDD99 dataset contains a wide variety of intrusionsin the trainig dataset which belong to the R2L category bglon

simulated in a military network environment. Traffic contsis to the “R2L attack” class (there is a R2L attack), while the

of packets aggregated into connections, being a conneationnormal-operation flows as well as the DoS, probe, and U2R

flow of TCP packets between a source and a destination IPows compose the other class.

address. Simulated attacks include DoS attacks, unaa#ubri Figure 2 presents the detection accuracy (number of cor-

access from a rte;]mqte dmachlnet- R2L attacks (.e'%" paSSWOFgctly detected attacks) obtained both with UNIDS and the
gtligiﬁlsn%c)a' ungﬁﬁe(r)rgvirfﬁ)%:/:se)ssar? dsu%%ri'#searu%@lgse?m? decision-tree-based NIDS previously described in both the

scanning)'gléach connection o’r rowpis degcribe d by igse? aining and testing datasets._ Results are mdu_nduakk;spnted
a0 features e.a. number of bvtes TCP flaas. failed " each of the four_ categories of attackg. F|gure.2_(a) shows

m = : (e.g. ytes, 1L tlags, that the results obtained by both systems in the trainingsaat
remote-login attemps, etc.) and a label indicating either t .o or Gimilar: in the case of UNIDS, more than 90% of the

name .Of the gttack or if the flow corresp_onds to normal'attacks can be correctly detected in the four categorietign
ope(rjatlotndtr?fflc.t The :<D.D.99 ?jattasett con(?lststoft.two (;n(ttle-c se of the NIDS, it is quite obvious that using the system to
_ﬁ’_ﬁn tent' a 33? S: ta' raw;n:jg a a}se atﬂ a testing ) %_?tsﬁ tect the attacks which has been programmed to alert oh shal
e tesling dataset IS not drawn irom the same probability),, ;4o good performance results. The detection accurécy o
distributions as the training dataset, and it includes ifipec the NIDS in the training dataset is not 100% due to the post

attack types not present in the training data. As such, these o .01 tree pruning step, which is performed to avoid over
attacks can be considered as 0-day attacks in our evaIEJatlor}i,[ting the model to the specific training dataset

The datasets contain a total of 24 training attack types spli
the aforementioned four categories, and 14 attack typeepte The interesting part of the comparison comes when we
in the testing dataset only. evaluate both systems in the testing dataset. Figure 2(b)
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evidences the aforementioned limitations of rule-base@NI in previous work [13]-[15]. In the PCA-based approach, PCA
to detect O-day attacks, as well as the paramount advantage end the sub-space method [8] are applied to the complete
using UNIDS in these cases. The NIDS is able to detect onlynatrix X, and the attacks are detected by comparing the
30% of all the DoS attacks in the testing dataset, and as fewesiduals to a variable threshold. Both themeans and the

as 20% of the R2L attacks, whereas in both cases, UNIDS caPCA-based approaches require fine tuning:kimeans, we
detect more than 95% of these 0O-day attacks. Figure 4 showgpeat the clustering for different values of clustérsand

the same comparison, focusing exclusively in the DoS adtackiake the average results. In the case of PCA we present
category. Similar results are obtained for the remainingeh the best performance obtained for each evaluation scenario
categories, which are also individually evaluated in figure Figure 7 shows the ROC curves obtained for UNIDS and
figures 3, 5, and 6. Finally, figure 7 shows the ROC curveshe aforementioned unsupervised approaches in the detecti
obtained with UNIDS in detecting the aforementioned atsack of attacks in KDD99, including both the training and testing
when changing the detection thresh@ld both in the training  datasets. In both cases we can appreciate the out-perfoeman
and testing datasets. Figure 7(a) shows the results obtaingf UNIDS w.r.t. these traditional approaches, which fail to
in the training dataset, while figure 7(b) shows the resultsgietect as many attacks as UNIDS with a reasonable false
obtained in testing dataset. In both cases we can appreciaiarms rate.

that UNIDS is able to detect more than 90% of the attacks ) ) ) -
with very low false positive rates, less than 1% and 3.5% in 10 conclude with this study, we finally evaluate the ability
both datasets respectively. As a general conclusion fraseth of UNIDS to detect different attacks in real traffic traces
evaluations, we can see how useful can be UNIDS in profrom two different networks: the WIDE network [18] and
actively detecting unknown attacks, with remarkably loveéa the French RENATER network. These results were already

alarm rates for being a fully unsupervised approach. reported in [1], but we include them in here for the sake of
completeness of the performance evaluation of UNIDS. The

WIDE operational network provides interconnection betwee
different research institutions in Japan, as well as commec
We compare now the performance of UNIDS againstto different commercial ISPs and universities in the US. The
three previous approaches for unsupervised anomaly @etect dataset we use consists of raw packet traces collected atfone
proposed in the literature: DBSCAN-basgdhmeans-based, the trans-pacific links between Japan and the US. WIDE traces
and PCA-based outliers detection. The first two consist irare not labeled, but some previous work on anomaly detection
applying either DBSCAN or thé-means clustering algorithm has been done on them [16], [17]. We use the combination
[12] to the complete feature spacg, identify the largest of results obtained in both works as oground truth for
cluster Cy,ax, and compute the Mahalanobis distance of allWIDE traffic. In the case of RENATER traffic, we consider
the flows lying outsideC,.x to its centroid. The ROC is traffic traces collected in the METROSEC projecthese
finally obtained by comparing the sorted distances to a blria
detection threshold. These approaches are similar to tsese 4“METROIlogy for SECurity and QoS”, at http://laas.fr/METREC

VI. UNIDS vs OTHER UNSUPERVISEDAPPROACHES
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