N
N

N

HAL

open science

Proportionality of Components, Liouville Theorems and
a Priori Estimates for Noncooperative Elliptic Systems

Alexandre Montaru, Boyan Sirakov, Philippe Souplet

» To cite this version:

Alexandre Montaru, Boyan Sirakov, Philippe Souplet. Proportionality of Components, Liouville The-
orems and a Priori Estimates for Noncooperative Elliptic Systems. Archive for Rational Mechanics

and Analysis, 2014, 213, pp.129 - 169. 10.1007/s00205-013-0719-4 . hal-00944637v2

HAL Id: hal-00944637
https://hal.science/hal-00944637v2
Submitted on 30 Jan 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00944637v2
https://hal.archives-ouvertes.fr

Proportionality of components, Liouville theorems and
a priori estimates for noncooperative elliptic systems

Alexandre MONTARU®, Boyan SIRAKOV ), Philippe SOUPLET®"
(DUniversité Paris 13, Sorbonne Paris Cité, LAGA, CNRS, UMR 7539,
F-93430, Villetaneuse, FRANCE.

(2)PUC-Rio, Departamento de Matematica, Rua Marqués de Sao Vicente 225,
Gévea, Rio de Janeiro - CEP 22451-900, BRASIL

montaru@math.univ-paris13.fr, bsirakov@mat.puc-rio.br, souplet@math.univ-parisls.fr

Abstract

We study qualitative properties of positive solutions of noncooperative, possibly
nonvariational, elliptic systems. We obtain new classification and Liouville type
theorems in the whole Euclidean space, as well as in half-spaces, and deduce a
priori estimates and existence of positive solutions for related Dirichlet problems.
We significantly improve the known results for a large class of systems involving a
balance between repulsive and attractive terms. This class contains systems arising
in biological models of Lotka-Volterra type, in physical models of Bose-Einstein
condensates and in models of chemical reactions.

1 Introduction

This paper is concerned with existence, non-existence and qualitative properties of clas-
sical solutions of nonlinear elliptic systems in the form

{ —Au = f(x,u,v),

—Av = g(z,u,v).

(1.1)

In a nutshell, we will consider noncooperative, possibly nonvariational, systems with non-
linearities which have power growth in w,v, and in which the reaction terms dominate
the absorption ones. We will be interested in nonexistence or more general classification
results in unbounded domains such as R™ or a half-space in R", as well as in their appli-
cations to a priori estimates and existence of positive solutions of Dirichlet problems in
bounded domains.

1.1 A model case
We will illustrate our results by applying them to the system
—Au = ut® [a(z)v? — c(z)u!] + p(x)u in Q,

—Av = vu? [b(x)u? — d(z)v?] + v(z)v in €, (1.2)
u=0,v=0 on 99 (if 9Q # 0),



where () C R",
p=0, ¢>0, ¢g=>|l-p| (1.3)

and the coefficients a, b, ¢, d, i1, v are Holder continuous functions in Q, with
a,b>0 in Q, c,d>0 in Q. (1.4)

Observe (1.2) already covers a large class of systems satisfied by stationary states of
coupled reaction-diffusion equations, or by standing waves of Schrédinger equations in
the typical form

U, — AU = A(z, U)U, iU, — AU = A(z, U)U, (1.5)

where U = (u,v)” and A is a matrix which describes the replication rate of and the
interaction between the quantities v and v. Let us mention that for p = 0 and ¢ = 1
we obtain a Lotka-Volterra system, while for p = 0 and ¢ = 2 we get a system arising
in the theory of Bose-Einstein condensates and nonlinear optics, which has been widely
studied in the recent years. Systems like (1.2) with p > 0 appear in models of chemical
interactions. A more detailed discussion and references will be given in Section 1.3, below.

We will almost always assume that the reaction terms in the system dominate the
absorption terms, in the following sense

D:=ab—cd>0 in Q. (1.6)

The following two theorems effectively illustrate the more general results below. Here
and in the rest of the article, A;(—A, Q) denotes the first eigenvalue of —A with Dirichlet
boundary conditions in ).

THEOREM 1.1. Let Q be a smooth bounded domain. Assume that (1.3)-(1.4) hold,

ing>0, p+q< (1.7)

(n—2)+
and B

v < A(=A,Q) in (. (1.8)
Then the system (1.2) has a classical solution (u,v) in ), such that u,v > 0 in Q. All
such solutions are uniformly bounded in L>(€2).

THEOREM 1.2. Assume that (1.3)—(1.4) hold, p = v =0, and a,b,c,d are constants.
Let (u,v) be a nonnegative classical solution of (1.2).

1. If Q = R" and D > 0 then either u =0, or v =0, or u = Kv for some unique
constant K > 0.

2. IfQ=R", D>0andp+q< , then for some nonnegative constant C' > 0

(n—2)
(u,v) =(C,0) or (u,v)=(0,0).
If p =10 then C = 0.

3. If Q is a half-space of R™ and u,v € L*($), then u=v = 0.



1.2 A quick overview of our goals and methods

As the previous two theorems show, the two main goals we pursue are:

(a) obtain classification (or non-existence) results for solutions of (1.1) in R™ or in a
half-space of R™. Naturally, to that goal we need to assume some homogeneity of (1.1)
in (u,v).

(b) prove a priori estimates and existence statements for the Dirichlet problem for
(1.1) in bounded domains. The "blow-up” method of Gidas and Spruck yields such
results for general nonlinearities f and g, whose leading terms are the functions for which
the non-existence theorems in (a) are proved.

This scheme is well-known and has been used widely since the pioneering works [23, 24].
As can be expected, the main effort falls on the classification results in (a). It should be
stressed that these classification results must not be viewed only as a step to the existence
results in (b), but are of considerable importance in themselves.

It appears that for systems in the whole space or in a half-space, most methods to
prove Liouville type theorems under optimal growth assumptions are based either on
moving planes or spheres and Kelvin transform, and hence require some rather restrictive
cooperativity assumptions (cf. [39, 19, 18, 45]); or on integral identities such as Pohozaev’s
identity, and hence require some variational structure (cf. [40, 41, 42, 38, 43, 14]).

However, there are large classes of systems appearing in applications, whose structure
is not treatable by these techniques. One of our basic observations is that many such
systems have an inherent monotonicity structure expressed by the following hypothesis

AK >0:  [f(z,u,v)— Kg(z,u,v)][u—Kv] <0 forall (u,v) € R* and z € Q, (1.9)

which plays a fundamental role in our nonexistence and classification results.

To fix ideas, we will immediately describe a class of systems that appear in applications,
satisfy (1.9), but do not seem to be manageable by the well-known methods for establishing
Liouville type results. Our techniques naturally extend to even more general systems that
satisfy the condition (1.9) (observe that verifying (1.9) for any given system is a matter
of simple analysis).

Consider the system

“Au = P lav? — cud
{ Au = u"vPlav? — cul] (1.10)

—Av = v"uP[bu? — dvi].
In our study of (1.10) we always assume that the real parameters a,b, ¢, d, p, q,r satisfy
a,b>0, c¢d>0, p,r>0, ¢>0, q¢>|p—r|. (1.11)

PROPOSITION 1.3. Assume (1.11).
(i) Then the nonlinearities in system (1.10) satisfy (1.9).

(11) Assume moreover that ab > cd. Then the number K is unique. We have K =1 if
and only ifa+d=b+c and K > 1 if and only if a +d > b+ c. In addition, if ab > cd
(resp. ab = cd), then a — cK9 >0 (resp. =0) and bK?—d >0 (resp. =0).

The proof of this proposition is of course elementary (though tedious), and will be
given in the appendix. There is no explicit formula for K, except in some special cases.
For instance, when p = 0 and r = 1, one easily computes that K = (%)1/ 7. We do
not know whether the hypothesis ¢ > |p — r| in (1.11) is necessary for our classification
results. However, we observe that even the simplest systems of the type (1.10), with

¢ = d = 0, may have a different solution set from what we obtain here, when (1.9) (and



hence ¢ > |p — r|) is not satisfied, as shown by the result in [37, Theorem 1.4(iii)]. On
the other hand, many models of which we are aware satisfy this hypothesis.

Let us now discuss the use of (1.9). The point of this hypothesis is that for any solution
(u,v) of (1.1), the nonnegative functions (v — Kv), and (Kv—u), are subharmonic in €,
which allows for applications of various forms of the maximum principle.

In particular, if (1.9) holds, the domain 2 is bounded and v = Kwv on 0f, then the
classical maximum principle implies the classification property

u=Kv in €, (1.12)

which reduces the system to a single elliptic equation. Our basic goal will be to prove
(1.12) for unbounded domains like the whole space R™ or a half-space, where additional
work and hypotheses are needed. We comment briefly on these next.

First, when Q is a half-space and u,v have sublinear growth at infinity, (1.12) is
a consequence of the Phragmén-Lindel6f maximum principle (a tool which is not often
encountered in the context of Liouville theorems for nonlinear systems). This classifies
bounded solutions in a half-space, which in particular is sufficient for the application of the
blow-up method. We obtain nonexistence and classification results for general unbounded
solutions in a half-space as well - then some supplementary assumptions are unavoidable.
The proofs of these more general results use properties of spherical means of functions in
a half-space, as well as a general nonexistence result for weighted elliptic inequalities in
cones from [1].

Next, proving (1.12) in the whole space is where we encounter most difficulties. Prob-
ably the most important and novel observation we make is that under our assumptions
the functions Z = min(u, Kv) and W = |u — Kv| satisfy the inequality

—AZ > cWHZ" in R", (1.13)

and, in some cases,

AW > cZPW7 in R", (1.14)

for appropriate p,y > 1, ¢ > 0. It is worth observing that in (1.13) the superharmonic
function Z satisfies an anti-coercive elliptic inequality with a subharmonic weight W#*,
while in (1.14) the subharmonic function W satisfies a coercive inequality with a weight
which is a power of a superharmonic function. We do not know of any other work where
such combinations of inequalities and weights appear. By using properties of subharmonic
and superharmonic functions and by adapting the methods for proving nonexistence of
positive solutions of inequalities from [1] (for (1.13)) and from [29] (for (1.14)), we show
that under appropriate restrictions on the exponents p,r, we have W = 0.

The idea of showing nonexistence results by first proving the property (1.12) was
used earlier in [30, 15] for a particular Lotka-Volterra type system, and more recently in
[37, 21, 11], where some partial use of (1.9) with K = 1 was also made. To our knowledge
the present paper is the first systematic study of systems whose nonlinearities satisfy (1.9).
Our results very strongly improve on previous ones, both in the generality of the systems
considered, and in the results obtained, even when applied to particular systems. Our
methods, in particular the above observations, appear to be new.

Finally, as far as step (b) above is concerned, we recall that uniform a priori estimates
and existence of positive solutions of Dirichlet problems associated with asymptotically
homogeneous systems in bounded domains can be obtained via the rescaling (or blow-up)
method of Gidas and Spruck [23] combined with known topological degree arguments
(see for instance [10, 30, 15, 19, 18, 45] for systems). Applying this method requires



nonexistence theorems for the limiting ”blown-up” system in the whole space and in the
half-space. We will follow the same scheme here; however, as an additional and nontrivial
difficulty with respect to the cases treated in [10, 30, 15, 19, 18], we will need to deal with
the fact that many of the limiting systems that we obtain admit semi-trivial solutions in
the whole space, of the form v = 0,v = C or u = C,v = 0, with C' > 0 (for instance
system (1.10) with p,r > 0). Additional arguments are thus needed to rule out the
occurrence of such limits (see Remark 6.2).

1.3 Some systems that appear in applications, to which our re-
sults apply

The results in Section 1.1 apply in particular to the following two systems which we
already mentioned

—Au = ula(z)v — c(z)u+ p(z)] —Au = ula(z)v® — c(x)u® + p(z)]
(LV){ ~Av = v[b(z)u — d(x)v + v(z)], <BE){ —Av = v[b(z)u® — d(z)v* + v(z)].

The first of these two systems is of Lotka-Volterra type, and appears as a model
of symbiotic interaction of biological species. In (LV) the logistic terms (@ — cu)u and
(v — dv)v take into account the reproduction and the limitation of resources within each
species, while the uv-terms represent the interaction between the two species. A positive
solution then corresponds to a coexistence state — see for instance [26, 30, 15] and the
references therein for more details on the biological background.

The system (BE) arises in models of Bose-Einstein condensates which involve two
different quantum states, as well as in nonlinear optics. In particular, one gets (BE) when
looking for standing waves of an evolutionary cubic Schrodinger system. In the present
case, the interspecies interaction is attractive, while the self-interaction is repulsive or
neutral, leading to phenomena of symbiotic solitons. We refer to [34, 9] for a description
of physical phenomena that lead to such systems. These references include systems with
spatially inhomogeneous coefficients.

For (LV) and (BE), we get the following result as a direct consequence of Theorem 1.1.

COROLLARY 1.4. Assume €2 is a smooth bounded domain, a,b,c,d, u,v are Holder
continuous in 0, and (1.4), (1.8) hold. Assume further that n <5 for (LV), n < 3 for
(BE).
If
;Ielsg [a(x)b(x) — c(z)d(x)] > 0, (1.15)
then there exists at least one positive classical solution of (LV) or (BE) in ), such that
u=wv=0 on 0. All such solutions are bounded above by a constant which depends only
on €2, and the uniform norms of a,b,c,d, ju,v.

Observe that (1.15) cannot be removed, as simple examples show. For instance, if
a=b=c=dand p=v=0in (LV) or (BE), by adding up the two equations we see
that any nonnegative solution of the Dirichlet problem vanishes identically.

In spite of the huge number of works on Lotka-Volterra systems (giving a reasonably
complete bibliography is virtually impossible), this corollary represents an improvement
on known results for (LV) — see [15, Theorem 7.4], where a more restrictive assumption
than (1.15) was made on the functions a, b, ¢, d.

For the system (BE), most of the previously known statements on a priori estimates
and existence concerned the case of reversed interactions (a, b positive and ¢, d negative;

5



or a,b, ¢, d negative); see [2, 3, 13, 44, 38, 18|. The self-repulsive case which we consider
here was also studied in [28], where positive solutions are constructed by variational
methods under the additional hypothesis that a = b and a, b, ¢, d are large constants. Thus
Corollary 1.4 completes these works, providing optimal results for the case of attractive
interspecies interaction, and repulsive or neutral intraspecies interaction.

Finally, we point out the following third example, which is a special case of a class of
systems arising in the modelling of general chemical reactions

u — Au = wla(z)v — c(z)u], t>0, ze
Yo, — Av = v [b(z)u — d(z)v], t>0, x €, (1.16)
u=v=0, t>0, x €0,

where  is a bounded domain and v > 0. See for instance equation (1) in [16] and
equations (3.1), (3.5) in [35], as well as the other examples and references given in these
works (note that more general power-like behaviour in the nonlinearities can be considered
as well). Specifically, system (1.16) in the case a(z) = d(z) and b(x) = c(x) describes
the evolution of the concentrations of two chemical molecules A and B in the reversible

reaction
k1

A+2B — 2A+ B,
ko
under inhomogeneous catalysis with reaction speeds k; = a(z), ko = b(z), and absorption
on the boundary. (Note that the net result of the reaction is B = A and that the molecules

A, B should thus be isomeric.) In this case, it is easy to see by considering u + v that the
only nonnegative equilibrium is (u,v) = (0,0). Hence, Theorem 1.1 shows the existence
of a bifurcation phenomenon for the stationary system associated with (1.16), precisely
at a(x) = d(x) and b(z) = c(z). Indeed, assume n < 3 and let the Hélder continuous
functions a, b, ¢, d satisfy ab = c¢d + ¢, a,b > 0 and ¢,d > 0 in Q. Then there exists a
positive steady state beside the trivial one, for each £ > 0.

It is worth noticing that the discussion in [35] (see eqn. (3.6) in that paper) provides
a physical explanation as to why the case ab > cd differs strongly from ab < cd. As is
pointed out in [35], in the case of constant coefficients, ab < cd guarantees that the system
(1.16) exhibits control of mass (we refer to [35] for definitions), or, in other words, the
absorption in the system controls the reaction. Under this assumption, it can be shown
that any global and bounded solution converges uniformly to (0,0) as ¢ — oo (however,
whether or not some solutions may blow up in finite time is a highly nontrivial question
in general — see [35] and the references therein). It should then come as no surprise that
the case ab > cd, in which no control of mass is available, is delicate to study, even in the
stationary (elliptic) case.

2 Main results

We will only consider classical solutions, for simplicity. Observe that under our hypotheses
on f, g, any continuous weak-Sobolev solution of (1.1) is actually classical, by standard
elliptic regularity.

In what follows, we say that (u,v) is semi-trivial if u = 0 or v = 0. We say that (u,v)
is positive if u,v > 0 in the domain where a given system is set.



2.1 Classification results in the whole space

In this section we study the system (1.10) in R™. The following theorem plays a pivotal
role in the paper and is probably its most original result.

THEOREM 2.1. Assume (1.11) holds and ab > cd. Let K > 0 be the constant from
Proposition 1.3 and (u,v) be a positive classical solution of (1.10) in R™.
(i) Assume that

n
r< ——. (2.1)
(n—2)4
If p+ q < 1, assume in addition that (u,v) is bounded. Then u= Kwv.
(i1) Assume that
p< —— and c,d>0. 2.2
(n—2)4 (22)

If g+ r <1, assume in addition that (u,v) is bounded. Then u= Kwv.

We stress that, remarkably, Theorem 2.1 includes critical and supercritical cases, since
no upper bound is imposed on the total degree o :== p + q + r of the system (1.10).

Theorem 2.1 provides a classification of positive solutions of (1.10) in R™. Specifically,
the set of positive solutions of (1.10) is given by (u,v) = (KV, V), where V is either a
positive harmonic function, hence constant (if ab = e¢d) or V' is a solution of

—AV =, V° in R", (2.3)

with ¢; = KP(bK9—d) > 0 (if ab > ¢d, by Proposition 1.3). It is well known that positive
solutions of (2.3) exist precisely if n > 3 and ¢ > (n + 2)/(n — 2). They are moreover
unique up to rescaling and translation, and explicit, if o = (n +2)/(n — 2) (see [7]). For
some related classification results for cooperative systems with ¢ = d = 0 in the critical
case, which use the method of moving planes, see [25, 27].

Theorem 2.1 significantly improves the results from [37] concerning system (1.10) (see
[37, Theorem 2.3]). There, only the case a = b, ¢ = d (hence K = 1) was considered and,
for that case, much stronger restrictions than (2.1) or (2.2) were imposed.

Combining Theorem 2.1 with known results on scalar equations yields the following
striking Liouville type result for the noncooperative system (1.10), with an optimal growth
assumption on the nonlinearities.

THEOREM 2.2. Assume (1.11), ab > cd, and

n+2

= <
o=p+q+r n—2),

(i) Then system (1.10) does not admit any positive, classical, bounded solution.

(ii) Assume in addition

2 n
p+q217 or pg—v or US—
(n—2)4 (n—2);
(note this hypothesis is satisfied in each one of the “physical cases” ¢ > 1 orn < 4). Then
system (1.10) does not admit any positive classical (bounded or unbounded) solution.

Once positive solutions are ruled out, it is natural to ask about nontrivial nonnegative
solutions (and this will be important in view of our applications to a priori estimates,
below). The following result is a simple consequence of Theorem 2.2 and the strong
maximum principle.



COROLLARY 2.3. Under the hypotheses of Theorem 2.2(i) (resp., 2.2(i1)), assuming
in addition ¢+ r > 1, any nonnegative bounded (resp., nonnegative) solution of (1.10) is
in the form (Cy,0) or (0,C%), where Cy,Cy are nonnegative constants.

Moreover, if in addition p =0, r > 0 and ¢ > 0 (resp., d > 0), then C; = 0 (resp.,
Cy =0), whereas, if r = 0, then C; = Cy = 0.

We end this subsection with several remarks on the hypotheses in the above theorems.
It is not known whether or not the restrictions (2.1), (2.2) are optimal for the property
u = Kv. However, the following result shows that this property may fail if p and r are
large enough.

THEOREM 2.4. Let n > 3 and consider system (1.10) with p =1 > (n+2)/(n — 2),
q>0anda=0b=c=d=1. Then there exists a positive solution such that u/v is not
constant.

We remark that if ¢ = 0 or d = 0 then we can show that at least one of the components
dominates the other, without restrictions on p or r.

PROPOSITION 2.5. Assume (1.11) and ¢ =0 or d = 0. Assume that either (u,v) is
bounded or max(p + q,q + r) > 1. Then either u > Kv in R™ or u < Kv in R".

Remark 2.1. If u and v are assumed to be radially symmetric, it is easy to show that we
have u > Kv or uw < Kwv, only under the assumptions (1.11) and ab > cd (see the end of
section 4.1).

Next, we recall that the property u = Kwv is known to be true for all nonnegative
solutions of (1.10) provided p = 0 (so that the system is cooperative), and ¢ > r > 0,
c¢,d >0, g+ r > 1. The proof of this fact (see [30, 11, 21]) relies on the observation
that the function w = (u — Kv), satisfies Aw > ¢; (u?™ ! + v ~1)w for some constant
c1 > 0, which leads to the “coercive” elliptic inequality

Aw > cow?™”  in R™. (2.4)

It then follows from a classical result of Keller and Osserman (see also Brezis [5]) that
w = 0, hence u = Kv (after exchanging the roles of u,v). The same idea applies in the
half-space, under homogeneous Dirichlet boundary conditions. However, this argument
fails if p > 0, or if ¢ or d = 0, since one does not obtain a coercive equation like (2.4).
Nevertheless, we will be able to use some more general coercivity properties in the proof
of Theorem 2.1 for p < 2/(n — 2), see (1.14).

Finally, we recall that the case ab < cd in system (1.10) is very different, since the
absorption features then become dominant. For instance, if p = 0 and ab < cd, then
any nonnegative solution of (1.10) has to be trivial if ¢ + r > 1, in sharp contrast with
the case ab > cd (when nontrivial solutions (u, Ku) exist if ¢ +r > (n 4+ 2)/(n — 2)).
Indeed, by Young’s inequality, one easily checks that w = u+tv satisfies (2.4) for suitable
t,cy > 0, hence w = 0. An interesting question, though outside the scope of this paper, is
to determine the optimal conditions on p, ¢, > 0 under which classification results can
be proved, when ab < cd.

2.2 Classification results in the half-space

We begin with a rather general classification result for system (1.1) on the half-space
R? = {x € R" : z,, > 0}, under the basic structure assumption (1.9).



A function v : R} — R is said to have sublinear growth if u(x) = o(|z|) as |x| — oo,
x € R%. The following theorem classifies positive solutions with sublinear growth in R?,
and implies nonexistence results by reducing the system to a scalar equation. It will thus
be sufficient, along with Liouville type results for bounded solutions in the whole space
(stated in Section 2.1), in order to prove a priori estimates via the blow-up method.

THEOREM 2.6. Assume that (1.9) holds. Let (u,v) be a classical solution of (1.1) in

R%, such that w = Kv on OR"},. If u and v have sublinear growth, then

u=Kv in RT.
This theorem is a consequence of the Phragmen-Lindel6f maximum principle.

Remark 2.2. Observe that we did not make any assumption on the sign or on the growth
of the nonlinearities f and g. Therefore, supercritical nonlinearities can be allowed.

Theorem 2.6 can be used to deduce Liouville type theorems for noncooperative sys-
tems. We have for instance the following result, which applies to the system (1.10).

COROLLARY 2.7. Assume that (1.9) holds for some K > 0, and there ezist constants
c>0 and p > 1 such that
flz,Ks,s) =cs?, s>0.

Then system (1.1) has no nontrivial, bounded, classical nonnegative solution in R, such

that u = v = 0 on the boundary OR} .

This corollary is obtained by combining Theorem 2.6 with a recent result [8], which
guarantees that, for any p > 1, the scalar equation —Awu = u? has no positive, bounded,
classical solution in the half-space, which vanishes on the boundary (this was known before
under additional restriction on p, see [23, 12, 20]).

Under further assumptions on the nonlinearities, namely positivity (one may think of
¢ =d = 0in (1.10)), we obtain classification results in the half-space, without making
growth restrictions on the solutions.

THEOREM 2.8. Letp,q,r,s > 0. We assume that f, g satisfy condition (1.9) for some
constant K > 0 and that, for some ¢ > 0,

flx,u,v) > cu" P and  g(x,u,v) > culv®  for allu,v >0 and x € R, (2.5)
Let (u,v) be a nonnegative classical solution of (1.1) in R’} such that uw = Kv on OR" .

(1) Either u < Kv or u > Kv in R"}.

(i) 1f
1 1
ST gLty o
and
n+1+gq 147
SThoT PSS 27

then either u = Kv or (u,v) is semi-trivial.
(111) If (2.6)-(2.7) hold and min(p+7,q+s) < (n+1)/(n—1), then (u,v) is semi-trivial.

Theorem 2.8 complements [37, Theorem 1.2], which concerned similar problems in R™.



Remark 2.3. The restrictions (2.6)-(2.7) are unlikely to be optimal, since they are
strongly related to nonexistence results for inequalities in the half-space. Recall that
—Av = vP has no positive solutions vanishing on the boundary for each p > 1, while
the same is valid for —Av > vP if and only if p < (n+1)/(n —1).

The proof of Theorem 2.8 makes use of a generalization of Theorem 2.6, which we
state next. If w is a continuous function in R?, we denote with [w] its half-spherical

mean, defined by

1 w(z) x,
[w](R) = 57 5 = EdUR(ﬂ?)a

for each R > 0, where S}, = {z € R", |z| = R}.
THEOREM 2.9. Assume that (1.9) holds. Let (u,v) be a classical solution of (1.1) in

R?%, such that u = Kv on ORY}. If
liminf[(u — Kv)](R) =0 and lim inf[(Kv — u)4](R) =0, (2.8)
R—oo R—o0
then u = Kw.

Remark 2.4. If u,v have sublinear growth then }%im [Jul](R) = }%im [Jv]](R) = 0, which
—00 —00

in turn implies (2.8). Hence Theorem 2.6 is a consequence of Theorem 2.9.

2.3 A priori estimates and existence in bounded domains

We consider the Dirichlet problem

—Au = u"v? [a(z)v? — c(z)u?] + p(z)u, x €,
—Av = 0" [b(z)u? — d(z)v?] + v(z)v, x €Q, (2.9)
u=v=0, x € 08,

where €2 is a smooth bounded domain of R™. For simplicity, here we restrict ourselves
to linear lower order terms. Further results, for systems with more general lower order
terms, will be given in Section 6. Note that, due to the space dependence of the coefficients
a,b, c,d and to the presence of the lower order terms, the right-hand side of system (2.9)
does not satisfy (1.9), in general. Therefore, system (2.9) cannot be directly reduced to a
scalar problem via the property u = Kw.

THEOREM 2.10. Let p,r >0, ¢ > 0, and

+ 2
q>Ip—rl, qg+r>1, r<l1, l<p+qg+r<————. (2.10)
(n—2)
Let a,b,c,d, p,v € C(Q) satisfy a,b >0, c,d >0 in Q and
inf [a(x)b(z) — c(z)d(x)] > 0. (2.11)

€N

(i) Then there exists M > 0, depending only on p,q,r, €, and the uniform norms of
a,b,c,d, u, v, such that any positive classical solution (u,v) of (2.9) satisfies

supu < M, supv < M.
Q Q

(i1) Assume_m addition that a,b,c,d,u,v are Holder continuous and that p,v <
M(—A, Q) in Q. Then there exists at least one positive classical solution of (2.9).
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As we already observed, Theorem 2.10 seems to be new even for very particular cases
of (2.9), for instance the system (BE) from Section 1.3.

The rest of the paper is organized as follows. In the preliminary Section 3 we state
some essentially known nonexistence results for scalar inequalities with weights. In Section
4 we prove the main classification and Liouville type results for the repulsive-attractive
system (1.10) in the whole space. In Section 5 we introduce the half-spherical means,
establish their monotonicity properties and prove Theorems 2.6 and 2.9. Then we prove
some further properties of half-spherical means of superharmonic functions, and deduce
Theorem 2.8. Finally, Section 6 is devoted to a priori estimates by the rescaling method
and existence by topological degree arguments. In the appendix we gather some elemen-
tary computations related to Proposition 1.3.

3 Preliminary results. Liouville theorems for
weighted inequalities in unbounded domains.

In this section we state three essentially known nonexistence results for scalar elliptic in-
equalities. We require such properties both for inequalities with source and for inequalities
with absorption.

In the rest of the paper, a weak solution of an (in)equality in a given domain 2 C R”
will mean a function in HY_(€2) N C(Q) which verifies the given (in)equality in the sense
of distributions.

We begin with the following Liouville type result for weighted elliptic inequalities with
space dependence in an exterior domain of the half-space.

LEMMA 3.1. Let r > 0 and u be a nonnegative weak solution of :
—Au > h(x)u" on R\ By, (3.1)
where h > 0 on R \ B:1 and there exists k > —2 such that k +1r > —1, and
h(z) > c|z|® in the cone {x : xz, > d|z|} \ Bi,

for some constants ¢, > 0.

If
n+1+k

0<r<
== n—1

Y

then v = 0.

Proof. This follows from Theorem 5.1 or Corollary 5.6 in [1]. Note that theorem was stated
for h(z) = c|z|" but its proof contains the statement of Lemma 3.1. As is explained in
Section 3 of [1], the results in that paper hold for any notion of weak solution, for which
the maximum principle and some related properties are valid. O]

Remark 3.1. We will apply Lemma 3.1 with h in the form h(z) = cx?|x|~™.
The next result plays a crucial role in our proofs below.

LEMMA 3.2. Assume 0 <r <n/(n—2); and let V € C(R"), V >0, V # 0 be such
that

R—o0

lim inf R_”/ V(z)dz > 0. (3.2)
Br\BRr/2

Let z > 0 be a weak solution of
—Az > V(x)" in R™. (3.3)
Then z = 0.

11



The point is that in inequality (3.3) the potential V() is not assumed to be bounded
below by a positive constant (in which case the result is well-known - see for instance
[31]), but only in average on large annuli.

In particular, Lemma 3.2 applies if V' = 0 is a subharmonic function. Indeed, the
mean-value inequality and the well-known fact that for each subharmonic function V' the
spherical average V(R) = faBR V' is nondecreasing in R easily imply that (here ¢ stands
for the average integral)

fi ) ds < _/ F)dr < _” S e < c<n)7§ V(z) da,

R/2 Br\Bpg/2

hence, for each xy € R"

R—o0 R—o00 R—o00

C(n) lim infj{ V(z)dx > lim infj{ V(z)dr = lim inff V(z)dx > V(x),
Br\Bgr/2 Br Br(zo)
which implies, for each subharmonic V' 2 0 and some positive constant c(n),

liminf R7" V(z)dx > ¢(n) sup V.
Rn

R—o0 Br\Br/2

Lemma 3.2 can be proved through a slight modification of the argument introduced
in [1]. We will give a full and simplified proof, for completeness.
We first recall the following ”quantitative strong maximum principle”.

LEMMA 3.3. Let Q2 be a smooth bounded domain and K be a compact subset of 2.
There exists a constant ¢ > 0 depending only on n, K, dist(K,08), such that if h is a
nonnegative bounded function and u satisfies the inequality

—Au>h in €, then infu > c/ h(z) dx.
K K

For a simple proof of Lemma 3.3 one may consult Lemma 3.2 in [6]. Lemma 3.3 can
also be seen as a consequence of the fact that the Green function of the Laplacian in any
domain is strictly positive away from the boundary of the domain.

Proof of Lemma 3.2. If n < 2 Lemma 3.2 is immediate, since every positive superhar-
monic function in R? is constant.

Suppose now n > 3 and u is a solution of (3.3). Set ug(x) := u(Rz) and m(R) =
infsp, u = infyp, ug. By the maximum principle m(R) = infp, u = infp, ugr and m(R) is
nonincreasing in R.

Observe that (3.2) is equivalent to the existence of Ry > 0 and ¢q > 0 such that

/ V(Rzx)dx > cy >0 for R > Ry.

B1\Bj s

From now on we assume that R > Ry. Since ug is a solution in R™ of the inequality
—Aup > R’V (Rx)u}

we can apply Lemma 3.3 with Q = B, and K = B; and deduce
m(R) > cR*m(R)?,

12



for some ¢ > 0. If p < 1 this is a contradiction, since m(R) is nonincreasing in R. If p > 1
we get
2
m(R) < CR 51, (3.4)

Since u is superharmonic, the maximum principle implies that
u(z) >m(D)|z*" in R"\ By,

and hence
m(R) > cR*™ for R>1. (3.5)

If p <n/(n—2), combining (3.4) and (3.5), and letting R — oo yields a contradiction.
Finally, assume that p = n/(n—2), that is, 2/(p—1) = n—2. Set up(x) = R"?u(Rz).

Then
—Atgp > V(Rx)ub,. (3.6)

Observe that

AR) = jpf i = ol 3.

where ®(z) = |z|*~". We proved in (3.4)-(3.5) that 0 < ¢ <m(R) < C, for R > Ry.

By the maximum principle u(z) > m(R)®(x) in R™ \ Bg, which is equivalent to
tur > m(R)® in R™\ By, by the (2—n)-homogeneity of ®. In addition, 7 is nondecreasing
in R.

So (3.6) implies

—A(iig — m(R)®) > V(Ra)@% > ¢V(Rz) in Bs\ Bi. (3.7)
We apply Lemma 3.3 to this inequality, with Q@ = B; \ By and K = By \ Bs)s, to

deduce that
ig > m(R)® +co = (M(R) + 2" 3)®  on 0By,

that is,
u> (M(R) +c2"3®  on OBap.
Hence
m(2R) > m(R) + ¢2" 2,
which implies m(R) — oo as R — oo, a contradiction. O

The following lemma is a generalization of a classical result of Keller and Osserman
to weak solutions of coercive problems with weights.

LEMMA 3.4. Let W be a nonnegative weak solution of

A
AW > ——— WP n R" .
W_1+|;1:]2W in R", (3.8)

where p > 0 and A > 0.
(i) If W € L>*(R"), then W = 0.
(ii) If p > 1, then W = 0.

The statement (ii) in this lemma appeared first in [29] (see also [32] for an earlier
result for potentials with subquadratic decay). We will provide a full and simplified proof
in the case of the Laplacian, for the reader’s convenience.

13



Proof of Lemma 3.4. In what follows we denote

A
1+ |x?

Vi) =

Step 1. We assume p > 1 or W € L*(R"). Given a solution W of (3.8), we prove the
existence of a smooth Z satisfying the same equation, with possibly modified constant A.

We pick a nonnegative p € C*°(R") with support inside B(0, 1) such that [, p =1
and set Z = W x p € C°(R"). It is easy to see that

AZ > VWP xp

in the classical sense. Note that if |y| < 1, then V(z —y) > 1 ;“ =
So
C

> zr
(ORI P

—\\Wﬁlfp if 0 <p<1(if p> 1 we use Jensen’s inequality).

VW) ple) = [ Vie = g0~ y)ols)d

where C'=11ifp>1and C =

Hence, 3
AL >V 7P

where V = 9 and A = G4 Note that if W € L(R"), then Z € L®(R").

Step 2. From Step 1, we can assume that W is smooth.

(i) Suppose for contradiction that W > 0 is bounded on R™ and does not vanish
identically. We can assume without loss of generality that W (0) > 0, since the problem is
invariant with respect to translations (a translation of V' gives a function whose behaviour
is the same as V).

For any R > 0, we denote the spherical mean of W by

— 1

W(R) = ——

W do
1Sr| Jsp f

where Sg is the sphere of centelﬂ and radius R, op is the Lebesgue’s measure on Si and
|Sr| = or(Sg). It is clear that W is bounded on (0, +00).
Since W is subharmonic,
1

W) < — W dzx.
0= 154 /.

It is easy to see that there exists C' > 0 independent of R such that
(W(0)m>rt) <0 —— [ WP da.
|BR| B

Indeed, if p > 1 then this is a consequence of Jensen’s inequality (and C' = 1), whereas if
0 < p <1, we can use the boundedness of W (and C' = ||W||1.?).
We know that

dW 1
“~ = | AW dog,
dR ~ |Sg| /s, n
hence
dW A R 1 A R R
> WP dx W (0))max®l) — .
dR — n 1+ R?|Bg| /g, nC'1+R2( (0)) 1+ R?

But this implies W (R) A +00, which is a contradiction.
—+o00
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(ii) We assume p > 1 and will prove that W is bounded, which implies the result, by
the statement (i).
Arguing as in [33], we define the function Wg on Bg by

RQa
1% =C————
R(x) (RQ_ |$|2)a’
where @ = p%l. We will see, by direct computation, that if C' > 0 is large enough, then
A
AWR S TWWRP. (39)
Indeed, denoting r = |z|, we have
_ 9o M(R* —12) + 2(a + 1)r? sagz N+ 2(a+1)
AWR =2aCR (R2 — T2)O‘+2 S 2aCR W
and
A , A CP R2ep S A COP R?op
1+72 " T 1472 (R =22 = 14 R?(R? — r2)or’

We note that a + 2 = ap. Hence, a sufficient condition to have (3.9) is

2a[n +2(a+1)]
A
Since 2a + 2 — 2ap = —2, for each R > 1 a sufficient condition for the last inequality is
dan +2(a + 1)]
A Y

Cpfl > (1 + R2>R2a+272ap

crt >

and this is how we choose C.

It is now easy to see that W < Wx on Bg. Note that Wg(z) — oo as + — 0Bg. If
we denote w = W — Wy and if S is a C? nondecreasing convex function on R such that
S =0on (—o0,0] and S > 0 otherwise, then

AS(w) > S'(w)Aw > S (w)V (x)(WP — WgP) > 0.

Hence S(w) is subharmonic on B and can be continuously extended on Bg by setting
S(w) = 0 on Sg, so by the maximum principle S(w) = 0, that is, w < 0.

Finally, for all R > 1, W < Wy on Bg, so by letting R — oo we obtain W(z) <
limp oo Wgr(z) = C, for each z € R™.

O

4 Proofs of the classification and Liouville theorems
in the whole space

4.1 Proof of Theorem 2.1.
The key idea is to use the two auxiliary functions
W= |u— Kv

and
Z = min(u, Kv),

where K is given by Proposition 1.3. Clearly u = Kwv is equivalent to W = 0, and
u = v = 0 is equivalent to Z = 0, when K > 0.

The following two lemmas assert that the functions Z, W satisfy a suitable system of
elliptic inequalities, respectively of the form (3.3) and (3.8).

15



LEMMA 4.1. We suppose that (1.11) holds.

(i) Assume ab > cd. Then Z is superharmonic.
If p+q < 1, suppose in addition that (u,v) is bounded. Then Z is a weak solution of

~AZ>CWFZ"  in R", (4.1)

where f = max(p+q,1) and C > 0.
(ii) Assume ab > cd. Then Z is a weak solution of

—AZ > Czrratr i R™.

LEMMA 4.2. We suppose that (1.11) holds, and ab > cd.
(i) Then W is subharmonic.

(ii) Assume r > p and c¢,d > 0. We also suppose that (u,v) is bounded in case
q+r<1. Then W is a weak solution of

AW > CZPW7 in R"™, (4.2)
where v := max(q+r,1) and C > 0.

Proof of Lemma 4.1. Let us recall the Kato inequality (valid in particular for weak solu-
tions):

Azy > X(zs03Az. (4.3)
(1) Writing

(u+ Kv—(u—Kv)y — (Kv—u)y),

it follows from (4.3) that

1
—AZ > 5(—A(u + Kv) + Xfus k} A(u — Kv) + X{u<ko} A(Kv — u)),

hence 1
—AZ > _X{U<KU}AU - KX{u>KU}AU - _X{u:KU}A(u + KU) (44)

Now we make use of the inequality :
2!~y > Ca N x—y), z>y>0
with C, =1if ¢ > 1, C, = ¢ if 0 < ¢ < 1. By Proposition 1.3, we have
a—cK7>0, bK?7—d>0. (4.5)
Therefore, on the set {u < Kv}, we obtain

—Au = u"vP(av? — cu?) > a K~ WP ((Kv)? — uf)

> aC, K ' 0Pt Y (Kv —u) > 0. (4.6)
Similarly, on the set {u > Kv}, we get
—Av =v"uP(bu? — dv?) > bv"uP (u? — (Kv)?)
> bC Pt (u — Kv) > 0. (47)
In particular, —x .=k} A(u 4+ Kv) > 0. Hence, we deduce from (4.4) that
—AZ > —X{u<ko} AU — KX {u> K0} AV, (4.8)
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so Z is superharmonic, by (4.6) and (4.7).
Now assume either that p + ¢ > 1 or that (u,v) is bounded. By using that

Pt > O(Kv —u)PTt if prg>1,
and vPT171 > ' > 0 otherwise (since v is bounded), we infer from (4.6) and (4.7) that
—Au > Cu"(Kv—u)’  on {u< Kuv},

and
—Av > C(Kv)"(u— Kv)®  on {u> Kv}.

We then deduce from (4.8) that
~AZ > Cu'(Kv —u)? + C(Kv) (u — Kv)} = Clu— Kv|°Z".

(ii) If ab > cd, then the inequalities in (4.5) are strict, that is @ > cK%+¢, bK? > d+¢
for some € > 0. Then we obtain, as in (4.6) and (4.7), that

—Au > euvPt1 > eK P97 on the set {u < Kv},

and —Av > euPv?™ > e K 7"Z7 on the set {u > Kwv}, for some ¢ > 0. The assertion
then follows from (4.8). O

Proof of Lemma 4.2. (i) By using (4.3) and Proposition 1.3, we get

AW = A(u — Kv)y + A(Kv —u) 4
> X{U>KU}A<U’ - KU) + X{u<KU}A<KU - u)
hence
where we have set f(u,v) = u"vP[av? — cu?|, g(u,v) = v"uP [bu? — dvi].

(ii) In Lemma 7.1(i) in the appendix we show that
(Kg— f)(u— Kv) > CuPvP(u+ Kv)™" P (u — Kv)?,
when 7 > p and ¢,d > 0. Using (4.9), we then get

AW = Xiusko} (K9 = f) + Xfu<koy (f — Kg)
> CuPvP (u + Kv) Py — K|
> 1 2P (u+ Kv)™ u — Kol.

If g+ r > 1, we conclude by using (u + Kv)?™" 1 > |u — KoL If g+ 1 < 1, we
conclude by using (u + Kv)?" ! > C, in view of the boundedness of (u,v). O

Proof of Theorem 2.1. (i) Assume for contradiction that u # Kv. By Lemma 4.2(i), the
function W = |u — Kv| is subharmonic, nonnegative and nontrivial. Clearly, so is W#, for
each f > 1. Then Lemma 3.2 applies to the inequality —AZ > W#Z", which we proved
in Lemma 4.1 (recall the discussion after the statement of Lemma 3.2). Hence Z = 0, a
contradiction.

(i) First, we observe that we may assume ¢ + r > 1. Indeed, if ¢ +r < 1, then (u,v)
is assumed to be bounded and, since r < ¢+ r <1 < n/(n — 2),, the conclusion follows
from assertion (i).
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Next we claim that we may assume r > p. Indeed, if p + ¢ < 1, then this is true due
tog+r>1>p+q. lf p+q > 1, then we may assume r > n/(n — 2) and n > 3, since
otherwise the result is already known from assertion (i). But then r > 2/(n — 2) > p.

Now, by Lemma 4.1(i), Z is superharmonic and positive, hence

Z(x) > (1 + |z))*™, xeR,
for some ¢; > 0. Therefore
ZP(x) > & (1 + |2)) P > & (1 + |2])7%, z€R™

Hence we can apply Lemma 3.4 to the inequality AW > ZPW?#, which we obtained in
Lemma 4.2(ii), and conclude that W = 0. O

Remark 4.1. It does not seem possible to go beyond assumptions (2.1), (2.2) by the sole
means of the mized-type system (4.1)-(4.2). Indeed, if n > 3, r > % and p > %, then
this system admits positive solutions of the form

Z=0C(1+z)*)™ W=B-A(l+|z[*)7",

with suitable B> A >0,C >0,2/(n—2) < 1/a <min(p,r—1) and 0 < 8 < pa—1 (this
is easily checked by direct computation). We remark that Keller-Osserman type estimates
and Liouville theorems for another mixed-type system, namely

_AZ=WP, AW = 79,
were obtained in the recent work [4].

Proof of Theorem 2.2.  Assume first that 0 < n/(n — 2),. Then the result is a conse-
quence of Lemma 4.1(ii) and Lemma 3.2.

Assume next that n > 3 and o > n/(n —2). Suppose for contradiction that a positive
bounded solution (u,v) exists. By (1.11), we have r < p + ¢, hence r < ¢/2. Since
o < (n+2)/(n—2), we deduce r < n/(n—2). Theorem 2.1 then guarantees that u = Kv,
where K is given by Proposition 1.3. It follows that

~Av = K " (av? — cu?) = Cv°, x €R",

with C = K" '(a — cKY) > 0 by Proposition 1.3. But this contradicts a well-known
Liouville-type result from [24].

Moreover, if either p4+q > 1, or p < 2/(n—2) (hence ¢+ > 1 due to o > n/(n—2)),
then the boundedness assumption is not necessary when applying Theorem 2.1. Finally,
we note that if n < 4, then we always have either p+¢ > 1orp<1<2/(n—2). m

Proof of Proposition 2.5. We may assume without loss of generality that d = 0. (Indeed
the system (1.10) with unknown (u, v), parameters a, b, ¢, d and exponents p, ¢, r is equiv-
alent to the system (1.10) with unknown (v, u), parameters b, a, d, ¢ and same exponents.)
Also we may assume that ¢ > 0 since, in the case ¢ = d = 0, the result is already known
from Theorems 1.4(i) and 1.2 in [37]. (This is actually proved there in the case a = b = 1,
but the general case immediately follows by scaling.)

Now assume that (Kv —u); # 0. Since

A(KU - u)+ > X{U<KU}A<KU - u) = X{u<Kv}(f - Kg) >0,
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due to Proposition 1.3, the function (Kv — u)y is subharmonic. It follows (see the dis-
cussion after the statement of Lemma 3.2)) that

liminf R7" [ (Kv —u)4(z)dz > 0.

R—o0 Br

Consequently, since v > (1/K)(Kv — u)y we have liminfg ,O(R) =: L > 0, where
U(R) = |Sg|™! [4, vdor denote the spherical means. But, since v is superharmonic due
to d = 0, we deduce from [37, Lemma 3.2] that

v>L>0, z€R" (4.10)
On the other hand, by Lemma 7.1(ii), we have

(Kg— f)(u— Kv) > Cu"vP"" (u + Kv)i~ 0=+ (4 — Kv)?

> CoP"|u — Kv|q+1+(pw).

Therefore,
Alu— Kv)y > Xus ko (Kg = f) > Cu— Ko)T ™",

owing to (4.10). In view of Lemma 4.2(ii), we conclude that u < Kuw. O

Finally, let us justify the statement in Remark 2.1. Let W; := (u — Kv); and Wj :=
(Kv—u),. By the proof of Lemma 4.2(i), we know that the radially symmetric functions
Wy and Wj are subharmonic, hence (radially) nondecreasing. Since WiW, = 0, we
necessarily have lim; ., Wi (t) = 0 or lim;_,, W5(t) = 0, hence W; = 0 or Wy = 0.

4.2 Proof of Theorem 2.4

By adding up the two equations, we see that u+wv is harmonic and positive, hence constant.
We therefore look for a solution such that v = 1 — u, with 0 < v < 1. The system then
becomes equivalent to

—Au =uP(1 —u)’[(1 —u)? —ul] = f(u). (4.11)

To show the existence of a nonconstant positive solution of (4.11), we argue like in the
proof of 37, Theorem 1.4]. Consider the initial value problem for the real function u = u(t)

—(t"WY =" f(u), t>0, uw(0) =¢, 4'(0)=0, (4.12)

with 0 < e < % It is standard to check that either uw > 0, v/ < 0 for all ¢ > 0, or u has
a first zero t = R. If the latter occurs, then the PDE in (4.11) admits a positive solution
w in a finite ball with homogeneous Dirichlet conditions, and also 0 < u < . But this is
known to be impossible, owing to the Pohozaev identity, whenever

WX) = XF(X) = (ps + DF(X) >0, 0<X <e, (4.13)
where F(X) = fOX f(7)dr and ps = "2 In the case of (4.11) we have h(0) = 0 and
W(X) = Xf(X) —psf(X) ~(p—ps)X’ >0, as X — 0"

Therefore (4.13) is true for € > 0 sufficiently small, and the conclusion follows.
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5 Properties of half-spherical means. Proofs of the
classification results in a half-space.

We start by recalling that the classical Phragmén-Lindelof maximum principle states that
a subharmonic function with sublinear growth in the half-space which is nonpositive on
OR? is also nonpositive in R’} (see for instance [36]).

Proof of Theorem 2.6.  We set w = u — Kwv. Since u,v have sublinear growth, so do |w|
and wy. Let v € C*(R) be convex, nondecreasing and such that 0 < ¢(t) < t* for all
t € R and 9¥(t) > 0 for t > 0. Then ¢(w) has sublinear growth.

Since the nonlinearities satisfy condition (1.9), then w > 0 implies Aw > 0. Hence, we
have

Ap(w) = ¢/ (w)Aw + " (w)|[Vw]* > 0,

since ¢'(w) = 0 if w < 0 and Aw > 0 otherwise. Hence, ¥ (w) is subharmonic. Since
by hypothesis w = 0 on JR%, ¥(w) = 0 on OR}. By the Phragmén-Lindel6f maximum
principle, we get )(w) < 0, sow < 0. The same argument applied to —w leads to —w < 0.
Finally, we obtain w = 0, i.e. u = Kw. O

We will use the following notation: for any R > 0, and any y € OR’;, we set
Sk(y) ={z € RL, |z —y| = R},
By(y) = {z € RY, [z —y[ < R},

Dr(y) ={y' € ORY, |y —y| < R},

and write S}, Bj, and Dpg respectively for S} (0), Bf(0) and Dg(0). We recall the
definition of the half-spherical means of a function w, namely

1
wly(R) = ——— w(x) z,dog(x), R>0,ye€ R,
[ ]y RQ‘SE‘ Sg(y) ) +
and denote [w] := [w]y. Observe that [z,] is a positive constant (independent of R).

The following lemma provides a basic computation for the derivative of the half-
spherical mean with respect to the radius.

LEMMA 5.1. Let u € C*(R%). For anyy € OR" and R > 0, we have :

d 1
—u R:—/ Au:cnd:c—/ u(y)dy'| .

Proof. We have

I :/ Au z, dr — / u(y') dy' = / div(Vu x, —uey)dr — / uw(y') dy
B} () Dr(y) B (y) Dr(y)

= Vu- Uz, dog(x) — / u vy dog(x),

SEw) St W)
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since z,, = 0 on JR". Then, setting = y + Rz, since v(z) = 2 and v,(z) = %, we have

1
I=R" | Vuly+ Rz) zz,do(z)— E/ xpu dog(x)

Ch SEw)

= Rnﬁ o u(y + Rz) z, do1(z) — R|SE|[ul,(R)
n d +
= R (RISl () ~ RIS, ()

= RIS (- (Rl (R) ~ [, (B)) = RIS ful, ()

O

Next, we give a the generalization of the Phragmén-Lindel6f maximum principle, based
on the above monotonicity property, which will play an important role.

LEMMA 5.2. Let w € C’Q(RT}F) be such that w < 0 on ORY and Aw > 0 on the
set {w > 0}. If we assume
lim inf[w™|(R) = 0, (5.1)

R—o00

then w < 0 in R7.

Proof. Let ¢ € C?(R) be convex, nondecreasing and such that 0 < ¢(t) <t forallt € R
and ¢ (t) > 0 for ¢ > 0. Then, for any R > 0, 0 < [¢(w)](R) < [wT](R). Therefore,

lim inf[¢)(w)](R) = 0. (5.2)

R—o00

We also have

Ap(w) = ¢/ (w)Aw + " (w)[Vw]* > 0,

since ¢'(w) = 0 if w < 0 and Aw > 0 otherwise. Since w < 0 on JR", then ¢ (w) = 0 on
OR” so Lemma 5.1 gives that [¢)(w)](R) is nondecreasing. But its limit as R — oo is zero
by (5.2), so [(w)](R) = 0 for all R > 0. This implies that ¢)(w) = 0, hence w < 0. [

The proof of Theorem 2.9 is an easy consequence of Lemma 5.2.

Proof of Theorem 2.9. Let w = u — Kv. Observe that w = 0 on OR’ and wAw > 0
thanks to (1.9). Hence we can apply Lemma 5.2 to w and —w and conclude that w = 0. [

We now turn to the proof of Theorem 2.8. In order to treat solutions without growth
restrictions at infinity in the case of positive nonlinearities, we will need to exploit some
further properties of half-spherical means for superharmonic functions.

The following lemma will permit to us to split the proof of Theorem 2.8 in the following
way: either the superharmonic functions u, v grow at infinity at least like x,, and then we
apply the nonexistence result for weighted inequalities in Lemma 3.1, or the half-spherical
means of u, v decay at infinity and we can use Theorem 2.9.

LEMMA 5.3. Suppose that u € CQ(M) is nonnegatie and superharmonic in R} .

(i) For each y € ORY, the function R — [u],(R) is nonincreasing and its limit is
independent of y.

(ii) Denote L(u) := lim [u](R) € [0,00). Then we have

L(u)

n
Tn, = €RY.
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Assertion (ii) can be deduced from a more general and rather difficult result from [22];
see Remark 5.1 below. We will provide a direct, more elementary proof.

Proof. (i) That [u],(R) is nonincreasing in R is a direct consequence of Lemma 5.1. Set

u(y) = lim R0+ / v dog = | S| lim [u],(R). (5.3)
S;(y) R—

R—

By L’Hopital’s rule, (5.3) implies that

R
lim R_(”+2)/ rpudr = lim R_("+2)/ / Tpudo, dr = Hy)
fimoo B (v) Roo 0 Jst) n+2

(with nonincreasing limit). Now, for yi,y, € OR", we have Bf(y1) C BEHyﬁyﬂ(yQ),
hence

R_(n+2)/ zpudr < (14 Ry — yol)" P2 (R + |yr — o)~ H2) Tnu dz.
B (y1)

+
BR+\y1—y2I(y2)

By letting R — oo, we deduce that p(y;) < p(ys2), which proves that u(y) is independent
of y.
(ii) The proof is divided in three steps.

Step 1. We recall several properties of Poisson kernels, that is, normal derivatives of
Green functions. For R > 0, we denote by Pg(z;y) the Poisson kernel of Bj;. Then for
any ¢ € C(9B}), the unique harmonic function v in B}, with boundary value ¢ is given
by

ow) = [ Palai)ely) donly)
aBh
A simple rescaling argument shows that
Pr(z;y) = R"P(R o, R™Yy). (5.4)

On the other hand, for each Y € B;", Pi(-,Y) is positive in Bf" (by the strong maximum
principle, since it is harmonic, nonnegative and nontrivial). For each X € By, since
Y — P (X;Y) is continuous on 9By, it follows that

c(X):= inf P(X;Y)>0. (5.5)

YeaBf

Step 2. Fix x € H, denote by & = (x1,--- ,2,-1,0) its projection onto R’ and set
R = 2z,. Since u(Z + -) > 0 is superharmonic in B}, the maximum principle implies
that, for all z € B},

u(® +2) > /83; Pr(z;y)u(@ +y) dor(y) > /s;,t Pr(z;9)u(Z + y) dor(y),
hence

u(i +z) > R / Py (R 'z, R 'y)u(Z +y) dor(y),

Sk

due to (5.4).
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Now take z = (0,---,0,z,), set X = (0,---,0,1/2) and ¢y = ¢(X) (see (5.5)). Using
(5.5) and assertion (i), we obtain

u(z) > Rln/

Sk

Py(X; R ')u(T + y) dog(y) > COR1"/ u(T +y) dor(y)

Sk

— R / u(y) don(y) > coR / yo u(y) don(y)
St(@) SE(@)

> col ST R [u]z(R) > 2¢o|S] | L(u) 2.

Step 3. Define £ = {c¢>0; u>cx, in ]R?r} The set E is closed and nonempty. For
any ¢ € B, we have L(u) > c[z,], hence E is bounded and

¢:=max E < ¢* = [1,]7 ' L(u).

Assume for contradiction that ¢ < ¢*. Setting z = u — ¢z, we see that z is nonnegative,
superharmonic and that L(z) > 0. By the result of Step 2 applied to z, it follows that
z > ex,, for some € > 0. But this contradicts the definition of é. Therefore ¢ = ¢* and the
result is proved. O

Remark 5.1. (i) For any subharmonic function w on R"}, the Corollary to Theorem 1 on
page 341 in [22] asserts the following: if w, has a harmonic majorant, iflilgn inf [w](R) <0
—r 00

and if, for all y € ORY, ligli[r)lfR[w]y(R) < 0, then w < 0. To deduce Lemma 5.3(ii)
—

from this, set L = L(u) and w = ﬁxn —u. Then w s subharmonic, wy has a har-

monic majorant [x—L]xn and [w](R) = L — [u](R) P 0. Moreover, for all y € ORY,
n —00
liminf R[w],(R) < liminf R-%5 [2,] = 0. Therefore, w <0, i.e., u > = x,,.
R—0 R—0 [zn]

[xn]

(i) From Lemmas 5.1 and 5.3(ii), we may retrieve the well-known fact that any pos-

itive harmonic function in R, such that u € C*(R}) and u = 0 on the boundary, is
necessarily of the form u = cxz, with ¢ > 0.

We first claim that L(u) > 0. Indeed, [u](R) is independent of R by Lemma 5.1.
Therefore L(u) = 0 would imply [u](R) = 0, from which we readily infer v = 0. Let

then 2 = u — L“])xn Then z is harmonic and Lemma 5.53(ii) guarantees z > 0. Since

[zn

L(z) =0, the above argument yields z = 0.

Proof of Theorem 2.8. (i) Since the functions f and ¢ are nonnegative, v and v are su-
perharmonic. Therefore, by Lemma 5.1(ii),

L(u) := lim [u](R) € [0, 00) and L(v) := lim [v](R) € [0, 00). (5.6)

R—o0 R—o00

First, we observe that we cannot have simultaneously L(u) > 0 and L(v) > 0. Indeed,
by Lemma 5.3(ii), this would imply that, for some ¢ > 0, and all z € R"

u(z) > cx, and v(x) > czy,,

hence —Au > (cx,)? in R}, but this contradicts Lemma 3.1.
Assume for instance L(u) = 0. Setting w = v — Kv, we have w™ < u, hence

Jim [w)(R) = 0.

By Lemma 5.2, this implies w < 0, i.e. u < Kv. If L(v) = 0, we similarly obtain v > Kwv.
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(ii) By what we just proved, it is enough to show that L(u) = L(v) = 0. Assume
L(v) > 0. Therefore, v > cz,, for ¢ > 0, and

—Au > cabu”
(5.7)

_ 50, in R"
Av > cxyu in RY.

If the first condition in (2.6) is satisfied, then the first inequality in (5.7) combined with
Lemma 3.1 yields u = 0.

Hence we can assume that the second condition in (2.6) is satisfied. Set ¥ := z,,|z|™",
so that —AW¥ =0 in R% \ {0}. Let

e U
Co:= 1nl —.
aB1NR? W

Note ¢y > 0 (if u = 0 on IR, this follows from Hopf’s lemma). Since u is superharmonic
in R?, u > c¥ on (R} \ By) and ¥ — 0 as |z| — oo, the maximum principle implies

u > cxple|™" in R} \ By.
Plugging this into the second inequality of (5.7) we get
—Av > cx, x|

in R \ By, which contradicts Lemma 3.1, applied with 7 = 0 and Kk = s — (n — 1)g, in
view of the second condition in (2.6).
In case L(u) > 0 we use (2.7) in a similar way, to conclude the proof of (ii).

(iii) By (ii), we know that either (u,v) is semi-trivial or u = Kwv. In the latter case,
since min(p + r,q +s) < (n+1)/(n — 1), we deduce from Lemma 3.1 that u = 0 or
v=0. [

6 A priori estimates and existence

We consider the following system with general lower order terms, of which (2.9) is a
particular case

—Au = u"vP[a(z)v? — c(x)u?] + hi(z,u,v), x € (),
—Av = 0" [b(z)u? — d(z)v?] + ho(z, u,v), xr € Q, (6.1)
u=v=0, x € 01,

where () is a smooth bounded domain of R".
Theorem 2.10 is a consequence of the following more general statements on a priori
estimates and existence.

THEOREM 6.1. Let p,r >0,q>0,q>|p—r|, and

n-+42
qg+r>1, l<o=p+tqg+r<  ———. 6.2
-2, 02
Let a,b,c,d € C(Q) satisfy a,b >0, ¢,d >0 in Q and
inf [a(x)b(z) — c(z)d(x)] > 0. (6.3)

e
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Let hy, hy € C(Q x [0,00)?) satisfy

hm hz(x> u, U)

=0. =1.2 6.4
uto—ro0 (U+U)J , 1 y & ( )

and assume that one of the following two sets of assumptions is satisfied:

< o e mind i .
r <1, and, setting m Imn{girg2 a(x),;gg b(x)} >0,

h h (6.5)
lminf OB gy P00
v—00, u/v—0 urvPte u—00, v/u—0 vTuPte
Or . . f . f
m = mm{;relQ c(gr;),;relQ d(z)} >0, and
_ hi(z,u,v) _ ho(z,u,v) (6.6)
lim sup “ortagr <m, lim sup —orag <m

u—00, v/u—0 v—00, u/v—0

(with uniform limits with respect to x € Q in (6.4)-(6.6)). Then there exists M > 0 such
that any positive classical solution (u,v) of (6.1) satisfies

supu < M, supv < M. (6.7)
Q Q

THEOREM 6.2. Let (6.2)-(6.5) be satisfied. Assume in addition that a,b,c,d, hy, ho
are Holder continuous and that for some € > 0

. -1 . : -1 _
xeﬂ{nuf’wou hy(x,u,v) > —o0, erl,nuf,v>0U hao(x,u,v) > —00, (6.8)
sup  u ' hi(z,u,0) < A\ (A, Q), sup v ho(,0,v) < M (=A,Q),  (6.9)
e, u>0 e, v>0
sup  (u4v) 7 [hi(z,u,v) + hol(x, u,v)] < A (—A, Q). (6.10)

z€Q, u,we(0,e)?2

Then there ezists a positive classical solution of (6.1).

Remark 6.1. We will not treat the existence question under the assumption (6.6), which
seems to be a delicate problem. The reason is that we prove Theorem 6.2 by using a
deformation of the system (6.1) via homotopy, adding positive linear terms (see (6.14)
below). However, with such terms, assumption (6.6) is no longer satisfied and we cannot
use Theorem 6.1.

Remark 6.2. Like many previous works, our proof of a priori estimates uses the classical
rescaling method of Gidas and Spruck [23]. However, as mentioned in the introduction,
arises an additional difficulty: to rule out the possibility of semi-trivial rescaling limits,
of the form (C1,0) or (0,C%) (see Step 2 below). Under assumption (6.5), this will be
achieved by a suitable eigenfunction arqument, while (6.6) will guarantee that in each
blowing up solution (u,v) of (6.1) the components u and v explode at a comparable rate.
Note that a similar difficulty appears in the work [45], which studied a class of cooperative
systems with nonnegative nonlinearities in the form of products. In that case, the problem
was dealt with by different techniques, namely moving planes and Harnack inequalities.

For the reader’s convenience, before giving the proofs of Theorems 6.1-6.2 we quickly
review the role of the hypotheses in these theorems. The first condition in (6.2) guarantees
that the strong maximum principle applies to the system (1.10), while the second condition
in (6.2) is a usual superlinearity and subcriticality condition on the nonlinearities at

25



infinity. The hypothesis (6.4) says h; and hy are indeed of "lower order”, and disappear
in the blow-up limit, while the assumptions (6.5)-(6.6) are used to exclude semi-trivial
blow-up limits. The hypothesis (6.8) permits to us to apply the strong maximum principle
to (6.1), whereas (6.9) implies that for each nonnegative solution of (6.1) we have u = 0 if
and only if v = 0. Finally, (6.10) is a standard superlinearity condition at zero for (6.1).

Proof of Theorem 6.1. We will consider the following parametrized version of system (6.1)
(this will be needed in the proof of Theorem 6.2):

—Au = F(t,z,u,v), x € €,

—Av =G(t,z,u,v), x €, (6.11)
u=v=0, x € 01,
where )
F(t,z,u,v) == u"v"[(a(z) + tA)? — c(z)u!] + hi(t, z,u,v), (6.12)
G(t,z,u,v) == v"u?[(b(x) + tA)u? — d(z)v?] + ho(t, z,u, v), (6.13)
and

~ ~

hi(t, z,u,v) = hy(z,u,v) + At(1 + u), holt,z,u,v) = ho(z,u,v) + At(1 +v). (6.14)

Here A > 0 is a constant to be fixed below, and ¢ is a parameter in [0, 1].

Note that (6.1) is (6.11) with ¢ = 0. Under assumption (6.5), we will prove the
bound in (6.7) for the positive solutions of (6.11), uniformly for ¢ € [0, 1] (but possibly
depending on A), whereas under assumption (6.6) we will restrict ourselves to ¢t = 0!
(see Remark 6.1).

We assume for contradiction that there exists a sequence {¢;} C [0,1] and a sequence
(uj,v;) of positive solutions of (6.11) with ¢t = ¢;, such that |[u;]|e + [|vj|lc = 00. We
may assume |||l > ||v]|co Without loss of generality. Set o =2/(0 —1). Let x; € Q be
such that u;(z;) = ||u || and set

o a) 1 .
A= (lugl1X* + lolI*) ™ =0, as j— oo,

By passing to a subsequence, we may assume that z; — o € Q and t; = to € [0,1].
Setting d; := dist(x;, 0€2), we then split the proof into two cases, according to whether
d;/\; — oo (along some subsequence) or d;/\; is bounded.

Case A: d;/\j — 0.
This case is treated in two steps.

Step 1: Convergence of rescaled solutions to a semi-trivial entire solution.
We rescale the solutions around z; as follows:

ai(y) = A ui(z; + Ny),  05(y) = AJvi(ay + ),y €9y, (6.15)
where Q; = {y € R" : |y| < d;/\;}. Due to the definition of \;, it is clear that

ui(y), v(y) <1, y€Q;. (6.16)
Moreover, &;/Q(O) =\ ||u]||ééa >\ (||u]||(1>éa + ||Uj||ééa>/2 = 1/2, hence

ii;(0) > 27 (6.17)

IThe restriction t; = 0 under assumption (6.6) will be used only in Step 2 to exclude semi-trivial
rescaling limits.
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We see that (u,?) = (@, 7;) satisfies the system

—Aa =@ [(alz; + \jy) + 5 A) 87 — bz + Ny) 1] + ha(y), v €, 6.18)
—Aﬁ =7 ’LLp [(b(l’] + )\]y) + t]A) u — d(.%'] + )\]y){fq} + ibzyj (y), Yy I~ Qj, ‘
where 3 )
hiJ‘ (y) = )\;-H_th(tj, Z; + )\jy, )\j_a’&j(y), )\j_a’[)j (y)), 1= 1, 2.
In view of (6.4), (6.16), 0 > 1, and a + 2 — o = 0 we have
sup (|hy ;| + |hay]) < )\;?‘Jrz()\j_o‘“o(l) +2A(1+A;%) =0, asj— oo. (6.19)

For each fixed R > 0, we have By C € for j sufficiently large, and |Au,|, |Av;| < C(R)
in Byg, owing to (6.16), (6.18), (6.19). It follows from interior elliptic estimates that the
sequences 1, 0; are bounded in W?™(Bg) for each 1 < m < co. By embedding theorems,
we deduce that they are bounded in C**7(Bg) for each v € (0,1). It follows that, up to
some subsequence,

lim (a;,v;) = (U, V), locally uniformly on R",

]—)OO

where (U, V) is a bounded nonnegative classical solution of

AU = U'VPlagV? — U7,  yeR",
{ a0V = coU"],y (6.20)

—~AV =V"U? [bqu — dOVq], y € R",
with
ap = a(rs) + oA >0, by = b(2a0) + 1A >0, g = c(Tx0) >0, dy = d(2s) > 0. (6.21)

Moreover,
codo < agbg (622)

in view of (6.3). Also, U(0) > 27* due to (6.17). By Theorem 2.2(i) and Corollary 2.3,
there exists a constant C' > 0 such that U = C and V = 0, hence
lim (@,9;) = (C,0), locally uniformly on R". (6.23)
j—00
Step 2: Fxclusion of semi-trivial rescaling limits.
Let us first consider the case when assumption (6.5) is satisfied. For some §, M; > 0

we have R
ho(t, z,u,v) > (—m + 6)v"uPte,  for u > M; max(v, 1),

(uniformly in z € Q and ¢ € [0, 1]) and hence

hij > (—m+0)v5as ™,  for @; > Mymax(0;,A}), i=1,2.

e < min{zgj\/[l, <ﬁ>1/qg}'

Take R > 0 to be chosen later. By (6.23), there exists jy such that, for all j > jy, we
have @; > C/2, 0; < & on Bg, and 4; > C'/2 > My max(0;,A?), since Y — 0 as j — oo.
Hence

Fix ¢ € (0,1) with

— A

A%

[(b(z; + Njy) + t;A —m+0) a? — d(z; + N\jy)o!]

P
J
[0l — ||d]we?) > §(S)" ;zg(g)% in B,

o
J
~r
J 2\2

v
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(in the last inequality we used r < 1). This implies that the first eigenvalue of the
Laplacian in Bpg is larger than g(% p+q, which is a contradiction for sufficiently large R.
More precisely, denote by A;(R) and g the first eigenvalue and eigenfunction of —A
in Br with Dirichlet boundary conditions. Since A\;(R) = \;(1)R™2, by multiplying the

above inequality with ¢ and by integrating by parts, we get

)\1(1)R—2/ qjjngdx:—/ V;Appdr > —/ orAD; dr > %(g)pw/ Bipr dz.
BR BR BR

Br

By taking R sufficiently large (depending only on §,C, p, q), this implies ©; = 0 on Bg, a
contradiction.

Let us now consider the case when assumption (6.6) is satisfied, and ¢; = 0. Now there
exist 0, M7 > 0 such that

hi(z,u,v) < (m—8)u" P, if u > M, max(v,1).

Therefore, for any positive solution (u,v) of (6.1), if ||ul|c > M; then, at a maximum
point xy of u, we have either u(xy) < Mjv(zy), or else

0 < —Au(zg) < u"vPlav? — (¢ —m + 0)u?](xo).

Since v and v are positive we deduce that

v(xg) > <L>l/qu(xo) > <L)l/qu(x0).

a(o) lalloo

Hence there exists a constant n > 0 such that, for any positive solution (u,v) of (6.1),
[ulloo= u(z0) = My = v(z0) = nu(zo).

In view of definition (6.15), this implies ©;(0) > na;(0), hence V(0) > nU(0) > n2~,
which excludes semi-trivial limits and leads to a contradiction with the nonexistence of
positive solutions of (6.20).

Case B: d;/); is bounded. We may assume that d;/\; — ¢ > 0. Arguing similarly
to [23, pp. 891-892] (see also [37, p. 265]), after performing local changes of coordinates
which flatten the boundary, we end up with a nontrivial nonnegative (bounded) solution
(U, V) of system (6.20) in a half-space, with U = V' = 0 on the boundary. Moreover, (6.22)
is satisfied. By Proposition 1.3 and Theorem 2.6, we deduce U = KV, K > 0, which in
turn implies that —AU = C1U?, —AV = C3V7 in the half-space, for some C7,Cy > 0.
This yields a contradiction with the Liouville-type theorem in [23] for half-spaces. [

Proof of Theorem 6.2. First, it is important to observe that the assumptions g +r > 1
and (6.8) guarantee that any nonnegative solution of (6.11) satisfies u > 0 and v > 0 in €,
unless ¢ = 0 and (u,v) = (0,0). Indeed, if u # 0, then u > 0 by the strong maximum
principle — note by (6.12) and (6.8) we have

F(t,z,u,v) > —Cu,
for some C' > 0 (which may depend on ¢, u,v,c,d, A). On the other hand, assume for
instance u = 0. Then 0 = F(t,x,0,v) > At (since (6.8) implies hy > —Cju for some
C1 >0),s0t=0. Then (6.9) implies that

—Av < hy(z,0,v) < (M(=A,Q) —g)v  in Q,
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for some ¢y > 0. We then easily deduce v = 0, by multiplying with the first Dirichlet
eigenfunction of —A and by integrating by parts.

Theorem 6.2 follows from a standard topological degree argument. We recall the
following fixed point theorem, due to Krasnoselskii and Benjamin (see Proposition 2.1
and Remark 2.1 in [17]). This type of statements are nowadays standard in proving
existence results.

THEOREM 6.3. Let IC be a closed cone in a Banach space E, and let T : K — K be
a compact mapping. Suppose 0 < § < M < oo, are such that

(i) nTx # x for allx € K, ||z|| =6, and alln € [0,1];

and there exists a compact mapping H : I x [0,1] — K such that

(ii) H(x,0) =Tz forallz € K;

(iii) H(z,t) #x forallz € K, ||z|| = M and all t € [0, 1];

(iv) H(z,1) #x for allz € K, ||z|| < M.

Then there exists a fized point x of T (i.e. Tx = x), such that § < ||z|| < M.

Observe that (i) implies (T, Bs N K) = (0, Bs N K) = 1, where i is the (homotopy
invariant) fixed point index with respect to the relative topology of K, whereas by (iii)-(iv)

i(H(-,0), B N K) = i(H(-,1), B N K) = 0,

and the excision property of the index implies Theorem 6.3.

A little care is needed in defining 7" and H. Let K denote the cone of nonnegative

functions in £ := C(2) x C(Q2), and let T : E — K be defined by

7-0¢7d0 :1(U+,U+),
where (u,v) is the solution of the linear problem

—Au=¢, —Av =1 in €,
u=v=0 on 0f.

It is clear that T is compact, since (¢,7%) — (u,v) is such by elliptic estimates, and
(u,v) — (ug,vy) is Lipschitz. We set

H((u,v),t) := T(F(t,x,u(x),v(x)),G(t,x,u(:L’),v(x))),

and T'(u,v) = H((u,v),0). Recall F,G are defined in (6.12)-(6.13), so fixed points of
H(-,t) are solutions of (6.11).

We still have to choose the constant A in (6.12)—(6.14). We do this in the following
way: by (6.8), there exists C'| > 0 such that Ay > —Cju and hy > —Cjv, and we set

A = max {01 + M (—A,w), supc(z), sup d(x)} : (6.24)
z€eQ e
where w is some smooth strict subdomain of €2. Once A is fixed, we know from the proof
of Theorem 6.1 that there exists a universal bound for the positive solutions (if they exist)
of (6.11) valid for all ¢ € [0, 1], and we chose M larger than this bound.
Theorem 6.2 is proved if we show that 7" has a nontrivial fixed point in K. So it
remains to check that the hypotheses of Theorem 6.3 are satisfied.
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e Let us first show that H(-,1) does not possess any fixed point in I, which will
verify (iv). Assume such a fixed point (u,v) exists, which is then a solution of (6.11),
with t = 1. We have u,v > 0in €, since ¢t > 0. Let S = u'/?v'/2. By using the inequality
2A ((uv) V) <ot 2u= 2 Au + w22 Av, we get

u—1/2y1/2

—AS > — [urvp((a(x) + A)o? — c(z)u?) + (A — Ch)u+ A}

ul/2y-1/2
5 [Urup((b(x) + A)u? — d(z)v?) + (A — Cr)v + A}
07 X172
= XT [(a(z) + A)X" + (b(z) + A)XPFH — ¢(2) X" — d(z) XP]

+(A-C)S+ A,
where X = u/v. Using (6.24) and the inequality
X7 Xpratt _ xarr X — X1 - X9 (1 - XPTET) >0
(note p+1>1>r), it follows that
—AS>(A-C1)S in w.

We reach a contradiction by testing this inequality with the first Dirichlet eigenfunction
in w, because of (6.24).

e Hypothesis (iii) in Theorem 6.3 is a consequence of the a priori bound for positive
solutions of (6.11) which we obtained in the proof of Theorem 6.1, and the observation
we made in the beginning of the proof of Theorem 6.2.

e Finally, assume that hypothesis (i) is not verified, which implies that for any (small)
d > 0 we can find a positive solution (u,v) with [|(u,v)|| < §, of (6.1) with the right-hand
side of this system multiplied by some 7 € [0, 1]. By adding up the two equations in the
system and using (6.10) we obtain, with A\ = A\ (—A, Q) and for some g5 > 0,

—A(u +v) C(u" P+ v"uPT) + (A — o) (u + v)
Clu+v)"Hu+v)+ (A —eo)(u+v)
(A —€0/2)(u +v)

VANRVANVAN

(we obtained the last inequality by choosing ¢ sufficiently small). By testing again with
the first Dirichlet eigenfunction we get a contradiction.
Theorem 6.2 is proved. O]

Remark 6.3. By simple modifications of the above proof, one can show that assumption
(6.8) can be weakened as follows: for each R > 0,

inf  u ' hy(z,u,v) > —o0, inf v hy(x,u,v) > —oc0
zeQ z€Q
u,v€(0,R) u,v€(0,R)

(which allows for the application of the strong maximum principle) and, for each € > 0,
there exists C. > 0 such that, for all u,v >0, z € €,

hi(z,u,v) > —euvPT — C.(1+u), ho(z,u,v) > —ev"uP™ — C.(1 +v).
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7 Appendix. Proof of Proposition 1.3

In the appendix we study the proportionality constants of the system (1.10) and give the
elementary proof of Proposition 1.3. In the following we set

f(u,v) = u"vPlav? — cuf], g(u,v) = v"uP[bu? — dv].

Proof of Proposition 1.3. We first note that if c =d =0 and ¢ =r — p, then Kg — f =
(Kb—a)u™" and (1.9) is satisfied if and only if K = a/b (and then actually Kg— f = 0).
We may thus assume that either

¢>0, ord>0, orq#r—np. (7.1)

Set X = u/v. For given K > 0, we compute, for u,v > 0,

Kg— f = KuPv"(bu? — dv?) — u"vP(av? — cu?)
= uPv"TIKbX? — Kd — aX" P + X977

and also, factorizing by X" 7P,

Kg— f=u"v"T[KbXTP" — KdX?™" —a+ cX1].

Set
m = ‘T _p’ S q,
and define
HK(X):AX“m—i-BXq—C’Xm—D, X >0,
where

A=c¢, B=Kb, C=a, D= Kd, if r > p,
A=Kb B=c¢, C=Kd, D=a, otherwise.

We then see that we may write

uPV" M H e (u/v), if r > p,
Kg—f= { (7.2)

u Pt H e (u/v), otherwise.

We next claim that there exists (at least one) K > 0 such that Hx(K) = 0. Indeed,
setting

cK9™ 4 pKITt — g K™ — dK, if r > p,

TE) = Hi(K) = 1 1 .
bt 4 c K1 — dK™H — q, otherwise,

we easily see that lim;, J(t) = oo and J(K') < 0 for small K > 0, and the claim follows.
Now pick any K > 0 such that Hx(K) = 0. We will prove that
[Kg(u,v) — f(u,v)][u — Kv] >0 for all u,v >0 with u # Kwv, (7.3)

a slightly stronger property than (1.9), which will in particular establish the existence
part of Proposition 1.3.
We first consider the case m > 0 and set £ = g/m > 1. Let us rewrite

Hi(X) = he(X™),  with hg(t) = A" + Bt* —Ct— D, t>0. (7.4)
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This function is easier to handle than Hx because its last two terms are affine and hyx is
convex. We claim that
hi(t) <0 for t > 0 small. (7.5)

o If D > 0, then hg(0) = —D < 0.

e If /> 1and D =0, then hg(0) =0 and A (0) = —C = —a < 0.

o If / =1 (hence g =m) and D = 0 (hence r > p and d = 0), then we may assume
¢ >0 (see (7.1)). We have hx(s) = cs* + (Kb — a)s. Then necessarily Kb — a < 0 (since
Hi(K) =0). Thus hg(0) =0 and A (0) < 0.

In either case, (7.5) is true. On the other hand, we also have

tliglo hi(t) = oc. (7.6)
(This is clear unless A = 0 and ¢ = 1, but in that case D > 0 due to (7.1), hence B > C
due to Hx(K) = 0.) Now, since hg is convex on [0, 00), it follows from (7.5), (7.6) that
hx has a unique zero on (0, 00). Consequently, K is the unique zero of Hg on (0, 00) and,
by (7.2), (7.4) and (7.5), we deduce (7.3).

If m =0, then Hg(X) = (Kb+ ¢)X? — (a + Kd), which is monotonically increasing
in X, and (7.3) is clear. The proof of the existence part is thus complete.

Let us now suppose ab > cd and show the uniqueness of K. Assume for contradiction
that (1.9) is true for two distinct values of K, say Ky > K; > 0. Pick Y € (K, K3).
For ¢ € {1,2}, since Hg,(K;) = 0 due to (7.2), it follows from what we already proved
that (7.3) is true for K = K;. In particular, K;g(Y,1) > f(Y,1) > Ksg(Y,1). Therefore
g(Y,1) <0and f(Y,1) <0, thatis0 < a < cY?and 0 < bY? < d. Consequently ab < cd:
a contradiction.

Finally, suppose ab > cd and assume for contradiction that ¢K? > a (hence ¢ > 0).
Then DK~ > (ab/c) K177 > dKP~". Tt then follows from (7.3) that

0=Kg(K,1)— f(K,1) > K'bK'T7"™" — dK'™"™" — g 4+ cK] > 0.

This contradiction shows that a—cK9 > 0. The proofs of bK9—d > 0 and of the equalities
are similar. 0

In the end, we prove related lower bounds which we use in the proofs of Lemma 4.2
and Proposition 2.5.

LEMMA 7.1. Assume (1.11).

(i) Assume r > p and c¢,d > 0. Then the nonlinearities in the system (1.10) satisfy,
for some C > 0,

(Kg— f)(u— Kv) > CuPvP(u+ Kv)™" P (u — Kv)?.
(ii) Assume d =0 and ¢ > 0. Then
(Kg— f)(u— Kv) > Cu"v""" (u+ Kv)* "0+ (u — Kv)?, (7.7)

Proof. (i) We use the same notation as in the above proof of Proposition 1.3. First note
that hg'(K™) > 0 since hy is negative and convex on (0, K™). Denoting

hi (1)
p(t) = AT fom(e)”
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we

observe that p(t) > 0 on [0, K™) U (K™, +00) and that p(t) has positive limits as ¢

goes to K™ or +oo (using that hr'(K™) > 0). Hence, for all ¢t > 0, we have p(t) > C' for
some constant C' > 0. So,

Hg (X)
X m(l+1) — gm(¢+1) >C

and we obtain

Hig(X)(X — K) > C(X — K)(X™ED — grmerh)y),

Since (Kg — f)(u — Kv) = uvPv" M H (X)(X — K), by using the inequality

for

(¢ —y") (@ —y) 2 Crlz + )z —y)?, 2,y >0
k > 0 and some C} > 0, we get

P, T+q+1
(g = )= Kv) > O (7 — (K o)™ ) (1 — Kv)

> CuPvP(u+ Kv)t P~y — Kv)?.
(ii) Letting X = u/v, we have, for u,v > 0,

Kg— f=u"v""G(X), where G(X) = KbX""?" 4+ X —a.

We know from Proposition 1.3 that G vanishes only at X = K. Since G'(K) > 0, it is
easy to see that

G S o(x 1), X €000\ {K},

X -—-K
where £ = q— 1+ (p — r);. Therefore
G(X
(Kg— f)(u— Kv) = urvarq_lﬁ(u — Kv)? > Cu"vPT 7 (w4 0) (u — Kv)?
The assertion follows. O
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