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Continuous-discrete time observer design for

Lipschitz systems with sampled measurements

(long version)

Thach Ngoc Dinh∗†, Vincent Andrieu‡, Madiha Nadri‡, Ulysse Serres‡

Abstract

This paper concerns observers design for Lipschitz nonlinear systems with sampled output. Using

reachability analysis, an upper approximation of the attainable set is given. When this approximation

is formulated in terms of a convex combination of linear mappings, a sufficient condition is given in

terms of linear matrix inequalities which can be solved employing a linear matrix inequalities solver.

This novel approach seems to be an efficient tool to solve the problem of observer synthesis for a class

of Lipschitz systems of small dimensions.

Index Terms

Continuous discrete-time observers, reachable sets, Pontryagin Maximum Principle, LMI.

I. INTRODUCTION

In this paper, we consider the state estimation problem for a class of continuous time Lipschitz

systems with discrete time measurements. More precisely, the aim of our study is to design

a continuous-discrete state observer. The use of this type of algorithm to estimate the state
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of nonlinear systems has already been investigated in the literature. It can be traced back to

Jazwinski who introduced the continuous-discrete Kalman filter to solve a filtering problem for

stochastic continuous-discrete time systems (see [9]). Inspired by this approach, the popular high-

gain observer introduced in [8] has been adapted to the continuous-discrete context in [7]. Since

then, different approaches, have been investigated by different authors. In [4], the robustness of

an observer with respect to time discretization is studied. In [10, 1, 11] observers are designed

from an output predictor. Some other approach based on time delayed techniques have also been

considered in [17].

In our study we focus on the preliminary work of [7], and consider the case in which the

continuous-discrete observer is obtained in two steps:

i) when no measurement is available, the state estimate is computed by integrating the model;

ii) when a measurement occurs, the observer makes an impulsive correction on the state

estimate.

Note that in [7] the correction gain of this impulsive correction is obtained by integrating a

continuous-discrete time Riccati equation. However, in the following, inspired by [16], we will

consider a constant correction term.

In most of the works cited above, the asymptotic convergence of the estimate to the state is

obtained by dominating the Lipschitz nonlinearities with high-gain techniques. However, as this

is now well understood there is a trade-off between the high-gain parameter and the measurement

step size. This can lead to restrictive design conditions on the sampling measurement time (see

for instance [2]) which may prevent the use of such technique in practice.

Recently, a new observer design methodology for Lipschitz nonlinear systems with continuous

time measurements has been introduced in [21]. In this approach, it is shown that the differential

equation satisfied by the estimation error can be rewritten in the form of a linear parameter

varying system (LPV). Hence, the convergence to zero of the estimation error can be obtained

by solving some specific linear matrix inequalities (see Section II for a brief summary of this

approach). The aim of our paper is to extend the approach presented in [21] to the discrete

time measurement case. In the adopted strategy, the main problem is decomposed into two

subproblems:

i) Computation of an upper approximation of the reachable set for a bilinear system. This

set characterizes the possible expansion of the estimation error between two measurements
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when the estimate is given by integrating the model.

ii) Construction of a correction term K ensuring the convergence to zero of a quadratic error

Lyapunov function. As in [21], this step is performed through linear matrix inequalities

(LMIs) techniques.

In this paper, we address the first problem by considering systems with specific structure: upper

triangular nonlinearities (as in the preliminary version of this work in [3]), and in observability

canonical form. This allows us to obtain a constructive approach to the synthesis of observers

for a wide class of Lipschitz nonlinear systems while avoiding standard high-gain approach.

Consequently, we hope to build observers with larger sampling period than those obtained by

usual techniques. However, the large size of the linear matrix inequality restricts the use of this

approach only to low dimensional systems.
The paper is organized as follows. In Section II, after having defined the considered class of

systems (in Subsection II-A), some preliminary results and in particular the approach of [21] for
continuous time measurements are recalled (in Subsection II-B). An approach of observer design
based on reachability set analysis is presented in Subsection II-C. Section III-A, is devoted to
the study of a first particular class of systems: feedforward systems. Section III-B concerns
uniformly observable systems. Simulations of two academic examples are given in Section IV
to illustrate the methodology proposed in this paper. Some notations:

• M ∈ Rm×n means that M is a m× n matrix.

• If M ∈ Rm×n, M ′ ∈ Rn×m denotes the transpose matrix.

• A symmetric matrix M ∈ Rn×n is positive definite (resp. negative definite) if for all vectors v ∈ Rn,

v′Mv > 0 (resp. v′Mv < 0). We then write M > 0 (resp. M < 0);

• The dot ˙ denotes the derivative with respect to time.

• |v| denotes the usual Euclidean norm of x ∈ Rn, and 〈v, w〉 the inner product of two such vectors.

• If N is a positive integer, we denote by C1
0 (R+,RN ) the set of mappings from R+ to RN which are C1 at

zero.

II. PRELIMINARIES

A. Problem statement

The class of nonlinear systems under consideration is described by the following differential

equation

ẋ(t) = Ax(t) + φ(x(t), u(t)), (1)

February 10, 2014 DRAFT



JOURNAL OF IEEE TRANSACTIONS ON AUTOMATIC CONTROL 4

where x ∈ Rn is the state variable, u : R → Rp is a known input, A is a matrix in Rn×n and

φ : Rn ×Rp → Rn is a C1 globally Lipschitz (uniformly in the input) function. In other words,

the following assumption is made.

Assumption 1. For every i, j in {1, . . . n}, there exists a real number cij > 0 such that∣∣∣∣∂φi∂xj
(x, u)

∣∣∣∣ 6 cij, ∀ (x, u) ∈ Rn × Rp.

The state x of system (1) is accessible via discrete time measurements given as a sequence

of m dimensional real vectors (yk)k∈N of the form

yk = Cx(tk), (2)

where C is a real matrix in Rm×n and (tk)k∈N is a sequence of positive real numbers defined

by tk+1 = tk + δ, δ > 0 representing the sampling measurement time.

The main objective of this work is to design a global observer for system (1) which gives an

estimate x̂ that converges asymptotically to x from the knowledge of the output yk given in (2).

Inspired by [7] and [16], the analysis is restricted to a specific class of continuous-discrete

time observers defined by the hybrid system
˙̂x(t) = Ax̂(t) + φ(x̂(t), u(t)), t ∈ [tk, tk+1),

x̂(tk) = x̂(t−k ) +K(yk − Cx̂(t−k )),
(3)

where

x̂(t−k ) = lim
t→tk, t<tk

x̂(t). (4)

The estimation problem consists in determining a gain K such that the estimation error e(t) =

x(t) − x̂(t) converges asymptotically toward zero. The proposed approach is based on a result

obtained in [21] which is recalled in the following section.

B. An approach for continuous time measurements

In [21], the authors addressed the problem of observer design for system (1) where the output

is considered as a continuous time function and given by

y(t) = Cx(t), ∀ t > 0. (5)

In the rest of the paper, we extend this procedure when the measurement is discrete in time.
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Let R ⊂ Rn×n be the set of matrices defined as

R =
{
R ∈ Rn×n | Rij = Aij ± cij, ∀ i, j = 1, . . . , n

}
.

Note that R is composed of 2ρ elements where ρ is the number of cij 6= 0.

One of the results obtained in [21] can be summarized by the following theorem.

Theorem II.1 ([21]). Assume that Assumption 1 is satisfied for system (1). If there exist a

symmetric positive definite (SPD) matrix P in Rn×n and a matrix L in Rn×m such that the

following matrix inequalities hold:

R′P + PR− C ′L′ − LC < 0, ∀ R ∈ R, (6)

then the system
˙̂x(t) = Ax̂(t) + φ(x̂(t), u(t)) + P−1L(y(t)− Cx̂(t), (7)

is an asymptotic observer for system (1) where y is the continuous time measurement given by

(5), i.e. limt→+∞ |x̂(t)− x(t)| = 0.

C. An approach based on reachability analysis

The approach of observer design proposed in this work, is based on a reachable set computa-

tion. To develop this approach, let us consider system (1) and observer (3). The estimation error

e = x̂− x is solution to ė(t) = Ae(t) + ∆φ(x̂(t), u(t), e(t)), t ∈ [kδ, (k + 1)δ),

e(kδ) = (Id−KC)e(kδ−),
(8)

where the notation (4) is used and ∆φ is the continuous function defined as

∆φ(x̂, u, e) = φ(x̂, u)− φ(x̂− e, u).

Employing the mean value theorem, it yields the existence of n functions zi : Rn → Rn,

i = 1, . . . , n such that the components of the function ∆φ satisfy

∆φi(x̂, u, e) =
∂φi
∂x

(zi(x̂, e), u)e, i = 1, . . . , n. (9)

Hence, the error e(t) satisfies the following equation

ė(t) = Ae(t) + V (t)e(t), (10)
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where t ∈ [kδ, (k + 1)δ) and the elements Vij(t) = ∂φi
∂xj

(zi(x̂(t), e(t)), u(t)) of the matrix V (t)

satisfy

|Vij(t)| 6 cij, ∀ i, j ∈ {1, . . . , n}. (11)

In our approach, we consider the error equation (10) as a bilinear control system where the

elements Vij are bounded control inputs. The proposed observer should converge for all possible

values of Vij satisfying (11). One way to formalize this problem is to introduce the notion of

attainable set in finite time.

Let Aδ(e0) denote the attainable set from e0 at time δ > 0 of system (10), i.e.,

Aδ(e0) = {e(δ) | δ > 0, e(·) is solution to (10) with e(0) = e0} .

The following theorem uses the set Aδ(e) to give a condition (formulated as LMIs) guaran-

teeing the convergence of a continuous-discrete observer (3) for system (1)-(2).

Theorem II.2 (Sufficient condition for observer design). Let Assumption 1 hold for system (1)

and let δ be the sampling measurement time. Assume that there exist a finite set M of matrix

functions (mappings from R+ into Rn×n), a positive definite matrix P in Rn×n and a vector W

in Rn×m such that 1

Aδ(e) ⊂ Conv{M(δ)e, M ∈M }, ∀ e ∈ Rn, (12)

and  P M(δ)′(P − C ′W ′)

(P −WC)M(δ) P

 > 0, ∀ M ∈M . (13)

Then, for K = P−1W , the estimation error given by the observer (3) converges asymptotically

to zero.

Proof. For M ∈M define NM = (Id−KC)M . On the one hand, equation (13) and the Schur

complement leads to

N ′MPNM − P < 0, ∀ M ∈M .

Hence, for every M ∈M we have

N ′MPNM 6 (1− κM)P,

1Conv denotes the convex closure.
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where 0 < κM < 1 is defined as

κM =
λmin(P −N ′MPNM)

λmax(P )
,

with λmax(·) and λmin(·) being the largest and the smallest eigenvalue respectively. Set κ =

minM∈M{κM}. Since M is finite, κ ∈ (0, 1). Consequently,

N ′MPNM 6 (1− κ)P, ∀ M ∈M .

On the other hand, take k ∈ N. The error e(·) being solution of (10), it follows from Assumption

1 and the inclusion (12) that

e(t−k+1) ∈ Conv{M(δ)e(tk), M ∈M }.

With the discrete dynamics of the error in (8), it yields

e(tk+1) ∈ Conv{NM(δ)e(tk), M ∈M }.

In other words, there exist M1, . . . ,M` in M and α1, . . . , α` in R+, with
∑`

i=1 αi = 1 such that

e(tk+1) =
∑̀
i=1

αiNMi
e(tk).

We have

e(tk+1)′Pe(tk+1) =
∑̀
i=1

∑̀
j=1

αiαje(tk)
′N ′Mi

PNMj
e(tk)

6
1

2

∑̀
i=1

∑̀
j=1

αiαje(tk)
′ [N ′Mi

PNMi

+N ′Mj
PNMj

]
e(tk)

=
∑̀
i=1

∑̀
j=1

αiαje(tk)
′N ′Mi

PNMi
e(tk)

6 (1− κ)e(tk)
′Pe(tk)

6 (1− κ)k+1e(0)′Pe(0). (14)

According to (10), we have for all t ∈ [tk+1, tk+2),

˙︷ ︷
e(t)′Pe(t) = e(t)′(P (A+ V (t)) + (A+ V (t))′P )e(t).
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Assumption 1 implies that for all t,
n∑
i=1

(Aij + Vij(t))e(t) ∈ Conv{Re(t), R ∈ R}.

Thus,
˙︷ ︷

e(t)′Pe(t) 6 ηe(t)′Pe(t), for all t ∈ [tk+1, tk+2), where η is the positive real number

defined as

η =
maxR∈R{λmax(PR +R′P ), 0}

λmin(P )
.

Using (14), the following holds

e(t)′Pe(t) 6 (1− κ)k+1 exp(ηδ)e(0)′Pe(0),

∀ t ∈ [tk+1, tk+2).

Since 0 < κ < 1, the function t 7→ e(t)′Pe(t) goes to zero as t goes to infinity. The function

e 7→ e′Pe being proper and positive definite, it follows that e(t) converges to zero which ends

the proof. �

D. Some remarks on the approach of Theorem II.2

The first step of the proposed approach is the computation of an approximation of the attainable

set Aδ(e) for a bilinear control system. Reachability analysis has received numerous attentions

in the literature; for instance, in [5], the author analyzes the geometry of the reachable set of

bilinear systems. In [19], the author gave sufficient conditions guaranteeing that the reachable

set of a bilinear controllable system is convex. If some results on the characterization of the

reachable set are now available for low dimension systems (see for instance the recent result in

[14]) its characterization is still an open problem in general.

However, the novelty of the studied problematic is that the exact computation of this set is

not needed. As a matter of fact, only an upper approximation in terms of the matrix functions

M ∈M as expressed in (12) is required. As it will be seen in the remaining part of the paper,

for uniformly observable systems, an upper approximation can be explicitly given. Hence, for

these two classes of systems our observer design strategy can be performed.

Given the matrix function set M , the second step of the design is to solve the linear matrix

inequality (13). In fact, the usual detectability property is embedded in this inequality. For

instance, it is a necessary condition that the couple (exp(Aδ), C) is detectable for this inequality

February 10, 2014 DRAFT
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to have a solution. Note however that inequality (13) is much stronger than this detectability

condition since all Lipschitz nonlinearities have to be taken into account.

Moreover, note that this condition is not necessary for the existence of a continuous discrete

observer. Indeed, as in all high-gain based designs, the nonlinearities are considered in the design

as disturbances. For instance, the trivial Lipschitz system with no measurement defined on R as

ẋ = − x

1 + |x|
, y = 0, (15)

defines a contraction (see [13]) and consequently a simple copy of the system

˙̂x = − x̂

1 + |x̂|
,

defines an asymptotic state observer and fits in the class of observers considered in this note

(the impulsive correction is simply made with K = 0). However, our approach cannot apply to

system (15) since the associated linear part (which is null) is not detectable.

In fact, it can be shown that if Theorem II.1 applies for the continuous time measurement case,

then for a small sampling measurement time, the proposed approach can be applied provided

that the elements of the matrix functions set M satisfy some local properties. Indeed, the link

between the two matrix inequalities (6) and (13) can be expressed as follows.

Proposition II.1 (Local properties of matrices in M ). Assume that there exist P and L such that

the matrix inequality (6) holds for a given set of matrices R. If the set M of matrix functions

is such that every function M ∈M is C1 at time t = 0 and satisfies

M(0) = Id, Ṁ(0) ∈ R, (16)

then, for all δ small enough, the matrix inequality (13) is satisfied with the same matrix P and

for W = δL.

Proof of Proposition II.1. Let M be in M and let S be the matrix defined by,

S = M ′(Id−P−1WC)′P (Id−P−1WC)M − P.

We have

S = (M − Id)′PM + P (M − Id)

+M ′(−WC − C ′W ′ + C ′W ′P−1WC)M.

Taking W = δL yields

February 10, 2014 DRAFT
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S(δ)

δ
=
M(δ)′ − Id

δ
PM(δ)+

P
M(δ)− Id

δ
+M(δ)′(−LC − C ′L′ + δC ′L′P−1LC)M(δ),

which, using the fact that M is a C1 matrix function and that M(0) = Id, implies

lim
δ→0

S(δ)

δ
= PṀ(0) + Ṁ(0)′P − LC − C ′L′.

Note that with (16) and the fact that (6) is satisfied for all matrices in R, it yields that

limδ→0 S(δ)/δ < 0 for all M ∈M .

This implies that for all sufficiently small positive δ the inequality S(δ) < 0 holds. With the

Schur complement, it shows that the matrix inequality (13) is satisfied for sufficiently small

δ. �

III. SOME SPECIFIC STRUCTURES ON THE SYSTEM

From Proposition II.1, it follows that a good upper approximation of the reachable set Aδ(e0)

in terms of the matrix functions M ∈ M should be those which satisfy (16). As it will be

seen in this section, this is indeed the case when considering some particular class of Lipschitz

nonlinear systems: The class of feedforward systems is considered in Subsection III-A. Uniformly

observable systems are considered in Subsection III-B.

A. Case of feedforward systems

The approach presented in the previous section can be applied when considering a specific

class of Lipschitz nonlinear systems (1). Indeed, when the matrix A and the function φ have an

upper triangular structure, the computation of the compact set M of matrix functions involved

in the procedure, can be made explicitly.

In this subsection we consider the case in which the matrix A and the function φ satisfies the

following assumption.

Assumption 2 (Feedforward systems). The matrices A and V in (10) are upper triangular. In

other words, Aij = cij = 0 for all i, j ∈ {1, . . . , n} such that j < i.

Under Assumption 2, the following result can be stated.

February 10, 2014 DRAFT
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Theorem III.1 (Case of feedforward systems). Consider system (10) with control constraint (11)

where the matrix A and the positive real numbers cij satisfy Assumption 2. Then, there exists

a set M ⊂ C1
0(R+,R × R) of matrix functions such that for all δ > 0, the inclusion (12) is

satisfied. Moreover, the conditions (16) are satisfied for all M in M .

Theorem III.1 allows to construct an observer which estimates asymptotically the system state

if the matrix inequality (13) is satisfied. Since conditions (16) are satisfied for all M in M , we

know from Proposition II.1 that this matrix inequality has a solution provided that the LMI (6)

has one and δ is sufficiently small. Note however that as it will be seen in the proof of Theorem

III.1 the set M may be composed of 2
n(n+1)

2 matrices. This implies that the associted linear

matrix inequality may be of very high dimension. Hence, this approach may fail to be applied

for high dimensional systems. which can be described by the following lemma the proof of

which is given in Appendix A at the end of the paper.

Lemma III.1 (Iterative design of M ). Let M ny be a subset of C1
0(R+,Rny×ny) such that

M∗(0) = Id for all M∗ in M ny . Consider the following control system with (x, y) in R× Rny

defined for all positive time t by:

ẋ(t) = u(t)x(t) + 〈v(t), y(t)〉 , (u, v) ∈ U × Ω, (17)

y(t) ∈ Conv{M∗(t)y0, M
∗ ∈M ny}, (18)

x(0) = x0 (19)

where U = [umin, umax] ⊂ R and Ω =
∏ny

j=1[vjmin, vjmax] ⊂ Rny are the control sets. Then,

there exists a set of C1 matrix functions M 1+ny ⊂ C1(R+,R(1+ny)×(1+ny)) such that,

1) for all positive time t,x(t)

y(t)

 ∈ Conv

M(t)

x0

y0

 , M ∈M 1+ny

 .

2) for every M in M 1+ny , M(0) = Id.

3) for every M in M 1+ny , there exist M∗ in M ny and (u∗, v∗) ∈ ∂(U × Ω) 2 such that

Ṁ(0) =

u∗ v∗

0 Ṁ∗(0)

 . (20)

2∂(U × Ω) denotes the boundary of U × Ω
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Using this lemma, we give below the iterative procedure for the construction of M and prove

Theorem III.1.

Proof of Theorem III.1. We consider the error system (10) with Assumption 2.

Step 0: initialization step. At the first step of the iterative procedure, the dynamics of the

last component en of the error in system (10) is considered. According to Assumption 2, this

component satisfies

ėn = [Ann + Vnn]en,

with the control constraint |Vnn| 6 cnn. The solutions of this system are given by

en(t) = exp

(∫ t

0

(Ann + Vnn(s))ds

)
en(0).

Hence,

en(t) ∈ Conv
{
M(t)en(0), M ∈M 1

}
,

where M 1 = {exp ([Ann − cnn]t) , exp ([Ann + cnn]t)} . Note that, for M ∈M 1,

M(0) = Id, Ṁ(0) ∈ {Ann − cnn, Ann + cnn} .

Step ` (` 6 n): Apply Lemma III.1 with

x = e`, y = (e(`+1), . . . , en),

u = A`` + V``, v = (A`(`+1) + V`(`+1), . . . , A`n + V`n),

U = [A`` − c``, A`` + c``], Ω =
n−∏̀
j=1

[A`(`+j) − c`(`+j), A`(`+j) + c`(`+j)].

It is also assumed that the previous step yield the existence of a set of matrix functions M n−`

such that (18) is satisfied (ny = n − `). According to Assumption 2 equation (17) is satisfied.

Consequently, Lemma III.1 and the structure of the matrix functions in (20) yield the existence

a set of matrix functions M 1+(n−`) which satisfies items 1, 2 and 3 (of Lemma III.1).

Finally, at Step n of this iterative design, the result is obtained. �

February 10, 2014 DRAFT



JOURNAL OF IEEE TRANSACTIONS ON AUTOMATIC CONTROL 13

B. Case of system in observability canonical form

Another context of interest is the one in which the nonlinear model (1) is given in observability

canonical form. In this section, we assume the following assumption.

Assumption 3 (Obsevability canonical systems). The matrix A and the positive real number cij

are such that

A =



0 1 0 . . . 0
... . . . . . . . . . ...

0 · · · 0 1 0

0 · · · · · · 0 1

0 · · · · · · · · · 0


,

cij = 0, ∀ (i, j) ∈ {1, . . . , n− 1} × {1, . . . , n}.

In this particular context, we have V ′(t) = (0, . . . , 0, v(t)), where v = (v1, . . . , vn). Conse-

quently, we may rewrite system (10) with cj := cnj as
ėj = ej+1, j = 1, . . . , n− 1

ėn = 〈v, e〉 , v ∈
n∏
j=1

[−cj, cj],
(21)

1) Statement of the main result: In this framework, the following result is established.

Theorem III.2 (Case of observability canonical systems). Let Assumptions 1 and 3 hold for

system (1). Then, there exist δ∗ > 0 and a set M ⊂ C1
0(R+,Rn×n) of matrix functions such that

for all δ ∈ [0, δ∗], the inclusion (12) is satisfied. Moreover, the conditions (16) are satisfied for

all M in M .

Before proving Theorem III.2 let us make a few remark.

As Theorem III.1, Theorem III.2 allows to construct an observer which estimates asymptoti-

cally the system state if the matrix inequality (13) is satisfied. Since conditions (16) are satisfied

for all M in M we know from Proposition II.1 that this matrix inequality has a solution provided

that the LMI (6) has one and δ is sufficiently small.

Note that when C = [1, . . . , 0], (6) has a solution which is the well-known high-gain observer

(see [8]). Hence, Theorem III.2 result gives a continuous discrete version of the high-gain
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observer. This result is not new since the system is in observable form and based on the results

presented in [16] we know that there exists an observer for sampling-time δ small enough.

Moreover, not all systems considered in [16] can be addressed since general lower triangular

nonlinearities are not allowed.

The interest of Theorem III.2 lies in its constructive proof and in the fact that the approach

is not based on high-gain technics. Hence, we expect that δ may be chosen larger than the one

allowed employing the high-gain approach of we expect to choose δ larger than the one allowed

employing the high-gain approach of [16] (see [2] for a study of the limitation of the usual

high-gain approach).

However, this approach may be difficult to apply due to the fact that for systems of high

dimension (n large), the set M may have 2n
2 elements.

2) Preliminaries for the proof of Theorem III.2: The idea of the proof of Theorem III.2 is

to approximate the attainable set Aδ(e) by an n-dimensional rectangle (a direct product of n

intervals). This approximation is obtained solving some optimal control problems.

Indeed, the next proposition which is proved employing Pontryagin’s maximum principle gives

a way to build such a rectangle from the solutions of the two following Lipschitz dynamical

systems:

ė = F+(e), F+(e) =

[
e2, . . . , en,

n∑
j=1

cj|ej|
]′
, (22)

ė = F−(e), F−(e) =

[
e2, . . . , en,−

n∑
j=1

cj|ej|
]′
. (23)

Let e+(e0, ·) (resp. e−(e0, ·)) denote the solution of (22) (resp. (23)) emanating from a point e0

at time 0 and let T (e0, δ) be the n-dimensional rectangle defined by

T (e0, δ) =
n∏
j=1

[e−j (e0, δ), e
+
j (e0, δ)] ⊂ Rn.

Proposition III.2. There exists δ∗ > 0 such that for every e0 ∈ Rn and every δ ∈ [0, δ∗], Aδ(e0)

is contained in T (e0, δ).

Proposition III.2 establishes that the solutions to systems (22) and (23) are bounding state

trajectories for system (21). Note that this result can be related to Müller’s theorem (see [15])
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but is however different and has the advantage to be more realizable in practice since the bounding

systems are autonomous.

The proof of Proposition III.2 is obtained solving 2n Mayer problems of the form:
Minimize 〈a, x(T )〉

Subject to ẋ = f(x, v), v ∈ Ω

x(0) = x0

(24)

where a ∈ Rn is a constant vector, f is a smooth functions, and Ω ⊂ Rn is compact.

The main tool to solve the Mayer problem (24) is the Pontryagin’s Maximum Principle (PMP)

arising in optimal control. We refer the reader to [20] for a general version of PMP adapted to

the resolution of Mayer problems. The next theorem is a version of PMP that we state in our

own context only.

Theorem III.3 (PMP for problem (24)). Consider the control system (21). Let H : Rn×Rn×Ω→

R denote the control dependent Hamiltonian function defined by H(x, p, v) = 〈p, f(x, v)〉 . If

the pair (x(·), v(·)) : [0, T ] → Rn × Ω is a (local) minimizer for problem (24), then there exist

a Lipschitz covector p(·) : t ∈ [0, T ] 7→ p(t) ∈ Rn and a constant λ 6 0 such that the pair

(p(·), λ) is never trivial and for a.e. t ∈ [0, T ]:

i. ẋ(t) =
∂H

∂p
(x(t), p(t), v(t)),

ii. ṗ(t) = −∂H
∂x

(x(t), p(t), v(t)),

iii. H(x(t), p(t), v(t)) = max
v∈Ω

H(x, p, w),

iv. p(T ) = λa.

Remark III.3. • The PMP is just a necessary condition for optimality. A trajectory x(·) (resp.

a pair (x(·), p(·))) satisfying the conditions given by the PMP is said to be an extremal

(resp. an extremal pair). An extremal corresponding to λ = 0 is said to be an abnormal

extremal, otherwise we call it a normal extremal.

• Notice that a Mayer problem of the form (24) do not admit abnormal extremals. Indeed,

otherwise, due to the transversality condition iv and equation ii (which is linear), the pair

(p(t), λ) would be trivial (everywhere) which contradicts the PMP. Consequently, p(t) is

never zero as soon as the constant vector a 6= 0.

February 10, 2014 DRAFT



JOURNAL OF IEEE TRANSACTIONS ON AUTOMATIC CONTROL 16

We are now ready to prove Proposition III.2.

Proof of Proposition III.2. First of all, notice that the result is obvious for e0 = 0 since for every

δ the attainable set of system (21) at e0 = 0 is Aδ(0) = {0}. Suppose from now that e0 6= 0.

Let a1, . . . , an denote the canonical basis vectors of Rn, and let Ω =
∏n

j=1[−cj, cj].

The proof is based upon the resolution of the 2n Mayer’s problems (Pk,ε,δ) with k ∈

{1, . . . , n}, ε ∈ {−,+}, δ > 0 defined as follows:

(Pk,ε,δ)


Minimize 〈εak, e(δ)〉

Subject to (21)

e(0) = e0

We note that the solution of each of these problems allow us to find the minimum and maximum

of each component of the solutions of the error system (21). Consequently, to show Proposition

III.2, it suffices to prove the existence of a δ∗ > 0 such that, for every δ < δ∗, and every

k = 1, . . . , n we have

min
v(·)∈L∞(R+,Ω)

〈εak, e(δ)〉 = eεk(δ), (25)

where eεk(δ) is the solution of (22) or (23) depending on the value of ε. The rest of the proof is

devoted to the resolution of the 2n optimal control problems (Pk,ε,δ) to prove the existence of

such a δ∗.

Let us apply Theorem III.3 to problem (Pk,ε,δ). The control dependent Hamiltonian associated

to (21) reads

H(e, p, v) =
n−1∑
j=1

pjej+1 + pn

n∑
j=1

ejvj, p ∈ Rn.

Assume that (e(·), v(·)) is an extremal pair associated with the minimization problem (Pk,ε,δ),

then, according to Theorem III.3, for a.e. t ∈ [0, δ]: the adjoint system reads ṗ1 = −pnv1

ṗj = −pj−1 − pnvj, j = 2, . . . , n,
(26)

and the maximality reads

H(e(t), p(t), v(t)) = max
w∈Ω

H(e(t), p(t), w) (27)

=
n−1∑
j=1

pj(t)ej+1(t) +
n∑
j=1

cj|pn(t)ej(t)|.
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Moreover, the following transversality condition holds:

p(δ) = −εak. (28)

Notice that, according to Remark III.3, the adjoint vector p(·) is nontrivial. Hence, pn(·) cannot

vanish on an interval. Indeed, otherwise, since (26), we get also pn−1(t) = −ṗn(t) = 0 for every

t in this interval. Then iteratively p(·) = 0 in this interval.

Similarly, for j = 1, . . . , n, ej(·) cannot vanish on an interval. Indeed, otherwise, from (21)

we get also ej+1(t) = ėj(t) = 0 for t in this interval and iteratively, we obtain e`(·) = 0 for

` = j, . . . , n. If j > 2, we have e(j)
1 (·) = 0 and therefore e1, . . . , ej−1 are polynomials of degree

j−2, . . . , 0 respectively. On the other hand, in this interval we have ėn(t) =
∑j−1

`=1 v`(t)e`(t) = 0.

Thus, with (27) we get that, for almost all t in this interval

pn(t)

j−1∑
`=1

e`(t)v`(t) = |pn(t)|
j−1∑
`=1

c` |e`(t)| = 0.

Now, since the ej(·)s are polynomials of different degrees and pn(·) cannot vanish on an interval,

we conclude that e1(t) = · · · = ej−1(t) = 0 for a.e. t. Consequently, e(t) = 0, which is a

contradiction with e0 6= 0 since the system (21) is linear.

Summing up, we obtain that pn(·)ej(·), j = 1, . . . , n cannot vanish on an interval, which

implies that for almost all t in R+

vj(t) = |cj| sign(pn(t)ej(t)).

Note that if we show that there exists a time δ∗ > 0 such that pn does not change its sign if

t < δ∗, then with the transversality condition we get that

vj(t) = |cj| sign(pn(δ∗)) sign(ej(t)) = −ε|cj| sign(ej(t)) ∀ t ∈ [0, δ∗]. (29)

In this case equation (25) is thus obtained and the proof of Proposition (III.2) is complete.

Consequently, to finish the proof it remains to show that pn(·) does not change its sign if t is

small enough. This property is obtained from the following technical lemma, the proof of which

is given in Appendix B.

Lemma III.4. There exist a δ1 positive and a positive coefficient d such that for every t in [0, δ1]

and for every δ > 0, we have |pn(δ − t)| < d tn−k.
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From Lemma III.4, (26) and using the fact that |v1(t)| 6 c1 we get,

|ṗ1(δ − t)| 6 c1d t
n−k, ∀ t ∈ [0, δ1].

Integrating this inequality, we obtain

|p1(δ − t)| 6 c1d

n− k + 1
tn−k+1 + |p1(δ)|, ∀ t ∈ [0, δ1].

By integrating successively the previous inequality, and using the transversality conditions (28),

it yields that there exists a positive number dk−1 such that:

|pk−1(δ − t)| 6 dk−1t
n−k+1, ∀ t ∈ [0, δ1]. (30)

On the other hand, we have the following inequality for all t in [0, δ1]:

pk(δ − t) > pk(δ)−
∫ t

0

|pk−1(δ − s)|+ ck|pn(δ − s)|ds.

From (28) and (30), it follows that for t in [0, δ1]:

pk(δ − t) > 1− dk−1(δ − t)n−k+2 − ckd tn−k > 1− dk tn−k,

where dk is positive. Now, by integrating the previous inequality, we obtain for all t in [0, δ1]:

pk+1(δ − t) > t− dk tn−k+1 − ck+1d t
n−k > t− dk+1t

n−k,

where dk+1 is positive. Proceeding in the same manner successively, we obtain a positive constant

dn−1 such that

pn−1(δ − t) > tn−k−1 − dn−1t
n−k.

Comparing the two degrees of monomials of the last equation, we obtain the existence of a time

δ2 in [0, δ1] such that

pn−1(δ − t) > 0, ∀ t ∈ [0, δ2].

Finally, we have ṗn > vnpn + pn−1 and pn(δ) = 0. Thus, we get for every t in [0, δ2],

pn(δ − t) =

∫ δ−t

δ

exp

(∫ δ−t

s

vn(r)dr

)
pn−1(s)ds > 0.

Proceeding in the same way, one infers that there exists a sufficiently small time δ∗, such that for

every t in [0, δ∗] and every k ∈ {1, . . . , n}, pn(δ − t) is positive (resp. negative) if ε = − (resp.

ε = +). From the structure of minimizing control, given in (29), it is concluded that δ < δ∗.

Hence, vk(t) = −ε|ek(t)|. �
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3) Proof of Theorem III.2: With the approximation of the attainable setAδ(e0) by the rectangle

T (e0, δ) (see Proposition III.2), we can now give the proof of Theorem III.2. In order to do that,

let us define the Clarke’s gradient in the direction of xj (denoted by ∂ jCf(x)) of a vector function

f to be the generalized gradient 3 of the function xj 7→ f(x1, . . . , xn).

Since (22) and (23) are globally Lipschitz, e+(e0, δ) and e−(e0, δ) are globally Lipschitz 4.

Consequently, the Clarke gradients ∂ jCe
+
i (e, δ) and ∂ jCe

−
i (e, δ) exist for every i = 1, . . . , n. Let

S denote the unit sphere of Rn. Introduce the two functions

m−ij(δ) = min
⋃
ν∈S

min
{
∂ jCe

+
i (ν, δ), ∂ jCe

−
i (ν, δ)

}
,

m+
ij(δ) = max

⋃
ν∈S

max
{
∂ jCe

+
i (ν, δ), ∂ jCe

−
i (ν, δ)

}
.

Let M be the set of 2n
2 matrices M given by

Mij(δ) ∈
{
m−ij(δ),m

+
ij(δ)

}
. (31)

To complete the proof of Theorem III.2 we have to show the following two properties:

1) the conditions (16) are satisfied for all M in M ;

2) there exists δ∗ > 0 such that for all 0 6 δ 6 δ∗, the inclusion (12) is satisfied.

About the conditions (16). First of all, note that since e−i (ν, 0) = e+
i (ν, 0) = ν, it yields that

M(0) = Id. For the local property of the time derivative, let M+
ij (δ) be the function defined by

M+
ij (δ) = max

⋃
ν∈S

∂ jCe
+
i (ν, δ).

Note that by definition of the generalized gradient, for each δ there exists a sequence of (ν`(δ))`∈N

converging toward ν∗(δ) in S such that for all ` in N, ∂e+i
∂ej

(ν`(δ), δ) is well defined and

M+
ij (δ) = lim

`→+∞

∂e+
i

∂ej
(ν`(δ), δ).

3 Following F. Clarke [6], we define the generalized gradient of a scalar function f at x0 as the convex envelop of all possible

limits of derivatives of f at points xn ∈ Rn, xn → x0. Note that, in general, ∂Cf(x0) is a set.
4To see this, note that for (ea, eb) in Rn, we have∣∣e+(ea, δ)− e+(eb, δ)

∣∣ 6 ∫ δ

0

∣∣F+(e+(ea, s))− F+(e+(eb, s))
∣∣ ds

6
∫ δ

0

cmax

∣∣e+(ea, s)− e+(eb, s)
∣∣ ds

6 exp(cmax δ) |ea − eb| .
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On another hand, with vj the unit vector with 1 at the jst component, we have for (`, δ) in

N× R+

∂e+
i

∂ej
(ν`(δ), δ) = lim

r→0

e+
i (ν`(δ) + rvj, δ)− e+

i (ν`(δ), δ)

r
.

However, we have for (r, `, δ) in R+ × N× R+

e+
i (ν`(δ) + rvj, δ)− e+

i (ν`(δ), δ) = r Idij

+ δ
[
F+
i (ν`(δ) + rvj)− F+

i (ν`(δ))
]

+G+
i (ν`(δ), r, δ),

where

G+
i (ν`(δ), r, δ) =

∫ δ

0

F+
i (e+

i (ν`(δ) + rvj, s))

− F+
i (ν`(δ) + rvj)− F+

i (e+
i (ν`(δ), s))

+ F+
i (ν`(δ))ds. (32)

Note that F+
i being a globally Lipschitz vector field with Lipschitz constant denoted cmax , it

yields,

∣∣G+
i (ν`(δ), r, δ)

∣∣ 6 ∫ δ

0

cmax

∣∣e+
i (ν`(δ) + rvj, s)− ν`(δ)

−rvj − e+
i (ν`(δ), s) + ν`(δ)

∣∣ ds, (33)

which gives, ∣∣G+
i (ν`(δ), r, δ)

∣∣ 6 ∫ δ

0

cmax

∣∣∣∣∫ s

0

F+
i (e+

i (ν`(δ) + rvj, τ))

− F+
i (e+

i (ν`(δ), τ))dτ
∣∣ ds

6 cmax

∫ δ

0

∫ s

0

∣∣F+
i (e+

i (ν`(δ) + rvj, τ))

− F+
i (e+

i (ν`(δ), τ))
∣∣ dτds

6 c2
max

∫ δ

0

∫ s

0

∣∣e+
i (ν`(δ) + rvj, τ)

− e+
i (ν`(δ), τ)

∣∣ dτds.
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Moreover, note that for all ` and δ, we have

lim
r→0

F+
i (ν`(δ) + rvj)− F+

i (ν`(δ), δ)

r

6 max
⋃
ν∈S

∂ jCF
+
i (ν).

This implies,

M+
ij (δ) 6 Idij +δmax

⋃
ν∈S

∂ jCF
+
i (ν) + c2

Lδ
2m̄+

ij(δ),

where

m̄+
ij(δ) = max

s∈
⋃
ν∈S ∂

j
Ce

+
i (ν,δ)

|s|.

This gives finally

lim
δ→0

M+
ij (δ)−M+

ij (0)

δ
6 max

⋃
ν∈S

∂ jCF
+
i (ν)

6 Aij + cij.

A similar property may be obtain for the minimum. In other words, we get

lim
δ→0

M+
ij (δ)−M+

ij (0)

δ
> Aij − cij.

This implies that

lim
δ→0

M+
ij (δ)−M+

ij (0)

δ
∈ Conv {Rij, R ∈ R} ,

where R is the set of matrices defined in Section II-B. From this we conclude that the set M

of matrix functions defined in (31) satisfies

Ṁij(0) ⊂ Conv{Rij, R ∈ R}.

About the inclusion (12). To finish the proof of the Theorem, it remains to show that (12) is

also satisfied. The systems (22) and (23) being homogeneous of degree zero, their solutions are

homogeneous of degree one. We deduce that for all λ > 0, all e0 ∈ Rn,

e+(λe0, δ) = λe+ (e0, δ) , e−(λe0, δ) = λe− (e0, δ) .

Consider a vertice S(e0, δ) of T (e0, δ) and assume without loss of generality that Si(e0, δ) =

e+
i (e0, δ). Given e0 6= 0 in Rn, let ν0 = e0

|e0| in S. We can also introduce ν` a sequence in Rn

such that lim`→+∞ ν` = ν0 and e+(ν`, δ) is C1 in its first argument. We have

e+(e0, δ) = e+(ν0, δ)|e0| = lim
`→+∞

e+(ν`, δ)|e0|.
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By the homogeneity property, we have,

e+
i (ν`, δ)|e0| = |e0|

n∑
j=1

∂e+
i

∂ej
(ν`, δ)(ν`)j.

Hence, it yields

e+
i (e0, δ) = lim

`→+∞

n∑
j=1

∂e+
i

∂ej
(ν`, δ)(ν`)j|e0| (34)

= lim
`→+∞

n∑
j=1

∂e+
i

∂ej
(ν`, δ)(e0)j. (35)

Consequently, from the definition of the set of matrices M we obtain

Si(e0, δ) = e+
i (e0, δ)

= lim
`→+∞

n∑
j=1

∂e+
i

∂ej
(ν`, δ)(ν`)j|e0|

∈ Conv{Mi(δ)e0, M ∈M }.

By iterating this procedure on each component of the vertice S, it yields that

S(e0, δ) ∈ Conv{Mi(δ)e0,M ∈M }.

By iterating this procedure for each vertice of the multidmensional rectangle which is a convex

set, finally we obtain

T (e0, δ) ⊂ Conv{M(δ)e0, M ∈M }.

The result is then obtained using Proposition III.2.

IV. ILLUSTRATIVE EXAMPLES

We consider the following simple model of a pendulum ẋ1 = x2, ẋ2 = sinx1, where

x1, x2 denote the angle between the pendulum and the vertical axis and the pendulum speed,

respectively, and yk = x1(tk), tk = tk−1 + δ. The associate estimation error equation is given

by

ė1 = e2, ė2 = ve1, v ∈ [−1, 1].

Following the proposed approach, we get that the approximation by the rectangle denoted by

T (e0, δ) is possible for δ∗ =
√

3 − 1. By integrating solutions of systems (22) and (23), we
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obtain a set M of 64 matrix functions M satisfying the assumptions of Theorem III.2, where

M11 ∈ {cos δ, cosh δ} , M21 ∈ {− sin δ, sinh δ} ,

M12 ∈ {sin δ, sinh δ, cosh δ tan δ, tanh δ cos δ} ,

M22 ∈
{

cos δ, cosh δ, 1+sinh δ sin δ
cos δ

, 1+sin δ sinh δ
cosh δ

}
.

Note that by considering the minimum and maximum of each element, we can reduce the number

of matrices to 16.

We also note that the obtained set of matrices satisfies the local properties (16) of Proposition

II.1. The system is in uniformly observable form, so we know that for small values of δ, the

assumptions of Theorem II.2 are satisfied.

Employing the Yalmip package ([12]) in Matlab in combination with the solver Sedumi ([18]),

it can be checked that the LMI (13) is satisfied 5 for δ 6 0.668. The observer gain for δ = 0.668

is K = [−1, −1.8361]′. It is interesting to notice that the bound obtained is much larger then

the one obtained employing the usual high-gain approach as exposed in [2].

0 1 2 3 4 5
0

1

2

3

4

5

6

7

 

 
x2
hx2

Figure 1. Evolution with time of the state componant x2 and its estimation x̂2.

The figure 1 represents a simulation of the observer using an integration algorithm of the

model with a semi-implicit integration step of 0.01.

V. CONCLUSION

In this paper, the problem of designing an observer for nonlinear systems with discrete

time measurements and globally Lipschitz nonlinearities is addressed. A solution based on

5The Matlab files can be downloaded from https://sites.google.com/site/vincentandrieu/
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the synthesis of an upper approximation of a reachable set have been presented. When this

approximation is given in terms of a convex combination of linear mappings, a sufficient

condition of the global convergence of the proposed observer is obtained in terms of a linear

matrix inequality. The good performances obtained on an illustrative example demonstrate that

the proposed approach is an efficient tool.

APPENDIX

A. Proof of Lemma III.1

With the variation of constant methode, the solution of the system (17)-(18) is given by:

x(t) = exp

(∫ t

0

u(s)ds

)
x(0)

+

∫ t

0

exp

(∫ t

s

u(r)dr

)
〈v(s), y(s)〉 ds.

Let Ω∗ =
∏ny

j=1{vjmin, vjmax}. Let Γ∗ denote the set of 4ny vector functions (s, t) 7→ γ(s, t) ∈

Rny defined as follows. For each γ ∈ Γ∗, the jth component of γ(s, t) (denoted by γj(s, t))

satisfies,

γj(s, t) ∈
{

min
(M,v)∈M×Ω∗

{
e(t−s)u1(v′M)j(s)

}
,

max
(M,v)∈M×Ω∗

{
e(t−s)u2(v′M)j(s)

}}
,

where u1, u2 ∈ {umin, umax}. Note that for every j in {1, . . . , ny}, it holds:

(v′M)j(s)(y0)j 6



(
max(M,v)∈M×Ω∗ {(v′M)j(s)}

)
(y0)j

if (y0)j > 0(
min(M,v)∈M×Ω∗ {(v′M)j(s)}

)
(y0)j

if (y0)j 6 0,

and,

(v′M)j(s)(y0)j >



(
min(M,v)∈M×Ω∗ {(v′M)j(s)}

)
(y0)j

if (y0)j > 0(
max(M,v)∈M×Ω∗ {(v′M)j(s)}

)
(y0)j

if (y0)j 6 0,
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This implies that, for all y0 in Rny there exist γ1 and γ2 in Γ∗ such that for all M ∈ M ny

and all (s, t)

〈
γ1(s, t), y0

〉
6 exp

(∫ t

s

u(r)dr

)
(v′M)(s)y0

6
〈
γ2(s, t), y0

〉
.

Hence,∫ t

0

〈
γ1(s, t), y0

〉
ds

6
∫ t

0

exp

(∫ t

s

u(r)dr

)
(v′M)(s)y0ds

6
∫ t

0

〈
γ2(s, t), y0

〉
ds,

which gives,∫ t

0

exp

(∫ t

s

u(r)dr

)
〈v(s), y(s)〉 ds

∈ Conv

{∫ t

0

〈γ(s, t), y0〉 , γ ∈ Γ∗
}
.

Finally, M 1+ny is the set of 2 × 4ny × #M ny (#M ny denotes the cardinal of M ny ) matrix

functions defined by

M 1+ny =

t 7→
exp (tu∗)

∫ t

0

γ(s, t)ds

0 M∗(t)


∣∣∣∣∣ M∗ ∈M ny , γ ∈ Γ∗, u∗ ∈ {umin, umax}

}
.

Moreover, notice that for every M ∈M 1+ny

Ṁ(0) ∈


u∗ γ(0, 0)

0 Ṁ∗(0)


∣∣∣∣ M∗ ∈M ny , γ ∈ Γ∗, u∗ ∈ {umin, umax}

}
.

With the definition of Γ∗, (20) is satisfied. This concludes the proof.
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B. Proof of Lemma III.4:

At first, we note that because of the transversality condition, we have pn(δ) = 0. The

application t 7→ pn(t) being continuous, for every ε > 0 there exists a time δ1 such that

|pn(δ − t)| < ε for every t in [0, δ1].

Now, assume that there exist a C∞ function α : R+ → R+ and an integer qα such that for

every t in [0, δ1]

|pn(δ − t)| 6 α(t),

α(`)(0) = 0, ` = 0, . . . , qα − 1, α(qα)(0) > 0.

Thus, using (26) and the fact that |v1(t)| 6 c1 we have |ṗ1| 6 c1|pn| and it is obtained that for

every t in [0, δ1]

|p1(δ − t)| 6 c1

∫ t

0

|pn(δ − s)|ds+ |p1(δ)| 6 c1α1(t) + |p1(δ)|,

where α1(t) =
∫ t

0
α(s)ds. Similarly, we have |ṗ2| 6 |p1|+ c2|pn| and it yields,

|p2(δ − t)| 6 c1α2(t) + |p1(δ)|t+ c2α1(t) + |p2(δ)|, ∀ t ∈ [0, δ1],

where α2(t) =
∫ t

0
α1(s)ds.

Then, by integrating successively along the trajectories of the system we obtain the inequality

for every t in [0, δ1]

|pn−1(δ − t)| 6
n−1∑
`=1

(
c`αn−`(t) + |p`(δ)|

tn−`−1

(n− `− 1)!

)
,

where the functions α`, ` = 1, . . . , n− 1 are defined by the following iterative procedure:

α`(t) =

∫ t

0

α`−1(s)ds, ` = 1, . . . , n.

Using the transversality conditions (28), this inequality becomes

|pn−1(δ − t)| 6
n−1∑
`=1

c`αn−`(t) +
tn−k−1

(n− k − 1)!
, ∀ t ∈ [0, δ1],

with k being the one considered in the proof of Proposition III.2. Therefore, using Gronwall’s

lemma, this gives that the last component and for every t in [0, δ1]:

|pn(δ − t)| 6
∫ δ

δ−t
ecn(s+t−δ)|pn−1(s)|ds,

6 β(t),
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where β : R+ → R+ is the C∞ function defined by:

β(t) = ecnδ1

(
n−1∑
`=1

c`
cn
αn−`+1(t) +

tn−k

cn(n− k)!

)
.

Note that β satisfies

β(`)(δ) = 0, ` = 0, . . . , qβ − 1, β(qβ)(δ) > 0,

with qβ = min{qα + 2, n − j}. Reiterating the procedure with the function β instead of the

function α, we obtain the existence of a C∞ function α such that for every t in [0, δ1]

|pn(δ − t)| 6 α(t),

α(`)(0) = 0, ` = 0, . . . , n− k − 1, α(n−k)(0) > 0.

This completes the proof of the lemma.
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