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Abstract

The spectral and scattering theory for 1-dimensional Dirac operators with mass m and
with zero-range interactions are fully investigated. Explicit expressions for the wave op-
erators and for the scattering operator are provided. These new formulae take place in a
representation which links, in a suitable way, the energies −∞ and +∞, and which empha-
sizes the role of ±m. Finally, a topological version of Levinson’s theorem is deduced, with
the threshold effects at ±m automatically taken into account.
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1 Introduction

In a series of recent works on scattering theory, it has been shown that rather explicit formulae
for the wave operators do exist and that these operators share structural properties amongst
several models. Such new formulae were then at the root of a topological approach of Levinson’s
theorem. More precisely, it has been shown that this famous theorem, which allows one to
compute the number of bound states of a physical system in terms of the scattering part of that
system, is in fact an index theorem. Let us stress that an index theorem automatically means
a strong robustness of the mentioned link between spectral and scattering properties under
perturbations. We refer to [3, 10, 14, 15, 16, 17, 22, 23, 25, 26, 27] for such explicit formulae in
the context of Schrödinger operators, Aharonov-Bohm operators or for the Friedrichs-Faddeev
model, and for their applications.

However, despite the variety of models already investigated with this approach, all these
models share one common property: the operators describing them have a continuous spectrum
made of one single connected part. This feature, which may seem harmless, has been in fact
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very convenient for the construction of the C∗-algebraic framework surrounding the topological
approach. Therefore, one of the motivations for looking at Dirac operators was that its continu-
ous spectrum is made of two unbounded disjoint parts. In addition, even if some Levinson’s type
results exist for this model (see for example [7, 18, 20, 21]), it has never been argued that this
relation is of topological nature1. Thus, this work is a first attempt to derive explicit formulae
for the wave operators in the context of relativistic operators, and to deduce some topological
consequences of such formulae.

Now, as any first attempt, the model under consideration is rather simple (see [15] for its
counterpart in the Schrödinger case). In fact, we investigate 1-dimensional massive Dirac oper-
ators with the simplest interactions, namely the so called “zero-range” or “point” interactions.
More precisely, we consider the scattering theory for a pair of self-adjoint operators (H0, H

CD),
where H0 is the usual free Dirac operator with mass m > 0 and HCD is any of the (four pa-
rameters family of) self-adjoint extensions which can be constructed from the restriction of H0

to functions which vanish at 0. Note that such extensions have already been studied in several
papers, see for example [1, 2, 4, 6], but our aim and results are different.

More concretely, after reviewing some properties of free Dirac operator H0, we provide in
Section 2 a parametrization of all the mentioned self-adjoint extensions using the machinery
of boundary triples, and we obtain an explicit resolvent formula in terms of the parameters
(C,D). Based on these formulae, the spectral properties of the Dirac operator with a zero-range
interaction are then described in Proposition 2.3.

In Section 3, we develop the scattering theory for our model. We first recall the main
definition of the wave operators in the time-dependent framework of scattering theory as well as
in its stationary approach. The spectral representation of the free operator H0 is then provided.
Based on the stationary expressions for the wave operators, some rather explicit formulae could
be derived for them in the spectral representation of H0, but the results would not be very
convenient (some unbounded operators would still be present).

Our main surprise, and one of the asset of this work, is that the wave operators can be
computed very explicitly in another unitarily equivalent representation which we have called
the upside-down representation. The reason for this name comes from the fact that in this
representation the thresholds values ±m are sent to ±∞ while any neighbourhood of the points
±∞ is then located near the point 0. In this representation, which takes place in the Hilbert
space L2(R;C2), we first show that the wave operators for the pair (H0, H

CD) exist and that the
stationary approach leads to the same operators than the time dependent approach. In addition,
restricting our attention to one of the wave operators only, we provide an explicit expression
for this operator in terms of a product of a continuous function of the position operator X and
a continuous function of its conjugate operator D = −i d

dx , see formula (3.10). Note that the
X-factor is tightly dependent of the parameters (C,D), while the factor containing D does not
depend on them at all. We also note that these factors admit a suitable asymptotic behavior,
which allows one to develop the algebraic framework.

In the last section of this paper, we deduce the topological consequences of the explicit
formula derived in Section 3. In particular, we derive a topological version of Levinson’s theorem
which relates the number of bound states of the operatorHCD to the winding number of a certain
function which involves the scattering operator but also other operators related to threshold
effects. The main result of this section in contained in Theorem 4.1. Let us stress that in our

1In [19] the analogy between Levinson’s theorem for Dirac operators and the Atiyah-Singer index theorem is
mentioned, but nothing is deduced from this observation.
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approach, the threshold effects are automatically taken into account, namely we don’t have to
calculate separately the contributions due to the possible half-bound states located at ±m. Note
also that the discrepancy of the contributions of the scattering operator for positive or negative
energies appears naturally in our framework.

As a conclusion, let us emphasize that the spectral and the scattering theory for Dirac
operators with zero-range interactions are fully developed in this work, and that new and explicit
formulae for the wave operators are also provided. We expect that such formulae as well as the
topological approach of Levinson’s theorem will still hold for Dirac operators perturbed by more
general potentials.

Acknowledgments. The work was partially supported by ANR NOSEVOL and GDR DYN-
QUA.

2 Framework and spectral results

2.1 Dirac operators with boundary conditions at the origin

Let H be the Hilbert space L2(R;C2) with scalar product and norm denoted by ⟨·, ·⟩ and ∥ · ∥.
Its elements are written f =

( f1
f2

)

. For m > 0, we consider the free Dirac operator H0 defined
by

H0 =

(

0 −1
1 0

)

d

dx
+

(

m 0
0 −m

)

(2.1)

on the domain dom(H0) = H1(R;C2). Here, H1(R;C2) denotes the Sobolev space on R of order
1 and with values in C

2. A standard computation shows that H0 is a self-adjoint operator in
H, and its spectrum equals (∞,−m] ∪ [m,+∞) and is absolutely continuous. In what follows
we need an explicit expression for the Green function of H0, that is, for the integral kernel G0

of its resolvent. For that purpose, for z ∈ C \ σ(H0) we set k = k(z) =
√
z2 −m2, where the

branch of the square root is fixed by the condition ℑ
√
λ > 0 for λ < 0. As a consequence it

follows that ℑk(z) > 0 for all z /∈ σ(H0). Then, let us note that for any z ∈ C the equality
(H0 − z)(H0 + z) = −∆ − z2 +m2 holds on H2(R;C2); here ∆ denotes the usual Laplacian in
L2(R;C2). Therefore, for any z /∈ σ(H0) we have

(H0 − z)−1 = (H0 + z)
(

−∆− (z2 −m2)
)−1

,

and we infer from this equality that

G0(x, y; z) =
i

2k

(

z +m −d/dx
d/dx z −m

)

eik|x−y| =

(

im+z
k sgn(x− y)

− sgn(x− y) i k
m+z

)

eik|x−y|

2
. (2.2)

Now, let us denote by H the restriction of H0 to the domain

dom(H) =
{

f ∈ H1(R;C2) | f(0) = 0
}

.

This operator is not self-adjoint any more, but symmetric with deficiency indices (2, 2), see for
example [2, Sec. 5.3]. Furthermore, its adjoint H∗ is given by the same expression but acts on
the larger domain dom(H∗) = H1(R−;C

2)⊕H1(R+;C
2). By a Dirac operator with a zero-range

(or delta-type) interaction at the origin we mean any self-adjoint extension of H. Note that
there already exist several papers discussing various parameterizations of such extensions, see
e.g. [1, 2, 4, 6], but our approach will be slightly different.
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By a direct computation one can check that (C2,Γ1,Γ2) with

Γ1f =

(

f1(+0)− f1(−0)
f2(−0)− f2(+0)

)

, Γ2f =
1

2

(

f2(−0) + f2(+0)
f1(−0) + f1(+0)

)

.

is a boundary triple for H∗ in the sense that for all f, g ∈ dom(H∗) one has

⟨f,H∗g⟩ − ⟨H∗f, g⟩ = ⟨Γ1f,Γ2g⟩ − ⟨Γ2f,Γ1g⟩,
and that the map dom(H∗) ∋ f 7→ (Γ1f,Γ2f) ∈ C

2 × C
2 is surjective. Here we have used the

notation fj(±0) for limε↘0 fj(±ε) for any fj ∈ H1(R±).

Let us now recall a few facts about boundary triples, and refer to [5] for a brief account, to
[8, 9] for a detailed study, and to [24] for a recent textbook presentation. One of the main interest
of boundary triples is that they easily provide a simple description of all self-adjoint extensions
of H and a tool for their spectral and scattering analysis. More precisely, let C,D ∈ M2(C) be
2× 2 matrices, and let us denote by HCD the restriction of H∗ to the domain

dom(HCD) := {f ∈ dom(H∗) | CΓ1f = DΓ2f} .
Then, the operator HCD is self-adjoint if and only if the matrices C and D satisfy the following
conditions:

(i) CD∗ is self-adjoint, (ii) det(CC∗ +DD∗) ̸= 0. (2.3)

Moreover, any self-adjoint extension of H in H is equal to one of the operator HCD. For sim-
plicity, a pair (C,D) of elements of M2(C) satisfying relations (2.3) will be called an admissible
pair. Note that with this notation, the operator H10 ≡ H∗|ker(Γ1) is exactly the above free Dirac

operator H0, which is going to play the role of our reference operator. The other operators HCD

will be interpreted as its perturbations.

Let us stress that the above parametrization is not unique in the sense that one can have
HCD = HC′D′

for two different admissible pairs (C,D) and (C ′, D′). This is the case if and only
if C = KC ′ and D = KD′ for a non-degenerate 2× 2 matrix K. One may obtain a one-to-one
parametrization between the 2 × 2 unitary matrices U and the self-adjoint extensions of H by
setting C := 1

2(1−U) and D := i
2(1+U). We refer to the papers [1, 4] for alternative one-to-one

parameterizations.

Remark 2.1. We note that the papers [2, 6] also make use of boundary triples for studying
perturbed Dirac operators, but with a different choice for the maps Γ1 and Γ2, which leads to a
rather complicated reference operator. Our choice is motivated by obtaining simpler expressions
in the subsequent computations.

2.2 Weyl function and resolvent formula

Our aim is to obtain a resolvent formula for the self-adjoint extensions HCD. First, we compute
explicitly two operator-valued maps playing a key role in the framework of boundary triples,
namely the map

γ(z) :=
(

Γ1

∣

∣

ker(H∗−z)

)−1

and the Weyl functionM(z) := Γ2γ(z). By a direct computation one obtains for any z /∈ σ(H0),
ξ =

( ξ1
ξ2

)

∈ C
2 and x ∈ R

∗ that

[

γ(z)

(

ξ1
ξ2

)]

(x) =









i
m+ z

k
ξ2 + ξ1sgn(x)

i
k

m+ z
ξ1 − ξ2sgn(x)









eik|x|

2
≡ ξ1 h

1
z(x) + ξ2 h

2
z(x),
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where we have set

h1z(x) =
eik|x|

2

(

sgn(x)

i k
m+z

)

, h2z(x) =
eik|x|

2

(

im+z
k

− sgn(x)

)

.

For later use, note that the γ-function satisfies the following identity [5, Th. 1.23]

γ(z̄)∗(H0 − z)f = Γ2f, f ∈ dom(H0), z /∈ σ(H0). (2.4)

Similarly, for the Weyl function we obtain

M(z)

(

ξ1
ξ2

)

=
1

2









ik

m+ z
ξ1

i(m+ z)

k
ξ2









,

i.e. M(z) is just the diagonal matrix

M(z) =
1

2
diag

(

ik

m+ z
,
i(m+ z)

k

)

.

In particular, since for λ ∈ R the following limits hold:

k(λ+ i0) ≡ lim
ε↘0

k(λ+ iε) =

{

sgn(λ)
√
λ2 −m2, |λ| ≥ m,

i
√
m2 − λ2, |λ| < m,

k(λ− i0) ≡ lim
ε↘0

k(λ− iε) =

{

−sgn(λ)
√
λ2 −m2, |λ| ≥ m,

i
√
m2 − λ2, |λ| < m.

it follows that for |λ| < m one has

M(λ± i0) =
1

2
diag

(

−
√

m− λ

m+ λ
,

√

m+ λ

m− λ

)

while for |λ| > m one has

M(λ± i0) = ± i

2
diag

(

√

λ−m

λ+m
,

√

λ+m

λ−m

)

.

With these various definitions a few additional relations between the operators H0 and HCD

can be inferred. For example, for z /∈ σ(H0)∪ σ(HCD) the matrix DM(z)−C is invertible, and
the resolvent formula

(H0 − z)−1 − (HCD − z)−1 = γ(z)
(

DM(z)− C
)−1

Dγ(z)∗ (2.5)

holds. In addition, a value λ ∈ (−m,m) is an eigenvalue of HCD if and only if det
(

DM(λ+ i0)−
C
)

= 0, and then one has ker(HCD − λ) = γ(λ) ker(DM(λ+ i0)−C). Due to the injectivity of
the map γ(λ) : C2 → H, the dimension of ker(DM(λ+ i0)−C) corresponds to the multiplicity
of the eigenvalue λ of HCD. Finally, for any ε ≥ 0, any λ ̸∈ [−m,m] and any admissible pair
(C,D), let us mention the obvious equality M(λ − iϵ) = M(λ + iε)∗ and the identity (see for
example [22, Lem. 6]) :

[

(

DM(λ− iε)− C
)−1

D
]∗

=
(

DM(λ+ iε)− C
)−1

D. (2.6)
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For the next statement, we need to introduce the set

Σ := (−∞,−m) ∪ (m,+∞).

as well as for each λ ∈ Σ the 2× 2 matrix

B(λ) =
1√
2
diag

(

4

√

λ−m

λ+m
, 4

√

λ+m

λ−m

)

which clearly satisfies iB(λ)2 =M(λ+ i0). Furthermore, we also set

TCD
ε (λ) := −2iB(λ)

(

DM(λ+ iε)− C
)−1

DB(λ).

We summarize some properties of this operator in the following assertion, whose proof is given
in the Appendix.

Lemma 2.2. For any admissible pair (C,D), the operator TCD
ε (λ) admits the limit

TCD
0 (λ) = −2iB(λ)

(

DM(λ+ i0)− C
)−1

DB(λ) (2.7)

in M2(C) as ε↘ 0 locally uniformly in λ ∈ Σ. For any λ ∈ Σ the matrix 1+TCD
0 (λ) is unitary,

and the map Σ ∋ λ 7→ TCD
0 (λ) ∈M2(C) is continuous and admits limits at the boundary points

of Σ, with TCD
0 (−∞) = TCD

0 (+∞).

2.3 Spectral analysis

In the next statement, we infer some spectral results for the operator HCD.

Proposition 2.3. Let (C,D) be an admissible pair. Then, one has σac(H
CD) = (−∞,−m] ∪

[m,+∞) and σsc(H
CD) = ∅. Moreover, σp(H

CD) ⊂ (−m,m), and the number of eigenvalues
can be explicitly described as follows:

(a) If det(D) ̸= 0 and D−1C :=

(

ℓ11 ℓ12
ℓ12 ℓ22

)

, then

#σp(H
CD) =











2 if ℓ11 < 0 and ℓ22 > 0,

0 if ℓ11 ≥ 0 and ℓ22 ≤ 0,

1 otherwise.

(b) If dim[ker(D)] = 1 and (p1, p2) is a unit vector spanning ker(D), then #σp(H
CD) = 1 if

p1p2 ̸= 0, if p2 = 0 and tr(CD∗) > 0, or if p1 = 0 and tr(CD∗) < 0. In the other cases,
#σp(H

CD) = 0.

(c) If D = 0, then σp(H
CD) = ∅.

Proof. Since the difference of the resolvents of HCD and H0 is a finite rank operator, it clearly
follows that σess(H

CD) = σess(H0) = σ(H0) = (−∞,−m] ∪ [m,+∞).

Let f ∈ H and let µCDf be the spectral measure associated with HCD and f . It is well known

(see for example [12, Thm. 4.15]) that the singular part µCDf,s of µCDf is concentrated on the set

{

λ ∈ R | lim
ε↘0

ℑ
⟨

f, (HCD − λ− iε)−1f
⟩

= ∞
}

.
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So, let us consider f ∈ C∞
c (R;C2) and compute the above quantity for any |λ| > m. By (2.5)

and for z = λ+ iε, this reduces to an evaluation of the expressions

lim
ε↘0

ℑ
⟨

f, (H0 − z)−1f
⟩

and lim
ε↘0

ℑ
⟨

γ(z)∗f,
(

DM(z)− C
)−1

Dγ(z)∗f
⟩

C2 . (2.8)

A simple computation which takes the expression (2.2) for the Green function into account
shows that the first term in (2.8) is finite. Similarly, by using the explicit expression for γ(z),
one easily obtains that the limits limε↘0 γ(λ ± iε)∗f ∈ C

2 exist. On the other hand, still for

|λ| > m one has ℑM(λ+ i0) > 0, hence, by [22, Lem. 6], the limit
(

DM(λ+ i0)−C
)−1 ∈M2(C)

exists. Therefore, the second expression in (2.8) is also finite, and thus the support of µCDf,s does
not intersect the set (−∞,−m)∪ (m,+∞). Since f is an arbitrary element of a dense set in H,
it means that HCD has no singular spectrum in (−∞,−m) ∪ (m,+∞), and in particular that
the singular continuous spectrum is empty.

Now, to see that ±m /∈ σp(H
CD) it is sufficient to observe that the only solutions of the

ordinary differential equation Hf = ±mf with H given by the expression (2.1) are either
constant or polynomially growing. In particular, this equation has no solution in H.

It remains to count the eigenvalues of HCD in the interval (−m,m). For that purpose and as
noted in the previous section, we first need to determine if the operator DM(λ+ i0)−C has a

0-eigenvalue for some λ ∈ (−m,m). To simplify the notation, let us set t =
√

m−λ
m+λ . Then, this

problem reduces in the study of the possible 0-eigenvalue of the operator 1
2Ddiag(−t, 1/t)− C

for t ∈ (0,∞).

a) We first consider the case det(D) ̸= 0. For that purpose, we set Λ = D−1C and study the
equivalent admissible pair (Λ, 1). Now, observe that the matrix Λ is hermitian:

Λ =:

(

ℓ11 ℓ12
ℓ12 ℓ22

)

.

Thus, we are left with the study of the determinant of the operator 1
2 diag(−t, 1/t) − L with

t ∈ (0,∞). Let us still define the map

(0,∞) ∋ t 7→ DΛ(t) :=
1
2ℓ22t− 1

2ℓ11/t+ det(Λ)− 1
4 ∈ R

Clearly, the determinant of the mentioned operator vanishes for some t ∈ (0,∞) if and only if
the equation DΛ(t) = 0. Now, if ℓ11ℓ22 > 0, then the map DΛ(·) has no local extremum and
thus the above equation has always one single solution. On the other hand, if ℓ11ℓ22 < 0, then
this equation may have 0, 1 or 2 solutions. Indeed, in that case the map DΛ(·) takes its local
extremum at the value t =

√

−ℓ11/ℓ22. Then, DΛ(·) vanishes only once if sgn(ℓ11)
[

det(L)− 1
4

]

=√
−ℓ11ℓ22, DΛ(·) vanishes twice on (0,∞) if sgn(ℓ11)[det(L)− 1

4 ] >
√
−ℓ11ℓ22, while DΛ(·) does

not vanish in the remaining case. However, note that there is a very explicit set of solutions
of the relation sgn(ℓ11)

[

det(L) − 1
4

]

=
√
−ℓ11ℓ22, namely when ℓ11 < 0, ℓ11ℓ22 = −1

4 and
ℓ12 = 0. In addition, a simple computation shows that the two conditions ℓ11ℓ22 < 0 and
sgn(ℓ11)[det(L) − 1

4 ] >
√
−ℓ11ℓ22 hold whenever ℓ11 < 0, ℓ22 > 0, and either ℓ11ℓ22 ̸= −1

4 or
ℓ12 ̸= 0, while the two conditions ℓ11ℓ22 < 0 and sgn(ℓ11)[det(L)− 1

4 ] <
√
−ℓ11ℓ22 hold whenever

ℓ11 > 0 and ℓ22 < 0. Now, if ℓ11 = 0 then DΛ(·) vanishes once on (0,∞) if ℓ22 > 0 and does not
vanish if ℓ22 < 0; if ℓ22 = 0 and ℓ11 < 0 then DΛ(·) vanishes once while if ℓ11 > 0 then DΛ(·)
does not vanish on (0,∞). Finally, if ℓ11 = ℓ22 = 0 there is no solution for DΛ(·) = 0.

b) We now consider the case dim[ker(D)] = 1 and follow the construction described in [22,
Sec. 3]. Let (p1, p2) be a unit vector spanning ker(D). Let I : C → C

2 be the identification of C
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with ker(D)⊥, and let P denote its adjoint, i.e. P : C2 → C is the composition of the orthogonal
projection onto ker(D)⊥ together with the identification of IC with C. Then, as shown in
[22, Eq. (12)], the operator DM(λ + i0) − C is invertible if and only if the reduced operator
PM(λ + i0)I − ℓ is invertible, where ℓ := (DI)−1CI ∈ R. By using this observation and the

change of variable t =
√

m−λ
m+λ we see that the 0-eigenvalue of the operator 1

2Ddiag(−t, 1/t)−C

for t ∈ (0,∞) coincides with the 0 of the map

(0,+∞) ∋ t 7→ dℓ(t) := |p2|2t− |p1|2/t+ 2ℓ ∈ R.

By elementary considerations we observe that this map vanishes once if p1p2 ̸= 0, if p2 = 0 and
ℓ > 0, or if p1 = 0 and ℓ < 0. In the other cases the map dℓ(·) never vanishes. Finally, in
order to obtain the statement of the lemma, let us recall a useful relation between ℓ and (C,D),
namely sgn(ℓ) = sgn[tr(CD∗)], see [14, Sec. 3.B].

c) If D = 0, then HCD = H0 and hence HCD has no eigenvalue.

It now only remains to relate these various results with the dimension of Hp(H
CD). As

mentioned before the statement of the lemma, for each λ ∈ (−m,m) such that 0 is an eigenvalue
of DM(λ+ i0)−C, one needs to determine the multiplicity of this eigenvalue. Equivalently, for
each t ∈ (0,∞) such that 0 is an eigenvalue of 1

2Ddiag(−t, 1/t)−C, one needs to determine the
multiplicity of this eigenvalue. An simple inspection in the previous computations shows that
the multiplicity of the 0-eigenvalue is always 1, except in one special case already emphasized
above, namely when ℓ11 < 0, ℓ11ℓ22 = −1

4 and ℓ12 = 0, for which the multiplicity if 2. By
collecting all these results, one finally obtains the statement of the lemma.

3 Scattering theory

3.1 Wave operators and scattering operator

In this section, we describe the scattering theory for the pair of the operators (HCD, H0). Since
(

HCD−i
)−1−(H0−i)−1 is a finite dimensional operator, it is well-known that the time dependent

wave operators
W±

(

HCD, H0

)

:= s− lim
t→±∞

eitH
CD

e−itH0 (3.1)

exist and are complete, see for example [28, Thm. 6.5.1]. Then, the operator

S
(

HCD, H0

)

:=W+

(

HCD, H0

)∗
W−

(

HCD, H0

)

(3.2)

is usually referred to as the scattering operator. Thus, the aim of the present section is to
calculate these objects in terms of the Weyl function and of the parameters (C,D). To do
that, we recall the so-called stationary expressions for the wave operators. Namely, for suitable
f, g ∈ H we consider the operators WCD

± defined by

⟨WCD
± f, g⟩ =

∫

R

lim
ε↘0

ε

π

⟨

(H0 − λ∓ iε)−1f, (HCD − λ∓ iε)−1g
⟩

dλ.

Note that the precise choice for the elements f, g will be specified later on, and that the equality
of W±

(

HCD, H0

)

with WCD
± will follow from our computations. In the sequel, we concentrate

on WCD
− , and stress that the operator WCD

+ can be treated similarly.
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For that purpose, consider for ε > 0 the function δε : R → R given by

δε(x) =
1

π

ε

x2 + ε2
.

We clearly have

δε
(

H0 − λ
)

=
ε

π
(H0 − λ+ iε)−1(H0 − λ− iε)−1.

With this notation, the limit limε↘0

⟨

δε
(

H0 − λ
)

f, g
⟩

exists for a.e. λ ∈ R, and

∫

R

lim
ε↘0

⟨

δε(H0 − λ)f, g
⟩

dλ = ⟨f, g⟩,

see [28, Sec. 1.4]. As a consequence, by taking the resolvent formula (2.5) into account, one
obtains that

⟨(WCD
− − 1)f, g⟩

= −
∫

R

lim
ε↘0

⟨ ε

π
γ(λ− iε)∗(H0 − λ+ iε)−1f,

(

DM(λ− iε)− C
)−1

Dγ(λ+ iε)∗g
⟩

C2

dλ. (3.3)

Our next aim will be to put together some of these terms and to obtain some more coherent and
simply understandable factors. For that purpose, the spectral representation of the operator H0

will be needed.

3.2 Spectral representation of the free Dirac operator

In this section, we construct the spectral representation of H0, mimicking the construction
provided in [11, Sec. 2]. For any fixed p ∈ R, let us set

h(p) :=

(

m −ip
ip −m

)

∈M2(C).

The eigenvalues of this matrix are ±
√

p2 +m2 and two normalized eigenfunction are defined by
the expressions

ξ+(p) :=
1

√

2(p2 +m2 +m
√

p2 +m2)

(

m+
√

p2 +m2

ip

)

,

ξ−(p) :=
1

√

2(p2 +m2 +m
√

p2 +m2)

(

ip

m+
√

p2 +m2

)

.

(3.4)

For simplicity, the orthogonal projection on the subspace generated by ξ±(p) will be denoted by
P±(p) ∈M2(C). Then, for any λ ∈ R satisfying ±λ > m, let us define

H (λ) :=
(

P±(−
√

λ2 −m2
)

C
2, P±

(

√

λ2 −m2
)

C
2
)

,

and observe that H (λ) is a two dimensional subspace of C2 ⊕ C
2. Let us also set

H :=

∫ ⊕

Σ
H (λ)dλ.

9



More precisely, any element φ ∈ H is of the form (φ1, φ2) with φj ∈ L2(Σ;C2), φ1(λ) collinear
to ξ±

(

−
√
λ2 −m2

)

and φ2(λ) collinear to ξ±
(√
λ2 −m2

)

for ±λ > m. One also defines the
unitary operator U : H → H given for f ∈ H and ±λ > m by

[Uf ](λ) := 4

√

λ2

λ2 −m2

(

P±(−
√

λ2 −m2
)

f
(

−
√

λ2 −m2
)

, P±
(

√

λ2 −m2
)

f
(

√

λ2 −m2
)

)

.

Note that its adjoint is provided by the following expression: for any φ ∈ H with φ = (φ1, φ2)
and for p ∈ R

∗ one has

[U∗φ](p) = 4

√

p2

p2 +m2

{

φ1

(

−
√

p2 +m2
)

+ φ1

(
√

p2 +m2
)

if p < 0,

φ2

(

−
√

p2 +m2
)

+ φ2

(
√

p2 +m2
)

if p > 0.

Obviously, the above expressions have to be understood in the L2-sense, i.e. for almost every
λ ∈ Σ or for almost every p ∈ R

∗. It is now a matter of a simple computation to check that for
any λ ∈ Σ one has

[U h(·)U∗φ](λ) = λφ(λ).

In addition, if F denotes the Fourier transform on L2(R;C2), then the operator F0 := UF :
H → H realizes the spectral representation of H0, namely

F0H0F∗
0 = L0, (3.5)

where L0 is the self-adjoint operator of multiplication by the variable λ in H .

3.3 Computing the wave operator : preliminary steps

In order to simplify the expression (3.3) we first use the identity (2.4), which gives, for z /∈ σ(H0),

ε

π
γ(z̄)∗(H0 − z̄)−1 =

ε

π
Γ2(H0 − z)−1(H0 − z̄)−1 = Γ2 δε(H0 − λ),

γ(z)∗ = Γ2 (H0 − z̄)−1.

By collecting these equalities and using (2.6), one infers that

⟨(WCD
− − 1)f, g⟩ = −

∫

R

lim
ε↘0

⟨

Γ2δε(H0 − λ)f,
(

DM(λ− iε)− C
)−1

DΓ2(H0 − λ+ iε)−1g
⟩

C2 dλ

=
1

2

∫

Σ
lim
ε↘0

⟨

TCD
ε (λ)B(λ)−1Γ2δε(H0 − λ)f, iB(λ)−1Γ2(H0 − λ+ iε)−1g

⟩

C2 dλ.

Note that for the second equality, we have taken into account that the above integrant vanishes
for almost every λ ∈ (−m,m) as ε ↘ 0; more precisely, it vanishes at any point λ ∈ (−m,m)
which is not an eigenvalue of HCD.

By looking at the previous equality inside the spectral representation of H0, one has thus
obtained that for suitable φ, ψ ∈ H :

⟨F0(W
CD
− − 1)F∗

0φ,ψ⟩H
=

1

2

∫

Σ
lim
ε↘0

⟨

TCD
ε (λ)B(λ)−1Γ2F∗

0 δε(L0 − λ)φ, iB(λ)−1Γ2F∗
0 (L0 − λ+ iε)−1ψ

⟩

C2 dλ. (3.6)
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For the next statement, one needs to be a little bit more cautious about the set of suitable
elements of H . For that purpose, we introduce the following space:

S :=
{

η =

(

η1
η2

)

| ηj ∈ C∞
c (Σ)

}

.

Our interest in this set comes from its dense embedding into H . Indeed, define

J : S → H , [Jη](λ) :=
(

η1(λ)ξ
±
(

−
√

λ2 −m2
)

, η2(λ)ξ
±
(

√

λ2 −m2
)

)

for ± λ > m.

It clearly follows that JS is dense in H and that J extends to a unitary operator from L2(Σ;C2)
to H . We then set

L := J∗L0J, (3.7)

i.e. L is simply the operator of multiplication by the variable in L2(R,C2).

Let us finally introduce for each λ ∈ Σ the unitary 2× 2 matrix N(λ) defined by

N(λ) =
1√
2

(

1 1
−i i

)

if λ < −m and N(λ) =
1√
2

(

−i i
1 1

)

if λ > m.

The operator of multiplication by the function N defines a unitary operator in L2(Σ;C2), and
it will be denoted by the same symbol N .

Remark 3.1. Let us stress that the precise form of this unitary transformation N is not really
relevant here. Indeed, this transformation highly depends on our choice for the functions ξ± in
the spectral representation of H0. In fact, only the product NJ∗U really matters, as it can be
inferred from formula (3.10) (recall that F0 = UF).

Lemma 3.2. For any η ∈ S and λ ∈ Σ one has

lim
ε↘0

√
πB(λ)−1Γ2F∗

0 δε(L0 − λ)Jη = N(λ)η(λ).

Proof. For shortness, let us set pm :=
√

p2 +m2. Then, a simple computation gives

Γ2F∗
0 δε(L0 − λ)Jη

=
1√
2π

∫ 0

−∞

4

√

p2

p2 +m2

[

δε(−pm − λ)η1(−pm)ξ+(p) + δε(pm − λ)η1(pm)ξ−(p)
]

dp

+
1√
2π

∫ ∞

0

4

√

p2

p2 +m2

[

δε(−pm − λ)η2(−pm)ξ+(p) + δε(pm − λ) η2(pm)ξ−(p)
]

dp

=
1√
2π

∫ −m

−∞

4

√

µ2

µ2 −m2
δε(µ− λ)

[

η1(µ)ξ
+
(

−
√

µ2 −m2
)

+ η2(µ)ξ
+
(

√

µ2 −m2
)

]

dµ

+
1√
2π

∫ ∞

m

4

√

µ2

µ2 −m2
δε(µ− λ)

[

η1(µ)ξ
−
(

−
√

µ2 −m2
)

+ η2(µ)ξ
−
(

√

µ2 −m2
)

]

dµ.

By taking the limit as ε↘ 0 one obtains for ±λ > m

lim
ε↘0

Γ2F∗
0 δε(L0 − λ)Jη =

1√
2π

4

√

λ2

λ2 −m2

[

η1(λ)ξ
∓
(

−
√

λ2 −m2
)

+ η2(λ)ξ
∓
(

√

λ2 −m2
)

]

.

Finally, by using the expressions (3.4) for ξ± and by considering separately the case ±λ > m, a
short computation leads directly to the statement.
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In addition, one can also show:

Lemma 3.3. For any η ∈ S and λ ∈ Σ one has

B(λ)−1Γ2F∗
0 (L0 − λ+ iε)−1Jη =

1√
π

∫

Σ
B(λ)−1(µ− λ+ iε)−1B(µ)N(µ)η(µ)dµ.

Proof. By a computation similar to the previous proof, one obtains that

Γ2F∗
0 (L0 − λ+ iε)−1Jη

=
1√
2π

∫ −m

−∞

4

√

µ2

µ2 −m2
(µ− λ+ iε)−1

[

η1(µ)ξ
+
(

−
√

µ2 −m2
)

+ η2(µ)ξ
+
(

√

µ2 −m2
)

]

dµ

+
1√
2π

∫ ∞

m

4

√

µ2

µ2 −m2
(µ− λ+ iε)−1

[

η1(µ)ξ
−
(

−
√

µ2 −m2
)

+ η2(µ)ξ
−
(

√

µ2 −m2
)

]

dµ

=
1√
2π

∫ −m

−∞
(µ− λ+ iε)−1 1√

2
diag

(

4

√

µ−m

µ+m
, 4

√

µ+m

µ−m

)(

1 1
−i i

)(

η1(µ)
η2(µ)

)

dµ

+
1√
2π

∫ ∞

m
(µ− λ+ iε)−1 1√

2
diag

(

4

√

µ−m

µ+m
, 4

√

µ+m

µ−m

)(

−i i
1 1

)(

η1(µ)
η2(µ)

)

dµ

=
1√
π

∫

Σ
(µ− λ+ iε)−1B(µ)N(µ)η(µ)dµ

which leads directly to the expected result.

For ε > 0, let us finally define the integral operator Θε on S which kernel is

Θε(λ, µ) :=
i

2π
B(λ)−1(µ− λ+ iε)−1B(µ).

A straightforward computation leads then to the following equality for any η ∈ S and λ ∈ Σ:

[

lim
ε↘0

Θεη
]

(λ) ≡ [Θ0η](λ) =
i

2π
B(λ)−1 P.v.

∫

Σ

1

µ− λ
B(µ)η(µ)dµ+

1

2
η(λ).

Starting from (3.6) and by taking Lemmas 3.2 and 3.3 into account, one can already guess that
the singular integral operator Θ0 is going to play a central role in the expression for the wave
operator. However, let us observe that the maps λ 7→ B(λ) and λ 7→ B(λ)−1 are not bounded
as λ → ±m. Therefore, it is not very easy to deal with the above kernel. For that reason, our
last task is to get a better understanding of this integral operator by looking at it in another
unitarily equivalent representation.

3.4 The upside-down representation

Let us finally define the unitary operator V : L2(Σ;C2) → L2(R;C2) given for η ∈ L2(Σ;C2)
and x ∈ R by

[

Vη
]

(x) :=
√
2m

ex/2

ex − 1
η
(

m
ex + 1

ex − 1

)

The special feature of this representation is that the values ±m are sent to ±∞ while any
neighbourhood of the points ±∞ is then located near the point 0. The adjoint of the operator
V is provided for ζ ∈ L2(R;C2) and λ ∈ Σ by the expression

[

V∗ζ
]

(λ) =
√
2m

√

λ+m

λ−m

1

λ+m
ζ
(

ln
[λ+m

λ−m

])

.
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We shall now compute the kernel of the operator VΘ0V∗, and observe that this new kernel has
a very simple form.

For that purpose, let us use the standard notation X for the self-adjoint operator on L2(R) of
multiplication by the variable, and by D the self-adjoint operator on the same space correspond-
ing to the formal expression −i d

dx . For a measurable (matrix-valued) function K : R → M2(C)
we denote byK(X) the operator of pointwise multiplication by the matrixK(·) in L2(R;C2), and
by K(D) we denote the operator F∗K(X)F , where F is the Fourier transformation in L2(R;C2).

One checks, by a direct substitution, that for any measurable function ρ : Σ → M2(C) one
has

Vρ(L)V∗ = ρ

(

m
eX + 1

eX − 1

)

. (3.8)

In particular, such a relation holds for ρ = TCD
0 . Furthermore, for any ζ = (ζ1, ζ2) ∈ C∞

c (R \
{0};C2) and x ∈ R

∗ \ {0}, it can be obtained straightforwardly that

[VΘ0V∗ζ](x)

=
i

8π
P.v.

∫

R

(

−1
sinh((y−x)/4) +

1
cosh((y−x)/4) 0

0 −1
sinh((y−x)/4) +

−1
cosh((y−x)/4)

)

ζ(y)dy +
1

2
ζ(x)

=
i

8π

(

g+ ⋆ ζ1
g− ⋆ ζ2

)

(x) +
1

2
ζ(x),

where

g±(x) =
1

sinh(x/4)
± 1

cosh(x/4)
,

and ⋆ means the (distributional) convolution product. Using then the identity

g ⋆ f = [Fg](D)f
and the explicit expressions for the Fourier images of g± from [13, Table 20.1] we obtain VΘ0V∗ =
R(D)∗ with R(·) defined for all x ∈ R by

R(x) :=
1

2

[

(

tanh(2πx)− i cosh(2πx)−1 0
0 tanh(2πx) + i cosh(2πx)−1

)

+ 1

]

, (3.9)

We are now ready to prove the existence of the wave operator and a new representation for
it.

Proposition 3.4. The wave operator WCD
− exists and is equal to the operator W−

(

HCD, H0

)

defined in (3.1). In addition, the following equality holds in L2(R;C2):

VN J∗F0 (W
CD
− − 1)F∗

0 J N
∗V∗ = R(D)TCD

0

(

m
eX + 1

eX − 1

)

. (3.10)

Proof. Starting from the equality (3.6) and by taking Lemmas 3.2 and 3.3 into account, one
easily deduces that the following equalities hold for any η, η′ in the dense subset S of L2(Σ;C2):

⟨F0(W
CD
− − 1)F∗

0Jη, Jη
′⟩

H

=
1

2

∫

Σ
lim
ε↘0

⟨

TCD
ε (λ)B(λ)−1Γ2F∗

0 δε(L0 − λ)Jη, iB(λ)−1Γ2F∗
0 (L0 − λ+ iε)−1Jη′

⟩

C2 dλ

=

∫

Σ

⟨

TCD
0 (λ)N(λ)η(λ), [Θ0Nη

′](λ)
⟩

C2 dλ.
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Now, the existence of the limit (inside the integral sign) for any λ ∈ Σ and any η, η′ ∈ S

already shows the existence of the stationary wave operator WCD
− , see [28, Def. 2.7.2]. In

addition, its equality with W−

(

HCD, H0

)

follows from [28, Thm. 5.2.4]. Finally, relation (3.10)
can be deduced by a conjugation with the unitary operators N and V.

It only remains to link the multiplication operator TCD
0 (L) in L2(Σ;C2) with the scattering

operator SCD := S(HCD, H0) introduced in (3.2). For that purpose, recall that since the operator
SCD commutes with H0, the operator F0S

CDF∗
0 commutes with L0 and, therefore, corresponds

to an operator of multiplication in H . For that reason, one usually writes F0S
CDF∗

0 = SCD(L0),
where SCD(λ) is a unitary operator in H (λ) for almost every λ ∈ Σ which is called the scattering
matrix at energy λ.

Lemma 3.5. For almost every λ ∈ Σ, the following equality holds:

SCD(λ) = 1 +N(λ)∗TCD
0 (λ)N(λ). (3.11)

Proof. We proceed by using the intertwining relation and the invariance principe. It is well
known that if α : Σ → R is smooth and has a positive derivative, then the scattering operator
SCD is the strong limit of the operators eitα(H0)WCD

− e−itα(H0) as t → ∞, see for example [28,
Sec. 2.6]. Let us consider the function α : Σ → R defined by α(λ) := ln

(

λ−m
λ+m

)

. Clearly, this
function is smooth on Σ with a positive derivative, which gives

s− lim
t→∞

eitα(H0)
(

WCD
− − 1

)

e−itα(H0) = SCD − 1.

We also observe that due to (3.8) we have

eitα(L)V∗ = V∗e−itX. (3.12)

Now, by using successively relations (3.5), (3.10), (3.8) (3.7) and the commutativity of e−iα(L)

with N and TCD
0 (L), (3.12), and the usual relation between the operators X and D, one infers

that

SCD(L0)− 1 =F0(S
CD − 1)F∗

0

=s− lim
t→∞

F0 e
itα(H0)

(

WCD
− − 1

)

e−itα(H0)F∗
0

=s− lim
t→∞

eitα(L0)F0

(

WCD
− − 1

)

F∗
0 e

−itα(L0)

=s− lim
t→∞

eitα(L0)J N∗V∗R(D)TCD
0

(

m
eX + 1

eX − 1

)

VN J∗ e−itα(L0)

=s− lim
t→∞

eitα(L0)J N∗V∗R(D)V TCD
0 (L)N J∗ e−itα(L0)

=s− lim
t→∞

J N∗ eitα(L)V∗R(D)V e−itα(L)TCD
0 (L)N J∗

=s− lim
t→∞

J N∗V∗ e−itXR(D)eitXV TCD
0 (L)N J∗

=s− lim
t→∞

J N∗V∗R(D+ t)V TCD
0 (L)N J∗.

Finally, since s− limt→∞R(D+ t) = 1, it directly follows from the relation (3.7) between L and
L0 that

SCD(L0)− 1 = J N∗TCD
0 (L)N J∗ = N∗(L0)T

CD
0 (L0)N(L0).

The statement is then a consequence of the pointwise identification of these two multiplication
operators.
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Remark 3.6. By taking the relation WCD
+ = WCD

− (SCD)∗ into account, an explicit expression
for WCD

+ , similar to the one obtained in (3.10) for WCD
− , could also be derived.

Remark 3.7. As a consequence of Lemma 2.2 and of the explicit formula (3.9), the maps

x 7→ R(x), x 7→ TCD
0

(

m
ex + 1

ex − 1

)

are continuous on the whole real line and admit limits at ±∞. This is an essential feature of
these functions, and it plays an essential role in the subsequent algebraic construction.

4 Topological results

In this section, we briefly deduce the main corollary of the explicit formula (3.10), and refer to
[14] and [25] for a thorough description of the underlying algebraic framework.

Let us start by defining the following map: For x, y ∈ R one sets

ΓCD(x, y) = 1 +R(y)TCD
0

(

m
ex + 1

ex − 1

)

, (4.13)

where R(·) has been introduced in (3.9) and TCD
0 (·) has been computed explicitly in (2.7).

It follows from Remark 3.7 that ΓCD can be continuously extended to a function on � :=
[−∞,+∞]×[−∞,+∞]. More precisely, one can set ΓCD ∈ C

(

�;M2(C)
)

with ΓCD(x, y) provided
by (4.13). The asymptotic values of this function can then be easily computed, namely

ΓCD
1 (y) :=ΓCD(−∞, y) = 1 +R(y)TCD

0 (m)

ΓCD
2 (x) :=ΓCD(x,+∞) = 1 + TCD

0

(

m
ex + 1

ex − 1

)

ΓCD
3 (y) :=ΓCD(+∞, y) = 1 +R(y)TCD

0 (−m)

ΓCD
4 (x) :=ΓCD(x,−∞) = 1.

It is certainly worth emphasizing that ΓCD
1 and ΓCD

3 are related to the behavior of TCD
0 at the

thresholds values ±m, while ΓCD
2 is related to the scattering operator through the relation (3.11).

Note also that the precise value of TCD
0 (±m) ∈M2(C) could be explicitly computed in terms of

C and D, but that this is not our concern here (a similar computation has been performed for
example in [22, Prop. 14] for the Aharonov-Bohm operator).

Let us now observe that the boundary � of � consists in the union of four parts B1 ∪B2 ∪
B3 ∪ B4, with B1 = {−∞} × [−∞,+∞], B2 = [−∞,+∞] × {+∞}, B3 = {+∞} × [−∞,+∞]
and B4 = [−∞,+∞]× {−∞}. Therefore, one can define the function

ΓCD
� : � →M2(C)

with ΓCD
�

∣

∣

Bj
= ΓCD

j . By construction, the function ΓCD
� is continuous and takes values in U(2),

the subset of unitary matrices in M2(C), or more precisely ΓCD
� ∈ C

(

�;U(2)
)

. Note that the

property ΓCD
� (θ) ∈ U(2) for any θ ∈ � can be checked explicitly, but also directly follows from

the unitarity of the image of the wave operators in the Calkin algebra.

One of the main result of the C∗-algebraic framework which has been developed for example
in [14] and [25] is to relate the function ΓCD

� to the number of bound states of HCD. More

precisely, let us define the winding number wind[ΓCD
� ] of the map

� ∋ θ 7→ det
[

ΓCD
� (θ)

]

∈ T
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with orientation of � chosen clockwise. Here, T denotes the set of complex numbers of modulus
1, and det denotes the usual determinant on M2(C). Then, the following topological version of
Levinson’s theorem holds:

Theorem 4.1. For any admissible pair (C,D) one has

wind[ΓCD
� ] = −#σp(H

CD). (4.14)

Once in the suitable C∗-algebraic framework, the proof of this statement is quite standard.
We refer to [16, 25] for the construction of the framework and for the related proofs.

As a final remark, let us comment of the contribution of each term ΓCD
j for j ∈ {1, 2, 3, 4}

in the l.h.s. of (4.14). Clearly, the contribution of ΓCD
4 is trivial, while the contributions of ΓCD

1

and ΓCD
3 are directly related to the threshold effects at ±m. These effects do depend on the

choice of the pair (C,D). For the contribution of ΓCD
2 , let us observe that

det
[

ΓCD
2 (θ)

]

= det
[

1 + TCD
0

(

m
eθ + 1

eθ − 1

)]

= det
[

SCD
(

m
eθ + 1

eθ − 1

)]

where relation (3.11) has been taken into account. Thus, when θ varies from −∞ to +∞, one
easily observes that the contribution due to ΓCD

2 is provided by two distinct contributions, the
one coming from det

[

SCD(λ)
]

as λ runs from m to +∞, and the one coming from det
[

SCD(λ)
]

as λ goes from −m to −∞. Note that the difference of relative orientation for the two con-
tributions was already noticed in the literature, see for example [7, 18]. Note also that even if
SCD(−∞) ̸= SCD(+∞), the equality det

[

SCD(−∞)
]

= det
[

SCD(+∞)
]

holds, as shown in the
above computations.

Appendix

Proof of Lemma 2.2. We first observe that for any λ ∈ Σ we can write

M(λ+ iε) = iB(λ)2 +K(λ, ε), (4.15)

with K(λ, ε) → 0 as ε↘ 0 locally uniformly in λ ∈ Σ. The scheme of the following argument is
similar to the one already used in the proof of Proposition 2.3.

a) Consider first the case det(D) ̸= 0, and set Λ := D−1C. Then, Λ∗ = Λ and TCD
ε (λ) =

−2iB(λ)
(

M(λ + iε) − Λ)−1B(λ). As B(λ) > 0 for any λ ∈ Σ, the continuity statement follows
from the representation (4.15) and from the continuity of the maps Σ ∋ λ→ B(λ) ∈M2(C) and
Σ× [0,+∞) ∋ (λ, ε) 7→M(λ+ iε) ∈M2(C). In addition, we get after some elementary algebra
that

(

1 + TCD
0 (λ)

)(

1 + TCD
0 (λ)

)∗ − 1

=4B(λ)
(

M(λ+ i0)− Λ
)−1
(

B(λ)2 − M(λ+ i0)−M(λ+ i0)∗

2i

)

(

M(λ+ i0)∗ − Λ
)−1

B(λ)

=0,

which shows the unitarity of 1+TCD
0 (λ). The existence of the limits can be checked directly. In

particular, the equality TCD
0 (−∞) = TCD

0 (+∞) follows from M(−∞+ i0) =M(+∞+ i0) = i
2 .

b) We now consider the case dim[ker(D)] = 1 and proceed as in [22, Sec. 3]. Let I : C → C
2

be the identification of C with ker(D)⊥, and let P denote its adjoint, i.e. P : C2 → C is the
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composition of the orthogonal projection onto ker(D)⊥ together with the identification of IC

with C. Then, as shown in [22, Eq. (12)], one has (DM(z)− C)−1D = I
(

m(z)− ℓ
)−1

P , where
ℓ := (DI)−1CI ∈ R andm(z) = PM(z)I ∈ C. One easily checks thatm(λ+iε) = iβ(λ)+k(λ, ε)
with k(λ, ε) → 0 as ε ↘ 0 locally uniformly in λ ∈ Σ, with β(λ) = PB(λ)2I ∈ R, and
β(λ) > 0 for λ ∈ Σ. The continuity statement now follows from the continuity of the maps
Σ ∋ λ→ β(λ) ∈ R and Σ× [0,+∞) ∋ (λ, ε) 7→ m(λ+ iε) ∈ C. By using P ∗ = I, we then obtain

(

1 + TCD
0 (λ)

)(

1 + TCD
0 (λ)

)∗ − 1

=
(

1− 2iB(λ)I
(

m(λ+ i0)− ℓ
)−1

PB(λ)
)(

1− 2iB(λ)I
(

m(λ+ i0)− ℓ
)−1

PB(λ)
)∗

− 1

=4
(

m(λ+ i0)− ℓ
)−1(

m(λ+ i0)∗ − ℓ
)−1

B(λ)I
(

PB(λ)2I − m(λ+ i0)−m(λ+ i0)∗

2i

)

PB(λ)

=0,

which shows the unitarity. The existence of the limits at the boundary can be checked explicitly.

c) The remaining case D = 0 is trivial.
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[12] V. Jakšić: Topics in spectral theory, In: S. Attal, A. Joye, C.-A. Pillet (Eds.), Open Quantum
Systems I. Recent Developments, pp. 235–312, Lecture Notes Math., Vol. 1880, Springer,
Berlin, 2006.

[13] A. Jeffrey: Handbook of mathematical formulas and integrals, Academic Press, Inc., San
Diego, CA, 1995.

[14] J. Kellendonk, K. Pankrashkin, S. Richard: Levinson’s theorem and higher degree traces for
Aharonov-Bohm operators, J. Math. Phys. 52 (2011), 052102.

[15] J. Kellendonk, S. Richard: Levinson’s theorem for Schrödinger operators with point inter-
action: a topological approach, J. Phys. A 39 (2006), no. 46, 14397–14403.

[16] J. Kellendonk, S. Richard: On the structure of the wave operators in one dimensional
potential scattering, Mathematical Physics Electronic Journal 14 (2008), 1–21.

[17] J. Kellendonk, S. Richard: On the wave operators and Levinson’s theorem for potential
scattering in R

3, Asian-European Journal of Mathematics 5 (2012), 1250004-1–1250004-22.

[18] M. Klaus: On the Levinson theorem for Dirac operators, J. Math. Phys. 31 (1990), no. 1,
182–190.

[19] D.-H. Lin: Friedel sum rule, Levinson theorem, and the Atiyah-Singer index, Phys. Rev. A
75 (2007), 032115.

[20] Q.-G. Lin: Levinson theorem for Dirac particles in one dimension, Eur. Phys. J. D At. Mol.
Opt. Phys. 7 (1999), no. 4, 515–524.

[21] Z.-Q. Ma, G.-J. Ni: Levinson theorem for Dirac particles, Phys. Rev. D 31 (1985), 1482-
1488.

[22] K. Pankrashkin, S. Richard: Spectral and scattering theory for the Aharonov-Bohm opera-
tors, Rev. Math. Phys. 23 (2011), 53–81.

[23] H. Schulz-Baldes: The density of surface states as the total time delay, Preprint
arXiv:1305.2187.
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