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#### Abstract

Graphs are popular data structures used to model pair wise relations between elements from a given collection. In image processing, adjacency graphs are often used to represent the relations between segmented regions. Such graphs can be compared but graph matching strategies are essential to find similar patterns. In this paper, we propose to detect the recurrent characters of a comics book. In this method each panel is represented with an attributed adjacency graph. Then, an inexact graph matching strategy is applied to find redundant structures among this set of graphs. The main idea is that the same character will be represented by similar subgraphs in the different panels where it appears. The two-step matching process consists in a node matching step and an edge validation step. Experiments show that our approach is able to detect redundant structures in the graph and consequently the recurrent characters in a comics book. The originality of our approach is that no model is required, the algorithm detects all by itself all redundant structures.
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## I. Introduction

Nowadays, with the development of information technology and communication, the digital information is becoming increasingly popular. It is a great challenge for computer science to develop applications to help the user to process this information. Born in the 19th century, comics spread worldwide and became an important industry. Although hundreds of thousands comics albums have been digitized around the world, few researches have been carried out in order to exploit the content of digitized comics.

Some works have been done to analyze the layout of Japanese mangas [1], to extract panels [2], [3], [4], [5], to localize speech balloons [6], [4] or to detect text [6], [5]. In [7], authors are able to detect faces, in Japanese mangas, as regions of interests to detect illegal copies. But, at present, a big challenge consists in developing methods to extract characters and to analyze the scenery which can be make up different objects or background according to the situation. To our knowledge, no research has been done to analyze the graphical content of color comic books.

If we consider the characters illustrated in the panels of a comic books, their representation change because the artist usually draw the characters with different size or from different point of views, with various face expressions or in diverse positions. Usual pattern recognition methods would try to match a candidate area with a given model of a character. But
the main problem to solve would be to define a model of this character since there are almost as many models as character representations.

The first question is how to represent a character ? Each character corresponds to a set of regions with different colors which represent clothes, head, skin, eyes and hair and so on... More generally, each panel is a set of color regions which represent the parts of the characters, but also the ones of the background. Graphs are popular data structures used to model pair wise relations between elements from a given collection. In document analysis, or more generally, in image processing, adjacency graphs are often used to represent the relations between segmented regions. Such graphs can be compared but graph matching strategies are essential to find similar patterns.

We propose to represent each panel with an attributed adjacency graph and to extract redundant structures. The main idea is that the same character will be represented by similar subgraphs in the different panels where it appears. Thus, an inexact graph matching strategy has been developed to find these redundant structures among this set of graphs.

The paper is organized as follow. The second section gives an overview of comparison methods between graphs. The method used to represents comic panels with graphs is detailed in section III. Section IV describes the inexact graph matching approach. The experimentations and results are given in section V. Finally, conclusion and future works end this paper.

## II. OvERVIEW OF GRaph COMPARISON METHODS

A graph $G=(V, E)$ is a set of vertex (nodes) $V$ connected by edges (links) $E$. In model-based pattern recognition problems, two graphs are given, the model graph $G_{M}$ and the data graph $G_{D}$. The procedure for comparing them involves checking whether they are similar or not. Generally speaking, we can state the graph matching problem as follows: given two graphs $G_{M}=\left(V_{M}, E_{M}\right)$ and $G_{D}=\left(V_{D}, E_{D}\right)$, with $\left|V_{M}\right|=\left|V_{D}\right|$, the problem is to find a one-to-one mapping $f: V_{D} \rightarrow V_{M}$ such that $(u, v) \in E_{D}$ iff $(f(u), f(v)) \in E_{M}$. When a mapping $f$ exists, this is called an isomorphism, and $G_{D}$ is said to be isomorphic to $G_{M}$. This type of problem is known as exact graph matching. On the other hand, the term "inexact" applied to graph matching problems means that it is not possible to find an isomorphism between the two graphs. This is the case when the number of nodes is different in both the model and data graphs. Therefore, in these cases no isomorphism can be expected between both graphs, and
the graph matching problem does not consist in searching for the exact way of matching nodes of a graph with nodes of the other, but in finding the best matching between them. This leads to a class of problems known as inexact graph matching. In that case, the matching aims at finding a nonbijective correspondence between a data graph and a model graph [8], [9]. If one of the graphs involved in the matching is larger than the other, in terms of the number of nodes, then the matching is performed by a subgraph isomorphism. A subgraph isomorphism from $G_{M}$ to $G_{D}$ means finding a subgraph $s_{g}$ of $G_{D}$ such that $G_{M}$ and $s_{g}$ are isomorphic.

Two drawbacks can be stated for the use of graph matching. First, the computational complexity is an inherent difficulty of the graph-matching problem. A research effort has been made to develop computationally tractable graph-matching algorithms [10]. The second drawback is dealing with noise and distortion. The encoding of an object of an image may not be perfect due to noise and errors introduced in low-level stages. In such situations, the graph representation of identical objects may not exactly match. To overcome this shortcoming, some methods propose to define a distance between graphs. The edit distance is often used to measure the distance between graphs [11]. The edit distance is a dissimilarity measure that represents the minimum-cost sequence of basic editing operations to transform a graph into another graph by means of insertion, deletion and substitution of nodes or edges. The flexibility of the edit distance allows to use this approach on a large diversity of graphs with no constraint on the labels or the topology. Anyway, its application is limited to small graphs.

Another approach, to overcome computational time and dimensionality problems, consists in embedding graph in vector spaces. Different graph embedding procedures have been proposed. Some of them are based on the spectral graph theory, others take advantage of typical similarity measures to perform the embedding tasks [12]. The main advantage of this approach is that the comparison of graphs becomes a comparison of vectors, euclidian distance can be used and computational time depends on the vector size. Moreover all classification methods based on vectors are available to the graph domain. However, graph embedding lacks the capabilities to address the problem of graph matching. This is because of the strict limitation of the resulting feature vector which is not capable of preserving the matching between nodes of graphs.

In our work, we have considered the search of redundant structures as an inexact graph matching problem. The approach will be detailed in section IV.

## III. Graph representation of comics

We introduce in this section an approach to represent a comics panel by a graph. First, we extract the color regions and their features, second the graph is constructed in three steps: node labeling, edge construction and edge labeling.

## A. Pre-processing

The first step consists in extracting panels from a comics page with the method proposed in [5]. Each panel is then processed separately as shown in figure 1. To obtain regions, any color segmentation method can be used in this stage. However to avoid over-segmentation, a color reduction of 16


Fig. 1. Process from comics page to panels
most significant colors is applied to the page. In order to limit noise and distortion in the graph, three filtering steps are applied to remove:

- The text inside the balloons with the method given in [13]
- The small regions to limit the number of regions and consequently the size the graph.
- The black lines surrounding the color regions.

The black lines are a feature of most color comics but are not interesting in our approach since they create no significant region and break the adjacency relationship between meaningful color regions. Since a black line surrounds all the regions of the panel, it produces the biggest connected component in the panel. This component can easily be ignored in the rest of process.

After this pre-processing stage, a set of regions is obtained. Each region is characterized by the following features: color, surface area, compactness, shape and its adjacent regions.

## B. Node labeling

In our approach, the regions are represented as the nodes of the graph. Each node is described by the following attributes:

- Color. The color is defined in CIE L*a* ${ }^{*}$ color space [14]. $\mathrm{L} * \mathrm{a} * \mathrm{~b} *$ is a uniform color space based on the human perceptual system. It has been specially designed so that the calculated euclidian distances between colors correspond to the differences perceived by the human eye. The region color is represented by a vector of three dimensions where each element corresponds respectively to $L$ (luminance), $a$ and $b$ (chromatic components).
- Compactness. This value is calculated in the segmentation step.
- Shape. The shape of the regions is characterized by Hu moments [15] which are invariant under translation, changes in scale, and also rotation. These properties are essential in our case because the characters can be drawn with different size or orientation. This attribute is defined by a vector with the 7 values of Hu moments.

Finally, by combining these attributes, each region is characterized by an 11-dimensional vector. Since the magnitude of each component of this vector can be very different, a normalization process is applied to give the same weight to
each component and to be able to compare vectors objectively. Let $X_{i}$ be the value of one component, $\overline{X_{i}}$ the average value and $\Gamma$ the standard deviation. The normalization is performed as follows: $\left(X_{i}-\overline{X_{i}}\right) / \Gamma$. This normalized vector will be used to compare the regions.

## C. Edge construction

The edges of the graph are constructed according to spatial relationships between regions. If two regions are adjacent then their nodes will be linked by an edge otherwise no link will be created. This strategy allows to take into account the spatial organization of the regions extracted in the comics panel and provides an adjacency graph.

## D. Edge labeling

The last step consists in giving labels to the edges in order to quantify the relationship between two regions. This measure should be invariant to rotation and scaling change to take into account that a character can be drawn with different size and position. We propose to use the surface area ratio between adjacent regions. Indeed, we assume that the proportions between regions will be preserved, either the character is viewed from near or far. Let $S_{R 1}$ and $S_{R 2}$ be respectively the area of regions $R 1$ and $R 2$. Since the ratio $S_{R 1} / S_{R 2}$ is the reciprocal number of the ratio $S_{R 2} / S_{R 1}$, an orientation is given to the edge indicating how the ratio has been computed. So, an edge is oriented from the node corresponding to the region $R 1$ toward the node corresponding to the region $R 2$ if the label given to the edge is $S_{R 1} / S_{R 2}$ and reciprocally from $R 2$ toward $R 1$ if the label is $S_{R 2} / S_{R 1}$.

Finally, each panel is transformed into an attributed adjacency graph where nodes, labeled with an 11-dimensional vector, correspond to the regions and the oriented edges quantify the relationships between adjacency regions in terms of surface ratio.

## IV. INEXACT GRAPH MATCHING APPROACH

In this section, the approach to compare two graphs is presented. First, the algorithm description is discussed and then the algorithm is detailed.

## A. Algorithm description

Panels are transformed into graphs with the method presented above. In order to find redundant structures in the comics book, a specific method is necessary to compare graphs and to extract similar subgraphs. Let $G_{1}$ and $G_{2}$ be two graphs to compare. This algorithm consists of two steps :

- The first one concerns the node matching. The distance between each node of $G_{1}$ and each node of $G_{2}$, characterized respectively by an 11-dimensional vector, is computed. The lowest distances are selected to provide a list of matched nodes.
- The goal of the second step is to verify, for each pair of matched nodes, the compatibility of the edges that connect them, in order to extract the common subgraphs.

TABLE I. NODE MATCHING FOR TWO GRAPHS

| $G_{1}$ | Node 1 | Node 2 | Node 3 |  | Node i |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $G_{2}$ | Node A | Node B | Node C |  | Node j |

1) Node matching: to match the regions of 2 panels represented respectively by two graphs $G_{1}$ and $G_{2}$, we define a matrix $P$ of size $n_{1} \times n_{2}$ where $n_{1}$ and $n_{2}$ are respectively the node number in $G_{1}$ and $G_{2}$. Each element $p_{i j}$ in $P$ corresponds to the euclidian distance between node $i$ in $G_{1}$ and node $j$ in $G_{2}$ with $i \in\left\{1, \ldots, n_{1}\right\}$ and $j \in\left\{1, \ldots, n_{2}\right\}$.

In each row $i^{\prime}$ of $P$, we select the element $j^{\prime}$ with the minimal value. The indices $i^{\prime}$ and $j^{\prime}$ of the selected element match the node $i^{\prime}$ in $G_{1}$ with the node $j^{\prime}$ in $G_{2}$. However, to avoid wrong matching, this minimal value has to be lower than a threshold $\lambda$, defined experimentally here. Consequently, a node $i$ in $G_{1}$ may not have corresponding node in $G_{2}$.

When all the rows of $P$ have been processed, this first step provides a set of pairs of matched nodes between the graphs $G_{1}$ and $G_{2}$. Let $\left(N_{G_{1}}^{k}, N_{G_{2}}^{k}\right)$ be a pair of matched node between $G_{1}$ and $G_{2}$ with $k \in\{1, \ldots, l\}$ and where $l$ is the number of matched nodes. An example of pairs of matched nodes is given in table I. The result shows that the region (node) 1 of the panel (graph) $G_{1}$ is similar to region (node) $A$ of the panel (graph) $G_{2}$.
2) Edge compatibility: The node matching is not enough, the relationships between regions, represented by the edges, have also to be compatible in order to extract similar subgraph. Let $\left(N_{G_{1}}^{i}, N_{G_{2}}^{i}\right)$ and $\left(N_{G_{1}}^{j}, N_{G_{2}}^{j}\right)$ be two pairs of matched node with $i, j \in\{1, \ldots, l\}$ : If $N_{G_{1}}^{i}$ is connected with $N_{G_{1}}^{j}$ and $N_{G_{2}}^{i}$ with $N_{G_{2}}^{j}$, the edge labels are compared. As mentioned above, the edge label is the ratio between the surface areas of adjacent regions. If the two edges have the same orientation, the labels can be compared as they are. Otherwise, the reciprocal number of one of the label has to be computed before comparing them. The compatibility of the edges and therefore the similarity is established if the distance between the 2 labels is lower than a threshold $\omega$. This threshold is chosen to be quite tolerant since variations of the ratio of $20 \%$ are accepted to consider that the edges are compatible.

## B. Algorithm and Complexity

1) Algorithm: We present here the algorithm used for graph matching.
Input : two attributed adjacency graphs $G_{1}$ and $G_{2}$
Output : the common subgraph to $G_{1}$ and $G_{2}$
Pre-condition : the node number $n_{1}$ of $G_{1}$ is lower than the one $n_{2}$ of $G_{2}$

Initialize $P$ as follows $p_{i j}=\mathrm{d}\left(N_{G_{1}}, N_{G_{2}}\right)$ : Euclidian distance between two nodes $N_{G_{1}}$ and $N_{G_{2}}$.
Node matching between $G_{1}$ and $G_{2}$
for all $i=0$ to $n_{1}-1$ do
for all $j=0$ to $n_{2}-1$ do
if $p_{i j}<\lambda$ then
Keep the lowest value $p_{i j}$
Save $i$ and $j$, it means that the node $i$ is similar to the node $j$
else

Do nothing (there is no matching between the node $j$ and the node $i$ )
end if
end for
end for
Research the similar elements (nodes and edges) between $G_{1}$ and $G_{2}$
Set $l$ as the matching number founded in below
for all $i=0$ to $l-1$ do
for all $j=i+1$ to $l-1$ do
Set $a$ as edge between the node $i$ and node $j$ of $G_{1}$
Set $b$ as edge between the node $i$ and node $j$ of $G_{2}$
Call Verification ( $a, b$ )
end for
end for
Verification ( $a, b$ )
Verify if $a$ and $b$ are in the same direction, and calculate $D_{e} d g e$, the distance between $a$ and $b$
if $D_{e} d g e<\omega$ then
keep the nodes and the edges, they correspond to a
common subgraph between $G_{1}$ and $G_{2}$
end if
2) Complexity: The complexity of the algorithm is $O\left(n_{1} \times\right.$ $n_{2} \times l$ ) where $n_{1}$ is the number of nodes of $G_{1}, n_{2}$ is the number of nodes of $G_{2}$ and $l$ is the number of matching nodes.

## C. Redundancy

The approach detailed above allows to compare two graphs (panels) in order to extract common subgraphs (similar objects). But, our purpose is to extract redundant objects drawn in the comics. So, how to define the redundancy of an object? The strategy consists in comparing panels (or rather their graphs) two by two and in counting the number of times a given subgraph is detected. Let $f$ be the frequency of apparition of an object in the panels and $N_{p}$ the total number of panels. An object (or subgraphs) is called redundant if it verifies the following expression: $f \geq n / 2$. In this approach no model is given, the algorithm finds by itself the redundant subgraphs and consequently the characters in our case.

## V. Experimentations and results

Two experimentations have been carried out to evaluate the performance of the proposed approach. The first one searches the same characters in two panels. The second one consists of the analysis of a whole comics album to extract the redundant characters. For each experimentation, the panels are first extracted and transformed into graphs with the method described in section III. Note that the text of speech balloons has been removed [5] to avoid the introduction of noise in the process. The two thresholds used in this method are set to $\lambda=10$ and $\omega=0.2$.

## A. Comparison of two panels

The aim of the first experimentation is to test the ability of the algorithm to detect the similarity between two panels. A data set with 200 panels extracted from a comics album has been created. Then, the 200 panels have been transformed in 200 distinct graphs. From these 200 graphs, 100 pairs of graphs


Fig. 2. Detection of similar objects (Image credit: Cosmozone [16])


Fig. 3. Partial detections of a character (Image credit: Cosmozone [16])
have been selected. 76 pairs contain similar elements, 24 pairs have no similar elements. In this study, the time required to execute the comparison is also considered. Figure 2 shows an example where the algorithm detects similar objects (here a character) in two panels. To visualize the results a bounding box has been drawn around the similar subgraph found in the panels.

In some cases, only partial detections of the characters are carried out. An example is shown on figure 3. The algorithm detects similarities between the parts corresponding to the hair and the upper body, but no similarity is found for the face. This result can be explained because the facial features (mouth, eyes) are different. This creates an ambiguity in the detection. If we consider the character detection process, the algorithm failed. However it succeeded to find redundant structures. This example shows the capabilities of our approach to extract similar parts of the panels, but the method needs to be improved to take into account the fact that characters can show bigger variations.

To evaluate the detection results we consider that a pair is valid if a character has been correctly found in the two panels. Table II shows a confusion matrix, which is the result of the comparison of 100 pairs of the graphs. 54 pairs have been well detected. Among the 22 pairs detected as non valid, 7 correspond to partial detections of the characters. 5 non valid pairs have been detected as valid because similar regions, in terms of shape and color, are drawn in the panels. As the algorithm considers that redundant structures are characters, they have been evaluated as valid. In terms of rappel and precision, we obtain respectively a rate of $71.05 \%$ and $91.5 \%$.

The computation time to process a pair of graphs is

TABLE II. RESULTS OF COMPARISON OF TWO GRAPHS

|  |  | Estimated class |  |
| :---: | :---: | :---: | :---: |
|  |  | Valid |  |
| Neal class valid |  |  |  |
|  | Valid | 54 |  |
|  | Non valid | 5 |  |

TABLE III. RESULTS OF COMPARISON FOR A PAGE OF COMICS

| Valid page | Non valid page | Page with partial detection |
| :---: | :---: | :---: |
| $71.4 \%$ | $19 \%$ | $9.6 \%$ |



Fig. 4. Redundant character detection (Image credit: Cosmozone [16])
about 2 seconds on regular machine without any optimization. The computation times depends on the number of nodes of the graphs (i.e. the number of segmented regions in each panel). In our experiments the average number of regions and consequently the number of nodes in the graph was about 58 .

## B. Redundant character detection

The second experiment was carried out with a set of 42 pages of comics. All pages contain at least one redundant character. Each page consists of 4 panels. To limit computation time, the purpose of this test is to verify if the algorithm is able to detect redundancies in each comic page and not in the whole album. Redundancy (see section IV-C) is defined by the frequency of occurrence of an object. For a page of 4 panels as shown in figure 4 , a redundant character is a character that appears at least two times. To evaluate algorithm performance, the detection is considered as valid if this redundancy condition is true. Table III presents the results. At least one redundant character has been detected in $71.4 \%$ of the pages. Partial detections have been detected in $9.6 \%$ of the 42 pages. Non valid pages correspond to pages where the redundancy criterion is not verified. The characters have been detected but only one times.

The average computation time for one comic page with 4 panels is about 4 seconds. The results of this experimentation are encouraging for the detection of redundant objects but improvements are necessary to solve the problem of partial detections.

## VI. CONCLUSION AND FUTURE WORKS

In this paper, we have presented an approach to detect redundant structures in comic books. Each panel is transformed in an attributed adjacency graph where the nodes represent the regions and the edges the relationships between adjacency regions. A specific inexact graph matching has been developed to extract similar subgraphs. This approach has been used to detect redundant characters drawn in a comic but it could be
used to detect any redundant objects. The originality of this approach is that the definition of a model is not required. The algorithm detects by itself all the redundant structures.

Future works will concentrate on the problem of partial detections to improve the rate of recognition of characters. We will also study the possibility to extract other objects or scenery elements for comics book indexation.
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