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INCOMPRESSIBLE NAVIER-STOKES-FOURIER LIMIT FROM THE
BOLTZMANN EQUATION: CLASSICAL SOLUTIONS

NING JIANG, CHAO-JIANG XU & HUIJIANG ZHAO

ABSTRACT. The global classical solution to the incompressible Navier-Stokes-Fourier equa-
tion with small initial data in the whole space is constructed through a zero Knudsen number
limit from the solutions to the Boltzmann equation with general collision kernels. The key
point is the uniform estimate of the Sobolev norm on the global solutions to the Boltzmann
equation.

1. INTRODUCTION

1.1. Boltzmann Equation. We consider the following Boltzmann equation in the incom-
pressible Navier-Stokes scaling,

atfa + %U : vxfe = a%Q(feyfe)a
(1.1)

feli=0 = fe0,
where € denotes the Knudsen number, which is the ratio of the mean free path and the
macroscopic length scale. Here f(t,x,v) is the density distribution function of particles,

having position € R? and velocity v € R? at time ¢ > 0. The right-hand side of (1.1) is the
Boltzmann bilinear collision operator, which is given in the classical o-representation by

0w.N)= [, [ Bo=v.0) (s ~a.f} dodo..

which is well-defined for suitable functions f and g specified later. In above expression,
f>|,< = f(t’aj’v:k)?f/ = f(t7x7v/)?f* = f(t’a:’/v*)?f = f(t’x’lv)’ and fOI’ g e SQ?

RN |v—v*|0 p_UFu |u—wy

Y * g 9
2 2 2 2
which gives the relation between the post and pre collisional velocities that follow from the
conservation of momentum and kinetic energy.
For monatomic gas, the non-negative cross-section B(z,0) depends only on |z| and the
4

scalar product R We assume that it takes the form

(1.2) B(v — vy, cos6) = |v — vi|7b(cos ), cosh = % o, 0<6< g ,
UV — Uy
where v > —3 is the index of the kinetic factor. For the angular factor b(cos ), we consider

two cases:

e The non-cutoff case, b(cos §) behaves like
(1.3) b(cosf) ~ K022 when 6 — 0T,

for some constants K > 0 and 0 < s < 1.
e The Grad angular cutoff case, b(cos ) satisfies

(1.4) /2 b(cos#)sinfdf < co.
0
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We consider the fluctuation around a renormalized Maxwellian distribution
j=(2m)7% exp (—%) :
by setting f.(t, 3, 0) = 1+ £\ /fige(t, 2, v), and

I'(g,h) = n~ /2 Q(\/1ug. vuh),

the linearized Boltzmann operator £ takes the form

Lg=-T(u,g)—T(g,v/1).

Now the original problem (1.1) is reduced to the Cauchy problem for the fluctuation g.

(1.5) {% + 20 Vage + 2Lg: = 2195, 9),

ge!t:o = 9,0

where g. ¢ is give by f:o(z,v) = p+e\/geo(x,v).

1.2. Notations. Before we state our main theorems, we introduce some notations. It is well
known that the null space N of L is spanned by the set of collision invariants:

N = Span{y/ji, 0/, ol /i

that is, (L£g, g)r2 ®3) = 0 if and only if g € N. We also let N+ denote the orthogonal space
of N with respect to the standard inner product (-,-)z2(gs3)-

Let us recall that the non-isotropic norm introduced in the series work of Alexandre-
Morimoto-Ukai-Xu-Yang. Here for simplicity we use [AMUXY] to denote the references [1],

2], (3], [4].
lai” = /[ Bo— ve, o) (¢ — g dodv.dv
R3 xR3 xS?
+ /// B(v —v,,0)*(1 — p)? dodv,dv.
R3 xR3 xS?

See also Gressman-Strain [17] for another equivalent definition of this norm.
Using this non-isotropic norm, we define that for N € N,

91,y = > [ 101Pda.
<N R
Let us recall the macro-micro decomposition of solutions
g=Pg+(I-Plg=g1+g2,

where P is the orthogonal projection to N. g1 = Pg is called the macroscopic projection of
g(ta xZ, /U)a

(1.7) Pg = {a(t,x) + v b(t,x) + |v|2c(t,x)}\/ﬁ, A(g) = (a,b,c),

while go = (I — P)g is called the kinetic part of g.
Notice that

0% g2y ~ ANz gy + 1925w g2 msy-

19 agy ~ IA@I v gy + 192 asy-
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We introduce the following temporal energy functional and dissipation rate functional
respectively

EN(9) = Nlalrm (rasraqryy) = 91 lirm rassacryyy + 19207 i e)
. ~ 1A ety + 1920 e gy

Cn(9) = IVeA@) 1) ~ [Vagilliy-r@siza@s),
Dn(9) = llg2llxv s ) -
Remark that

(1.9) Cn < En.
We also define the following weighted Sobolev spaces: let (v) = (1 + \0\2)%,
LY(R}) = {9 € S'R)) : ll9llz2mzy = 1(0)' 9]l L2 mg) < +o00} -

1.3. Main Theorems. The main theorems are stated in the following. The first theorem
is on the global existence of the Boltzmann equation uniform with respect to the Knudsen
number €, and the second is on the incompressible Navier-Stokes limit as e — 0 taken in the
solutions g. of the Boltzmann equation (1.5) which is constructed in the first theorem.

Theorem 1.1. Assume that the collision kernel B(-,-) satisfies (1.2). It also satisfies for
non-cutoff case (1.3) with 0 < s < 1,7 > max{—3,—3 — 2s}, and (1.4) for cutoff case with
v > —=3. Then for N > 2 and 0 < € < 1, there exists a 69 > 0, independent of €, such that if
1ge.0ll i~ (m3;2(m3yy < do, the Cauchy problem (1.5) admits a global solution
g € L([0, +00); HY (R; L*(R7)))
with the global energy estimate:
[ee) 1 [e.e]
(1.10) sup %/ (t) +c0/ =D (t) dt—l—co/ C3(t)dt < £%(0),
>0 0o ¢ 0

here cg > 0 is independent of €.

The next theorem is about the limit to the incompressible Navier-Stokes-Fourier equation:
ou+u-Vyu+ Vpep =vAu,
(1.11) Veu=0,
00 +u-V,0 = kA0,

where the viscosity and heat conductivity are given by

v =15 (Vidiz, ViAip) pms),  ©= (VB VEB) 123

2 2 ~ ~
respectively. Here A;; = vjvj — %,Bi = vl(% — %), and LA;; = Ayj, LB; = B;.

Theorem 1.2. Let the collision kernel satisfy the same assumption as in Theorem 1.1. Let

0<e<1, N>2andd >0 be as in the Theorem 1.1. For any (po, uo,00) € HY (R3) with

(o, w0, 00) | v (mzy < % and g € Nt with 1Ge.0ll v (3 22R3)) < % let

2 ~
(1.12) 9e.0(z,v) = {po(@) + 10(2) - v + o () (14~ = 3}V + Geo(x,v).
Let g- be the family of solutions to the Boltzmann equation (1.5) constructed in Theorem 1.1.
Then,

(1.13) g€—>u-v—i—9(%—%) as € —0,

where the convergence is weak-x for t, strongly in HN""(R3) for any n > 0, and weakly
in L2(R3), and (u,0) € C([0,00); HNH(R3)) N L>([0,00); HY(R2)) is the solution of the
incompressible Navier-Stokes-Fourier equation (1.11) with initial data:

(1.14) uli—o = Pug(z), Oli—o = 200(z) — Zpo(x),
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where P is the Leray projection. Furthermore, the convergence of the moments holds: as
e — 0,
(1.15)

P(ge, v/ 2@ay — win C([0,00); HY1I(RE)) N L2([0, 00); HY(RY))

(g0, (2 — 1) /) 2@y = 0 in C([0,00); HN"1(RE)) 1 L([0, 00); HY1(R))

for any n > 0.

1.4. Historical Remarks. The fluid limits from the Boltzmann equations have been gotten
a lot of interest in the previous decades. The main contributions are the rigorous justifications
of the incompressible Navier-Stokes and Euler equations. There are basically two directions
based on the two different contexts of the solutions to the Boltzmann equations: the first, in
the context of DiPerna-Lions renormalized solutions; the second, the classical solutions.

For the first direction, after DiPerna-Lions’s renormalized solution to the Boltzmann equa-
tion with Grad’s cutoff kernel [13], which are the only solutions known to exist globally with-
out any restriction on the size of the initial data. See also the extension to the non-cutoff
kernels by Alexandre-Villani [5]. From late 80’s, Bardos-Golse-Levermore initialized the pro-
gram (BGL Program in brief) to justify Leray’s solutions to the incompressible Navier-Stokes
equations from DiPerna-Lions’ renormalized solutions [7], [8]. They proved the first conver-
gence result with 5 additional technical assumptions. After 10 years effects by Bardos, Golse,
Levermore, Lions and Saint-Raymond, see [9],[23],[24],[14], the first complete convergence re-
sult without any additional compactness assumption was proved by Golse and Saint-Raymond
in [15] for cutoff Maxwell collision kernel, and in [16] for hard cutoff potentials. Later on, it
was extended by Levermore-Masmoudi [22] to include soft potentials. Recently Arsenio got
the similar results for non-cutoff case [6].

The BGL program says that, given any L2?-bounded functions (pg,uo,0p), and for any
physically bounded initial data (as required in DiPerna-Lions solutions) F; o = u + €//1ge 0,
such that suitable moments of the fluctuation g.o, say, (P(ge0, /1) 12(r3), (92,05 (% -
1)\/It)12(rs)) converges in the sense of distributions to (Puo, 30y — 2py), the correspond-
ing DiPerna-Lions solutions are F.(t,z,v) = p+ e/nge(t, z,v). Then the fluctuations g. has
weak compactness, such that the corresponding moments of g. converge weakly in L' to (u, §)
which is a Leray solution to the incompressible Navier-Stokes equation whose viscosity and
heat conductivity coefficients are determined by microscopic information, with initial data
(Puy, %90 — %po). Under some situations, for example the well-prepared initial data or in
bounded domain with suitable boundary condition, the convergence could be strong L!.

We emphasize that the BGL program indeed gave a new proof of Leray’s solutions to the
incompressible Navier-Stokes equation, in particular the energy inequality of which can be
derived from the entropy inequality of the Boltzmann equation. Any a priori information
of the Navier-Stokes equation is not needed, and completely derived from the microscopic
Boltzmann equation. In this sense, BGL program is spiritually a part of Hilbert’s 6th problem:
derive and justify the macroscopic fluid equation from the microscopic kinetic equations.

The second direction on the fluid limits of Boltzmann equations is based on the Hilbert
expansion and in the context of classical solutions. It was started from Nishida and Caflisch’s
work on the compressible Euler limit [26], [11], [21]. After then this process was used in justi-
fications for the incompressible limits, for examples, [12] and [20]. In [12], De Masi-Esposito-
Lebowitz considered Navier-Stokes limit in dimension 2. More recently, using the nonlinear
energy method, in [20] Y. Guo justified the Navier-Stokes limit (and beyond, i.e. higher order
terms in Hilbert expansion). These results basically say that, given the initial data which
is needed in the classical solutions of the Navier-Stokes equation, it can be constructed the
solutions of the Boltzmann equation of the form F. =y +¢e,/1(g1 + g2 + - - - +€"g:), where
g1, 92, -+ can be determined by the Hilbert expansion, and g. is the error term. In particular,



[v]?

the first order fluctuation g1 = p1 + uy-v + 91(7 —
the incompressible Navier-Stokes equations.

Besides the mathematical techniques are quite different with the BGL program, (the BGL
program uses entropy and weak compactness methods, and the second direction use energy
method), philosophically, as mentioned above, BGL program does not assume any a priori
information of the fluid equation, and derives the fluid equation from solutions of the Boltz-
mann equation, and consequently gives a solution to the fluid equation. The second direction
go the opposite direction, say, they employ the solutions of the fluid equations, and construct
the solutions of the Boltzmann equation near the infinitesimal Maxwellian ¢g; which is de-
termined by the solutions of the fluid equations (while the higher order term g;,i > 2 are
determined by linear fluid equations). In other words, if g1, g2, -+ are given by the solutions
of the fluid equations, when the Knudsen number ¢ small enough, one can construct solutions
of the Boltzmann equation of the form F. = p+ e /1u(g1 + g2 +--- +"ge).

The main purpose of present work is trying to study the fluid dynamic limits of the
Boltzmann equation along the philosophy of the first direction in the context of classical
solutions. The first work in this problem is Bardos-Ukai[10]. They started from the scaled
Boltzmann equation (1.5) for cut-off hard potentials, and proved the global existence of
classical solutions g. uniformly in 0 < ¢ < 1. The key feature of Bardos-Ukai’s work is that
they only need the smallness of the initial data, and did not assume the smallness of the
Knudsen number . After having the uniform in € solutions g., taking limits can provide a
classical solution of the incompressible Navier-Stokes equation with small initial data.

Bardos-Ukai’s approach heavily depends on the sharp estimate especially the spectral anal-
ysis on the linearized Boltzmann operator £, and the semigroup method. Methodologically it
is a linear method. They only treated the hard potentials case. It seems that it is hardly ex-
tended to soft potential cutoff, and even harder for the non-cutoff case, since it is well-known
for those cases, the operator £ has continuous spectrum.

In the present paper, we consider much larger class of collision kernels for both cut-off
and non-cutoff cases. We use the nonlinear energy method, in particular the nice properties
of the non-isotropic norm defined in (1.6), which was recently developed in the series of
works by [AMUXY]. We proved in Theorem 1.1 the uniform in ¢ global existence of the
Boltzmann equation with or without cutoff assumption and established the global energy
estimates. Then taking limit as € — 0, proved the incompressible Navier-Stokes limit in
Theorem 1.2. Our result in fact give another proof of the small initial data classical solution
to the incompressible Navier-Stokes equation. Furthermore, for the non-cutoff kernels, since
the solutions established in [AMUXY] have full regularity, we expect that the solutions to
the Navier-Stokes equation will have higher order regularities. This will be discussed in a
future paper.

This paper is organized as follows: the next section is devoted to the local existence. In
section 3, the uniform energy estimate and the global existence is established. In the final
section, the incompressible Navier-Stokes limit is proved.

3), where (p1,u1,61) is the solutions to

2. CONSTRUCTION OF LOCAL SOLUTIONS

2.1. Preparations. For the convenience, we collect some know results about the collision
operators. In the rest of the paper, we use the notation a < b which means that there exists
a generic constant (independent of £) C' such that a < Cb.

Proposition 2.1. The following estimates holds:
e For any v > —3,0 < s < 1, there exists two generic constants Cy,Co > 0 such that

2 2 2 2
(21) Cuflals oy + oMz, gy} < Dol < Collgli ooy
and
(2.2) Cill(X—P)gl* < (Lg,9)12r3) < Callgll®.



6 NING JIANG, CHAO-JIANG XU & HUIJIANG ZHAO

e Forany 0 < s <1 andy > max{—3,—3/2 — 2s}, there exists C > 0 such that

(2.3) ‘(T(f, 9):P) 2@z | < Cllflle2@syllgll IR,
and
(24)  |(T(f,9), M) r2ms| < C{HfHLgWQ(Rg)H\gW +lgllzz,,@e)lIfl

smin{lflle, eplolzy, lollsz, el flzen) AL

e For the cutoff case (1.4), we have that (2.1) holds true with s = 0 and the trilinear
upper bounded estimate (2.3) holds true for vy > —3.

The estimates (2.1), (2.2) and (2.4) were proved in [2], and (2.3) was proved in [4]. For
the cutoff case, the trilinear upper bounded estimate is just Theorem 3 of [18]. The rest of
this manuscript will focus on the more difficult non-cutoff case.

Next, we prepare some lemmas about the upper bounded estimate. The first is the following
Galiardo-Nirenberg type inequality which was proved in [2] (See Lemma 6.1 there.)

Lemma 2.1. Assume that N >3 and let 0% = 0%,a € N3, |a| < N. Then
(2.5) 10° A2l 2 gy S VoAl rv-1(mg) Al gs).

The next is an estimate on the nonlinear collision operator I' in terms of temporal energy
functional and dissipation rate.

Lemma 2.2. Under the assumption of Theorem 1.1, we have, for any N > 2,

Proof. In the following, we fix an index |a] < N, choose any indices ay and ag such that
a1 + az = , and fix any ¢, ¢, in V. Note that (05T (g, g), 05 h1)r2(rsy = 0, we have

(2.7) (09T (g, 9),05h) 12wy = (05T (g, 9), 05 ho) 2oy = J'* + T2+ J?1 4+ %2,
where
(2.8) J7 = (09T (gi, g;), 0% ha) 2 (wo)-

Estimation of J''. We shall estimate, for ¢, ¢, € N,
T [ (A @) 1), O ha) gy o
Then (2.3) yielding
(Do, om), 2h2) p2(ey| S 05l
Now (2.5) implies for |a| < N and N > 2,
| T S 110 A% (9)]l 22 eg) 12l v (roy
S ||A(9)||HN(R§)HVmA(g)HHN—l(Rg)Hh2||XN(1R6)
S En(9)Cn(9)Dn(h).

Estimation of J!?: Notice
T2 [ O A (s 0202). o)
R.’L‘
Again, (2.3), yielding

72| S/RS 0 Alg)] 1972 g2l 105 halld ,



the Sobolev embedding theorem gives

|72 S 1AW i ) lg2 ]l ew oy 1zl v sy S En(9)Div (9)Dav ().

Estimation of J2!:
J?~ /3(3§‘2A(9))(F(5ﬁlgz,sok)ﬁ?@)L?(R%)dx'
RSC

If ag # 0, (2.3) and Sobolev inequality yields
~ T HN-1(R3 21|HN RS;L2 R3) 21l xN RG)
172 S IV2A9)] @3 921l v s r2@syy 1 hall v
S EN(9)CN(9)Dn (h).
If ag =0, (2.1) and (2.4) yields
|(T(0g g2, 1), 05 ha) p2(rsy | S “8592”L§+7/2(R%) 103 ha|
S 102 g2 1107 hall,

thus
1721 S A 2y llg2 )l v sy 12l v wsy S En(9)Dn (9)Dav (R).

Estimation of J22:
J22 ~ / (F(a:?ngaamang),8mah2)L2(R%)d$,
R3

(2.4) yields
|J22| S ||92||HN(R§;;L2(R3))||92||XN(R6)Hh2||XN(R6) S EN(9)Dn(9)Dn (h).

Now, combining the above estimates yields the estimate (3.3) and this completes the proof
of the Lemma 2.2. 0

2.2. Linear Problem. We consider the following linear Cauchy problem

g’t:O = 9o,

where f is a given function. We study the existence of solution in the function space
HN(RY; L*(R3)).

Proposition 2.3. Under the assumption of Theorem 1.1, let go € HYN(R3; L?(R3)) with
N > 2 and for some T > 0, f satisfies

T
sup Ex(f(1)) + / D3 (f(t))dt < +oo.
0<t<T 0
Then the Cauchy problem (2.9) admits an unique solution

g € L=((0,T]; HY (R3; L*(R))).

Proof. We prove the existence of solution to the Cauchy problem (2.9) by the Hahn-Banach
theorem. We rewrite (2.9) into the following form

1 1 1
(2.10) T9 =09+ Zv-Vag+ 5Ly = T(f, f). 9(0) = g0
For h € C*([0,T]; S(RS,)) with h(T) = 0, we define T3 through

(g’ T h)L2([0,T};HN(R3;L2(R%>)> - (Tg ’ h) L2([0, THHN (RE: L2 (RY)))

so that T3 is the adjoint of the operator 7 in the Hilbert space L?([0, T]; HY(R3; L?(R3))).
Set

)

W = {w="Txh; heC™(0,T]; S(RS,)) with h(T) =0},
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which is a dense subspace of L2([0, T]; HY (R3; L2(R3))). And we also have
1 1
Tr(h) = —0ih — g(v-VJC)h + 6—2£ h.

Then

1d

1
* ¢ 2 1 ]
(h, TN h)HN(]Ri;LQ(]R%)) —2 dt”h(f)“HN(R:;;LQ(R%)) + - (U V;,; h, h)
1

=] (ﬁ(h)’ h> HN (R3;12(R3)))

Note that the second term above vanishes and the estimate (2.2), we have

T
/t ‘<h & h)HWRz;L%R%))

Thus, for all 0 < t < T,

HN (R3;L2(R3))

1 c (T
At SIHO v g aomy + 55 [ Dhlhls) ds.

T
c
||h(t)||§{N(R3;L2(R3)) + _2/ D (h(s)) ds
x v 8 t

< [Ty (R)| |L2([t,T};HN(Rg;L2(R§))) I |L2([t,T];HN(Ri;L2(R%))) :

Hence, we get

(2.11) 1Bl oo fo, ;1% (R2 22(R2 ) < CVTINTR (M L2(o, T:05 (R2;12(R3)) »
and

1 T 9 1/2 "
(2.12) g( ; Dy (h(s))ds)™" < Cl| T (M)l L2 (o, 77,5 (r3; L2(R3))) -

Next, we define a functional G on W as follows

1
G(w) = —(U(f, £)s P20, 130 a2 @2))) + (90, 7(O)) v (mg; 23 -
Then, using (1.9) and (2.6)

|G (w)]

IN

1 T
g/o {EX () + En()DN(f)}Dn (h) i

+ llgoll i~ rs; £2 ) 1P (O) v (3, 12 (R3))
1 T T
<2 swp (P s Ex(+ ([ DR [ Drwar)”
€ o<t<T o<t<T 0 0
+ llgoll i~ (rs: 23y 1Bl Loo (0,77 5V (RS2 (R3 ) »
finally, (2.11) and (2.12) imply

G(w)| < C(f, 9o) [ TN (Pl 22 (o, 79, 5~ (3:22R3))) < Cllwll L2 (o, 1y; ¥ (R2:12(R3))) -

where

T
C(f,90) = sup En(f){ sup En(f)+ (/0 D% (f)dt)"*} + VT goll i (w123

0<t<T 0<t<T

Thus, G is a continuous linear functional on (W; | - ||L2([07T];HN(R?I);L2(R%)))). So by the

Hahn-Banach Theorem, G can be extended from W to L2([0, T); H™(R2; L2(R3))). From
the Riesz representation theorem, there exists g € L%([0, T; H™(R3; L?2(R3))) such that for
any w € W,

G(w) = (9, ©) p2o, 73, 1™ (R2s22(R2))



For any h € C*([0,T]; S(RS ,)) with A(T) = 0, we have

<g7 TN h)LQ([O,T];HN(R%;L2(R%))) ( (f f) )L2 [0 T] HN(]RS LQ(R?’)))
+ (QOa h(o))HN(Rg;LQ(R%)),

and by the definition of the operator T]i‘,, we have also

(2.13) <7'g, h)LQ([O,T];LQ(Rg’U)) ( (£ ), )L2(0 T];L2 (RS, S (90. h(o))LQ(R%v)’
where
h=A2NheC®(0,T); SRS ,)) with h(T) =

where A = (1 — Am)% Since A*N is an isomorphism on {h : h € C*°([0,T]; S(RS ) with
h(T) =0}, then g € L*([0, T]; HY(R2; L?(R?))) is a solution of the Cauchy problem (2.10).
Using (2.13), we can also prove

(214) w €060+ [ PRt S )
o<t<T
where C(f, go) is similar to C(f, go) and independents on 0 < ¢ < 1. Indeed,

C(frg0) = E3(90) +{ sup EX(f / D (f() dt}?.
o<t<T

O

2.3. Local existence for nonlinear problem. We consider now the following iteration

‘t:O = 9o,
with ¢° = 0.
Proposition 2.4. There exists 0 < §p < 1,0 < T < 1, such that for any 0 < e < 1,99 €
HYN(R2; L2(R2)), N > 2 with

(2.16) 90l v (32 m3y) < o,
then the iteration problem (2.15) admits a sequence of solution {g" }n>1 satisfy
1 T
(2.17) sup E(g") + —2/ D3 (g") dt < 467,
te[0,T] e Jo

Proof. Notice that for the linear Cauchy problem (2.15), for given ¢" satisfy (2.17), the
existence of g"*! is assured by the Proposition 2.3. So that it is enough to prove (2.17) by
induction, using (2.2) and (2.6), there exists C' > 0 such that

d mn 1 T n T
5512\/( 9"t +6—2D12v(9 1) {51\/ )+ En(9")Dn(g") } Dn(g™)
1 T
< _2€2DN(9 ) +2C%ER (9" {51\/ )+ DX(g ")}
Thus, we get

d n n
dth( +1)+ DQ( 1
34025]% HEX(g™) +Di(g™}-
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Integration on [0,7] with 7" < 1,

1 T
sup E4(g") + & / D2 (g™ dt < €3 (g0)
t€[0,7] €” Jo

+4C?% sup E%(yg { sup E3(g / D% (g ,
te[0,T) te[0,T)

we complete the proof of the Proposition if we chose dy such that
14 64C%62 < 4.
O

Finally, from the uniform estimate (2.17), we can prove the convergence of {¢"}, thus the
following local existence results through a standard argument as in [1].

Theorem 2.5. There exists 8y > 0,T > 0, such that for any 0 < £ < 1,g. 9 € HY(R3; L2(R})),
N > 2 with

(2.18) g oll v w2 Ry < do,

then the Cauchy problem (1.5) admits an unique solution g. € L>([0,T]; H (R2; L2(R3)))
satisfy

1 T
(2.19) sup Ex(9:) + —2/ Diy(ge) dt < 465,
te[0,T €~ Jo

Proof. Tt is enough to prove that {¢"} is a Cauchy sequence in LOO([O,T];L2(R27”))_ Set
" = g"*l — ¢g" and deduce from (2.15),

Ow™ + %v -Vaw™ + s%ﬁw" = %[F(g",g") —T(g" g™ Y,
w"|t:0 = 0

Since, for any h € L?

T(g". q") =T n—1 n—1 Ph) =0
< (9",9") =T(g" ", 9" ), gy =
P(gn’gn) _ P(gn—ljgn—l) _ F(gn’wn—l) _i_]:w(wn—l’gn—l)’

then
T(ad". o) =T n—1 n—1 n)
( (9",9") =T(g" 9" ) w .
o n n—1 n—1 n—1 n
= (D" w ) + T g )
using (2.3) and HY(R3) — L>®(R3) for N > 2,

(G wr )+ T ), ug)

L2 (RS)

< Cen(e") g~ o + Do) Do(u™)

¢ n— n— n— n
+ =& (") (g™ Ly + Dav(g" ) Dow")

n n— n— 6 n
< C5&X (g™) (w30 + D (w 1))+6_2D(2](w )

+Cs&5 (") (lgr 3w + DRg" ).
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Thus, fix a small § > 0, we get

d n 1 n n n— n—
22 ) + 5 DR@") < Colg") (et~ o + DR (™)

+ Cs&3 (") (g7 zw + DR(g" ).

Note that
w30 < CEFW™ ), gt HEn < CEXR (™),

we have proved

™[ (0.77:22(0) / Dj(w

< C sup E%(g )<T sup Eg(w™ ) / D2 (w "1dt)
te[0,7 te[0,7)

+ C sup Eg(wnfl)(T sup Ex(¢" ) / D3 (¢" ) dt)
te[0,7 te[0,7)

Using now (2.17) with dp > 0 small enough, we get that for any 0 < e <1

sup & (w / DE(w™)dt < = ( sup E3(w / D (w™™ 1) dt)
t€[0,T7 t€[0,T]
Thus we have proved that {g"} is a Cauchy sequence in L>([0,T]; L*(RS ).

Combining with the estimate (2.17) and interpolation, {¢"} is a Cauchy sequence in
L>=([0,T], HN="(R2, L2(R3)) for any n > 0 and the limit is in L>([0, 7], H (R2, L2(R3)).
Finally the estimate (2.19) follows from weak lower semicontinuity. O

3. UNIFORM ESTIMATE AND GLOBAL SOLUTIONS

Let g. be a local solution of Cauchy problem (1.5), we use the continuation argument of
local solutions to prove the existence of global solutions in the space HV(R3: L2(R3)), N > 2.
For this, we need to carry out the smallness assumption of initial data.

3.1. Microscopic Energy Estimate. We study firstly the estimate on the microscopic
component go in the function space H™ (R3: L?(R?)). For notational simplification, we drop
the sub-index ¢ of g, and also drop ¢ in the notations A,En,Cn,Dy. Actually, we shall
establish

Proposition 3.1. Let g € L=([0,T]; HY (R3; L?(R2))) be a solution of the equation (1.5)
constructed in Theorem 2.5, then there exists a constant C independent of € such that the
following estimate holds:

d
dt

Proof. We apply 0% to (1.5) and take the L?(RS ) inner product with dgg. Since the inner
product including v- ng vanishes by integration by parts, we get

1d 1
o E s O (L059,000) e,y = = O (05T (0,0). 059)1oes,,)

|Oé\§N lo|<N

1
(3.1) SE 42 1p3 < c{ “ENDY + (5NcN)2}.

(3.2)

Note that the above identity makes sense is guaranteed by (2.19). In view of (2.2), we have,

> (£329,089)12ms,) = Cillgalin s ) = 1D
la|<N
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Lemma 2.2 implies that for || < N,

1
- (aar(ga 9)7 agg)LQ(]Rg’v)

(3.3) C’2 Cy 1,

<— SN(CN'DN—{—DN) < —5NDN+ (ENCN) —|—77—2DN.
Taking n = 71, then Proposition 3.1 can be concluded by plugging these two estimates into
(3.2).

O

3.2. Macroscopic energy estimates. We study now the energy estimate for the macro-
scopic part Pg where g is a solution of the equation (1.5). First we decompose the equation
(1.5) into microscopic and macroscopic parts, i.e. rewrite it into the following equation

1
(3.4) d{a+bv + clo}ut/? + v Ve{a+bv + clv)?}u'/?

1 1 1
= —0ig2 — —v - Vuga — 5 Lga + =T'(ge, ge),
€ € €
Lemma 3.1. Let 0% = 0%, a € N3 |a| < N. If g is a solution of the Boltzmann equation
(1.5), and A = (a,b,c) defined in (1.7), then
(3.5) e’;‘Hataa.AHLQ(R:;) SCn+ Dy

Proof. Let g be a solution to a solution of the scaled Boltzmann equation (1.5). The local
conservation laws are given by

1
da = %(U'foh, [0V 2R3

1 1
(3.6) b + E(an +5Vic) = _E(U‘ng% U\/ﬁ)LQ(R%) ’

1 1
e+ 5-Vorb = —g(v'vmgz, 0> /) 2w »
from which we can deduce that

1
Hataa-AHB(Rg) S g”vxaaA”LQ(RS —HV 0%gol| 12 (R3;L2 (R3))-

s+v/2
This completes the proof of the lemma by using (2.1). In particular, from the first equation
of (3.6), we have

(3.7) 6||8taaa||L2(Rg) 5 DN .

Next, we put the so-called 13-moments
(3.8) festi2y = {2, vt /2 vy /2, o Pt/ )

This set of functions spans a 13-dimensional subspace of L*(R3). Let {e;}}2, be a corre-
sponding bi-orthogonal basis, i.e. a basis such that

(62762)[/2(]1%%) = 04,k j7k = 17 7137
hold. Of course € is given as a linear combination of (3.8). It is well-known [19] that the
macroscopic component g; = Pg ~ A = (a,b, ¢), satisfies the following set of equations

vloul/? 1V,e = —dyre+ tme+ Sl + Lh,
212 o+ %aibi = —0r; + %mz + e%ll- + %hi,
(3.9) vivpp/? o 20+ 10,6 = —0yri; + tmyy + Sl + Lhiy, i # 5,
vt O+ 100 = —Oprei + T + Zlbi + Th,

TREE oa = —0ry + %ma + s%la + %ha.
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In fact, one obtains each equation of the second column, if one multiplies (3.4) by such an e

J
and integrating in v, where r.,--- , h, are the inner products of the form
(3.10) r=(g2,€" )23y, m=—(v-Vauga, e )r2ms), h = (T'(g,9),€") r2rs)
(3.11) = _(£927e*)L2(R§)7

in which e* stands for the corresponding e;.
since the computations are similar.

The next lemma gives estimates on the various terms involved in the right-hand side of the
macroscopic system (3.9). Moreover, in the left-hand side of the following estimates, r,m,(
and h stand for one of the corresponding terms of the macroscopic system as explained above.

Here and below we drop the index ¢, 1,47, b;,a

Lemma 3.2. Let r,m,l, h be the ones defined by (3.10) with e* replaced by any linear com-
bination of the basis functions e;. Let 0% = 03, 0; = Oy, |a| < N — 1. Then, one has

(3.12) 10:0°T || L2 (r3) < minflgall v r3;z2®s)): Pn}
(3.13) [0%m || L2ray < minl|g2ll g~ @s;r2ms)) Pt
(3.14) 109U L2 m3) S min{|gallzv-1(r3;L2(r3)), Pn-1}
(3.15) 10%hlL2®s) S EN-1(CN-1 + DN-1).

Proof. Since e; can be expressed as a linear combination of basis functions {e;}, we may
compute r,m, h with e* any linear combination e of {e;}. Remark that e = é,/p, then, for
any £ € R,

10;0%r ||L2(R§) = H(az‘aagm€)L2(Rg)||L2(R§)

S Haiaag2||L§(Rg)||L2(Rg) S H92||HN(R§;L§(R5))a

10%U | z2m3) = [(£(0%92), €) L2 (r3) | L2 (3
v)

= [|(0%ga, L7€) 12 2(R3 HL2 R3) < [lo” 92”L2(R3 sL2(R3))>

10%m |2 = [[(V20%g2, ve)r2ms)llr2(rs)
S IVed®gall2ms;r2ma)) S l920lav ®s;r2rsa)).

chose £ =0 and ¢ = s + /2, thus (2.1) imply (3.12), (3.13) and (3.14). The estimate (3.15)
is a direct consequence of (2.6), since h is computed as follows.

h = (T'(g,9),e).
O

Using the previous three lemmas, we are now able to prove our first differential inequality,
which estimates a + 1 derivatives of the macroscopic part A in terms of the microscopic part
g2, for || < N —1. Below, on the left-hand side, r stands for the vector of all the previous 7.

Lemma 3.3. Let |a| < N —1, and let g be a solution of the scaled Boltzmann equation (1.5).
Then there exists a positive constant C' independent of €, such that the following estimate

holds:
d fe' le' le' fe' 2
(3.16) ea{(a 1 V,0%(a, =b, ) 2 (za) + (07, V0 a)LQ(Rg)} e/
~(1
< 0{6—279%V +EN(CE + va)}.
Proof. Recall that
C = Va0 Allf2ms) = IV20%alT2msy + [Va0bll72ms) + IV ] 72 (ga)-
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(a) Estimate of V,0%. From the macroscopic equations (3.9),
IV20%alf2 @) = (V20%a, V20%a) 12(zs)
= (0%(—€0b — edyr + m + %l +h), Ve0%) 2 (ms)
S eR+ |(0%m, Vi 0%a) o (rsy| + §|(aala V20%a)p2(rs)| + [(0%h, Va0%a) 2(gs) |-
Here,
eRy = —c(0YOb + 0%y, ano‘a)Lg(R%)

d
= —Ea(aa(b + T'), ano‘a)Lz(Rg) — E(ana(b + 7”), ataaa)L%R%) .

Note that the estimate (3.7), (V0% , 0,0%a) 23y D%, and
1

e(V,0%b, 0:0%a) 12wy S 0l VeO“bl|72 gy + ™

D3 .
Furthermore, Lemma 3.2 implies that

|(8°m, Vo0 a) 12(s3)| < DNIIVeAllgv-1my) S DCrv,
1 1 1
g\(aalavxaaa)m(mg)’ S ZDn-1Cn < ZDnCy,
‘(8ah, V$8aa)L2(R§)’ g gN_l(CN—l + DN—l)CN .

Hence, for some small 0 <7 < 1,
6%(3a(b +7), Ve0¥a)r2msy + vaaaauig(m)
S AV ageg) + 3D +(Ch + D)
+ DnCn + éDNCN +En(CN +DN)CN
S %D?V +nCx + En(CR + DY)
Thus,

d
(317) 8&(60[(6 + T), anaa)Lz(Ri) + HV$8O{GH%2(R3)

C .1
<nCix + E{E—QDJZV +ENCR + D)},

where C' > 0 independent of € and 7.
(b) Estimate of V,0%b. Recall b = (b1, b2, b3). From (3.9) ,

AL 0%b; + 920°b; = 0° [Z 0;(93bi + 0iby) + 0,200 = Y ajbj)]
i J#
1
=9~ [Vw(—ff@tr +m + gl + h) — 9;(20,c — 28tc)] ,

where r,[, h stands for linear combinations of r;,l;, h; and 74;,1;;, hi; for 4,5 = 1,2, 3 respec-
tively. Then

IV 0bill72ms) + 110:0°bill 72 sy = — (D507 + 870%bi, 0°b;) L2 (ms)
=cRy+ R3 + R4 + Rs,
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where
eRy = —(V,,0%0yr, Bo‘bi)Lg(R%)
- —ai(aar, —anabi)[g(Ri) — 8(80{7”, 3tv$0abi)L2(R3)

dt
d (63 Qo 1 Qo
S —e4; (0%, Va0%bi)r2mg) + %’D]?V + 120003 | 72 s

1
Ry = —(0"m, V30%;)r2ms) S %DJQ\/ + 0V 0°bil 72 (rs

1 1 1
Ry = ——(3al, anabi)L2(R3) < —=CnDny < =CnDy,
g ® g g
Rs = —(8ah, Vggaabi)LQ(Rg) g EN(CJQV —i—'DJQV)
Thus

d
(3.18) 8&(8ar7_vmaab)L2(R§) + vaaab”%%ﬂ%g)

C .1
<nCx + g{g_QD]zV +ENCR+ D)}

where C' > 0 independent of € and 7.
(c) Estimate of V,0%. From (3.9) ,

vaaaCH%g(R%) = (anaC, Vmﬁac)Lz(R%)

1
— (80‘(—6(9157“ +m + gl + h), anaC)LQ(R‘:}C)

1
Seﬁﬁwﬁ%+D%+gﬂﬁﬁ%ww%+D%%

where
d
eRs = —e(0"0hr, Va0"€) 2(ry) = €3, (077, Va0"€) p2my) — £(Va0r, 0:0%0) p2(r)
d e o 1 o
S —e g (091, Va0%) L2 (ry) + E,DJQV +1e?(|9:0%cl[ 72 ms)
Thus
d
(3.19) e (07 =Vad%e) 2my) + IV20%¢| 2 @s)

C,1
< e+ A DN +EN(CY + DA}

where C' > 0 independent of € and 7.

By combining the above estimates (3.17), (3.18), (3.19) and taking n > 0 sufficiently small,
then we get the estimate (3.16) uniformly for 0 < & < 1, thus complete the proof of Lemma
3.3. O

Based on the microscopic estimate (3.1) and the macroscopic estimate (3.16), we can
derive the uniform energy estimate. Take the following form of linear combination of (3.1)
and (3.16),

d 1
&{5}@ tdie Y ((a%, V.0%(a,—b, ¢)) p2(ra) + (9D, v$aaa)L2(R3))} +57D%
la]<N—1

1 dC ~
+d1 €} < C(ZENDR + (EnCn)?) + —5 DR + diCEN(CR + DX).
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Choose d; firstly such that 1 — dC > 0, we have for 0 <e < 1

d
a[gfvmle S ((a%, V.0%(a, —b, ¢)) 12 (ss) — (0%, vmaaa)LQ(Rg))]
ol <N -1

- dlé)eizpfv +dCh < (C dlé)é&vz)?v +(CEN + dO)ENCS.
Set
B2 = [5]% ey ((anar, 0 (a,—b, ¢)) 12 (rz) — (8%, vggaaa)m@))].
lal<N-1
(3.12) implies that
Y (Va0r, 0%(a, =b,0)) 12zz) + (07D, Vo0%a) p2(rs)|
la|<N-1
S HQ2H?{N(R3;L2(R§)) + HAHEN(RQ) = &%,
then we can choose dy > 0 small such that, for any 0 < e < 1
(3.20) 1N < En < céy
for some positive constants ¢; and co. Thus we prove the following theorem:

Theorem 3.2. (Global Energy Estimate) For N > 2, if g is a solution of the scaled
Boltzmann equation (1.5), then there exists a constant co > 0 independent of € such that if

En <1, then
d 2 1 2 2 1 2 2

holds as far as g ewists.

3.3. Proof of Theorem 1.1. Now, we are ready to prove Theorem 1.1 by the usual contin-
uation arguments.

Proof. We choose the initial data g . such that

gN(O) = ||9075||HN(R§,L2(]R13))) < M,
where M is defined as
(3:22) M =min{do, &, 1o} -

Y 4egea

Recall that cg, c1,co are constants in (3.21) and (3.20), and &y appears in Theorem 2.5. Note
that Ex(0) < M < &, then from Theorem 2.5 there exists a solution g € L>([0, T]; HY (R2), L?(R?))
for some T' > 0, and from the local estimate (2.19), we have En(t) < 2M for 0 <t < T. We
define

T* = sup{t € RT|EN(t) <2M} > 0.
Note that on [0,7] for 0 < T < T*, En(t) < c2En(t) < 2coM < 1. Then the global energy
estimate (3.21) implies that

d 1
(3.23) T EX + (1= 20M){ D% +C}) <0.
From the choice of M, 1 —2¢oM > % Thus
2 [N 2 2
EN(T) +5 ; {E_QDN +Ci}dt < EN(0),

which implies Ex(T) < M. Modify the initial data gives that 7" = oo, Thus we finish the
proof of Theorem 1.1. O
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4. LIMIT TO INCOMPRESSIBLE NAVIER-STOKES-FOURIER EQUATIONS

4.1. The limit from the global energy estimate. Based on Theoreml.1, there exists a
dp > 0, such that the Boltzmann equation (1.5) admits a global solution g. with initial data

ge0(w,v) = {po(x) +10() - v + Oo(x) (% — )} /i + Geo(,v) ,

where
[(po s 10, 00)|| e~ 3y < o,
and
Geo €N, with |de,oll v (re r2(ray) < 60
Furthermore, the global energy estimate (1.10) holds, i.e.

(4.1) sup £%(t) = sup Z/ 10%g-(t)]* dvdx < C,
>0 >0
la]<N
and
(42) JAE UL /’l/ 102 {I — Pha. (O ddt < Ce?,
0 || <N

and
(4.3) / C(t) Z / / |09Pg. (t)|* dedvdt < C.

0 la|<N

From the energy bound (4.1), there exists a gg € L>([0, +00); HY (R3; L?(R3))), such that
(4.4) ge —go as € —0,
where the convergence is weak-« for ¢, strongly in HV~"(R3) for any n > 0, and weakly in
L2(RY).

From the energy dissipation bound (4.2) and the inequality (2.1), we have
(4.5) {I-P}g. -0, in L*(0,+o0); HN(RZ; L*(R3))) as ¢ —0.
Combining the convergence (4.4) and (4.5), we have {I — P}gyp = 0. Thus, there exists
(p,u,0) € L>=([0, +00); HY (R3), such that
(4.6) golt, 2, v) = p(t.x) +u(tx) - v+ 0(t2) (14 - §).

4.2. The limiting equations. Now we define the fluid variables as follows:

pe = (e Vs Ve = (9o, 0/Miz, O = (g0, (4 = Vi3
where L2 denotes L*(R3). Tt follows from (4.4) that
(4.7) (peyug,0:) — (p,u,0) as —0,
where the convergence is weak-x for ¢, strongly in HY~7(R3) for any 7 > 0, and weakly in
L2(R3).-
Taking inner products with the Boltzmann equation (1.5) in LZ by \/k,v,/f and (% -

1),/ respectively gives the local conservation laws:

atpe + %Vx'ua =0,
(4.8) dpu: + %Vx(/’e +0c) + vm'(\/ﬁA7 %ﬁge)LQ(Rg) =0,

0:0. + %%Vm-ue + %Vx(\/ﬁB , %EQE)LQ(R%) =0.
Incompressibility and Boussinesq relation: From the first equation of (4.8) and the
global energy bound (4.1), it is easy to deduce

(4.9) Vz-u: = 0 in the sense of distributions as ¢ — 0.
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Combining with the convergence (4.7), we have
(4.10) V,u=0.

From the second equation of (4.8),

V(e +02) = —due + Vo (L(VEA), {T = Plgo) r2(zs) -
From the global energy dissipation (4.2), it follows that
(4.11) Va(pe +6:) — 0 in the sense of distributions as ¢ — 0,
which gives the Boussinesq relation
(4.12) Va(p+6)=0.

Convergence of %95 — %pgz The third equation minus % times the first equation in (4.8)
gives

(4.13) 0(20- — 2p2) + 2V, (VB , 1Lge) p2ms) = 0.
3

From the global energy estimate (4.1), we have that for almost every ¢ € [0,00), ||(30- —
%pe)(t)HHN(R:;) < C. Then there exists a 6 € L>([0, 00; HN (R3))), so that

(4.14) (36 — 3p2)(t) = 0(t) in HY(RY),

for any n > 0 as ¢ — 0. Furthermore, using the equation (4.13), we can show the equi-
continuity in ¢. Indeed, [t1,%2] C [0,00), any test function x(z) and |a] < N —1,

[, 12230 = 30(t2) 2206 ~ 3p.)(62)] x(o)

to -
(4.15) :/ /R3 (VuB,1o{1— P}V.05 g:) 2 msyx(z) ddt
t1 o

1 [
S| DRle(1)dt.
€ Ju

Thus the energy dissipation estimate (4.2) implies the equi-continuity in ¢. From the Arzela-
Ascoli Theorem, 6 € C([0,00); HN=1=7(R3)) N L°°(]0, 00); HY~"(R3)), and
(4.16) 30. —2p. — 0 in C([0,00); HN171(R3)) N L>®([0, 00); HN T1(R2)),

as € — 0 for any 7 > 0. Note that § = %0— %p and 6 = (%0 — %p) + %(p—i—@), and the relation

(4.12), we get 6 = 0 and p+ 60 = 0.
Convergence of Pu.: Taking the Leray projection operator P on the second equation of
(4.8) gives

(4.17) OiPu + PV (VIA, 1 Lg) 2(ma) = 0.

Similar arguments as above deduce that there exists a divergence free it € L>(]0, 0o; HV (R2))),
such that
(418)  Pu.—i i C(0,00); HYII(RE) 1 L2([0, 00); HY(RY)),

as € — 0 for any > 0. Note that @ = Pu and (4.10), we have 1 = u.
Follow the standard calculations, (for example, [7]), the local conservations laws can be
rewritten as
Oip= + %vm'ue =0,
2
(4.19) o, + %Vgc(p6 +0.)+ V- (u: ®@ue — %1) =vVy-E(u:) + Vi Re gy,
00- + %%Vx'ua + Vx'(uaea) = ﬁvx[vxee] + Vx'R5,97
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where ¥ (u) = Vyu + Vyu? — %VI-uI, and R. ., R. ¢ have of the form

(4.20)
—e(C(v), 0tge) L2 msy + (C(v), - Vo {I = P}ge) 2 (m3) + (C(v), P({I — P}ge, {I — P}gc))r2(ms)
+ (C(v), F'({I - P}yge, Pge))L%R%) + (¢(v), I'(Pge, {I — P}ge))LQ(Rg) .

For R. ,, take ((v) = \/,EA\, while for R, g, take ((v) = \/ﬁé

The equations of § and u: Decompose u. = Pu. + Qu., where Q = V, AV, is a

gradient. Denote 0, = %95 - % pe. Then from (4.19), the following equation is satisfied in the
sense of distributions:

810- + 2V, (Pub.) — 2kA0. = VR,
where
(4.21) Eeﬂ = %Ra,e - %Pue(ps +0:) — %Qus(ps +0:) — %Queés + %K/AQJ(/)E +0:).

For any T > 0, let ¢(¢,z) be a text function satisfying ¢(¢,z) € C1([0,T], C(R2)) with
¢(0,z) =1 and ¢(t,z) = 0 for t > T’, where T" < T. Noting (4.20), and using the global
bounds (4.1), (4.2) and (4.3), it is easy to show that

T
(4.22) / Vo Re(t,x)p(t,z)dedt -0 as e —0,
o Jrs

where R. = R, or Rep. For other terms in (4.21), noting that the convergence (4.9) and
(4.11), together with (4.22), we have

T
(4.23) / Ve Rep(t,x)p(t,x)dadt -0 as e —0.
o Jrs
From the convergence (4.16) and (4.18), for N > 1, as ¢ — 0,

T T
(4.24) /0 o 040 (t, z)p(t, z) dzdt — —/R%(%Ho—%po)(x)dx—/o /R% 0(t,x)0p(t, x) dadt,

T B T
(4.25) / A0 p(t, z) dedt — / O(t, z) App(t, z) dadt,
0 JRZ 0o JRr3
and
T B T
(4.26) / V- (Pucb:)o(t, z) dedt — —/ / u(t,z)0(t, z) - Vyo(t,x) dadt.
0 JR} 0o JRr3

Acting the Leray projection P on the second equation of (4.19), we have the following
equation

8 Pu. + PV, (Pu. ® Pu.) — vAPu. = PV,-Re
where
(4.27) Ee,u =Ry — P-(Pu. ® Que + Qu. @ Pu. + Qu. ® Qug).

Similar as above we can take the vector-valued test function (¢, z) with V,-¢ = 0, and
prove that as e — 0

T
/ /3 (OyPuc + PV, (Pue @ Pue) — vAPu;) - (t, x) dedt
(4.28) 0 R

T
—— Puo(x)-i/)((),x)dx—/o /Rg(u-(?ti/)—i—u@u: Vo — vu-Aptp dadt

R3

and

T ~
(4.29) / PVi-Rey(t,x)p(t,z)dadt -0 as € —0.
o Jrs
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Collecting all above convergence results, we have shown that (u,6) € C([0,00); HY~1(R3))N
L>®([0,00); HN (R3)) satisfies the following incompressible Navier-Stokes equations

ou+u-Vyu+ Vpep =vAu,
Ve u=0,
00 +u-V,0 = kAO,

with initial data:

u(0,2) = Pug(z), 6(0,z) = 260(x) — Zpo().
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