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A disparity map refinement to enhance weakly-textured urban
environment data

Danilo A. Limat, Giovani B. Vitor2, Alessandro C. Victorinband Janito V. Ferreifa

Abstract— This paper presents an approach to refine noisy
and sparse disparity maps from weakly-textured urban environ-
ments, enhancing their applicability in perception algorithms
applied to autonomous vehicles urban navigation. Typically, the
disparity maps are constructed by stereo matching techniques
based on some image correlation algorithm. However, in urban
environments with low texture variance elements, like asphalt
pavements and shadows, the images’ pixels are hard to match,
which result in sparse and noisy disparity maps. In this work,
the disparity map refinement will be performed by segmenting
the reference image of the stereo system with a combination of Fig. 1. TerraMax autonomous vehicle participant of the DARB#an
filters and the Watershed transform to fit the formed clusters ~ Challenge which used a stereo vision system to urban emazohpercep-
in planes with a RANSAC approach. The refined disparity tion [3-
map was processed with the KITTI flow benchmark achieving
improvements in the final average error and data density.

Index Terms— Disparity map refinement, Computer Vision,
Image Segmentation, Watershed Transform, RANSAC.

disparity maps. Some works try to enhance the disparity map
algorithms, proposing dense reconstructions, as the Globa
|. INTRODUCTION Matching techniques [4], producing good results with a
. . high cost. As an intermediate solution are the Semi-Global
A car-like robot to perform safely its movement must . . . .
be able to percept the neighbor environment, localize i{\_/latchmg techniques [5], which present satisfactory tssul
; with fast embedded solutions [6] that allow applications fo

self, plan its movement and control it. Each task has It/RDAS for example. Although these are robust techniques,

fgk?gtmics pi:]C'JSl;lﬁ;ndS, gsgj:iﬂmgoﬁf ”:an;/ig(;ng :I?; \;V(?re[]ergqﬁe underestimation of the disparity map caused by weakly-
. ' 9 P P Iy xtured elements occurs in some results and can compromise
environments, the most common sensors are vision, LIDA e accuracy of the detection of many free spaces and

and sonar systems. Many of these sensors were used 't'; .
obstacles. To overcome these problems, some techniques

the DARPA Grand Challenges, competitions held by th%pply the disparity map refinement to fit similar neighbor

American’s Defense Advanced Research Projects Agenc ta in geometrical forms, like planes [7], [8]. The similar
(DARPA) between 2004 and 2007 to encourage the devejx-é 9 ' P P
ta are clusters grouped by local features (e.g., corners,

opment of autonomous vehicles to perform tasks in a deserg . .

. . _— edges, or colors) in the reference image.
rally or in an urban environment. Several contributionsehav hi « add h bi ¢ refini ) )
emerged from these DARPA's applications, like the advanced 1S Work address the problem of refining a Disparity map

driver assistance systems (ADAS). Nowadays, these sensif}dMProve its information .in weak!y—texturgd urban enviso
still_providing several improvements for the environmen ents, where the result will be validated with the KITTI flow

perception [1], where the number of sensors used is relev nchmark [9]. It uses a segmentation approach based on the
to determine the viability for a real application Watershed Transform where the resulted clusters are fitted

As a low cost sensor, the stereo vision systems provid@ Planes, similar to the concept adopted in [10] to classify
a large amount of data, depending of the camera field df€s in the V-Disparity map. Differently from [11], the irga
view (FOV) and resolution. Several applications for urbarfémentation with Watershed Transform was performed after
environments perception use stereo cameras to detect ffEProcessing the refgrence Image, prov!dmg a segmenta-
spaces and obstacles (Figute However, they must deal tion of the urban environment closer to its real elements
with noisy data caused by the algorithms used to calculaPundaries, even in dark shadow areas. It is important to
the disparity map and the nature of environment featurégem'o_n that there are seyeral different appllcanons for
analyzed [2]. In urban environments, the most commoH'Spa”ty maps in urban environments perception where the

noise sources are the weakly-textured elements as shadoﬁ}ér,rﬁn; refln.emen’:j andd sebgmer:tatlgn approa(irzles fgmdz be
road texture, light variations, etc., which result in sgars@PPlied, as in road and obstacles detection [12], [13], [2],
as well with techniques that incorporate more sensors to
The authors are withHeudiasyc UMR CNRS 7253 Univergide Tech- the system improving the vision capabilities to segment the
Giovani B. Vitor holds a Ph.D. scholarship from CAPES/CNR®@ ®anilo d fil . id th . d
A. Lima holds a Ph.D scholarship from Picardi region. Contacthors road profile extraction to aid the power consumption an

dani | 0. al ves-de-|ima@ds. utc.fr dynamic model estimation of electric vehicles, as the one



Image
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Fig. 3. Example of a rectified image of the left camera (referemzge)
—————————————————————————— of an urban view (left) and its respective disparity map wite BM (right
top) and SGBM (right bottom) algorithms.
Reomjecton list?, justifying their use in this paper for eva!uation purposes
They produce an sparse and dehgserespectively, related to
T 1 the percentage of valid points (non black pixels) as present
in the Figure3. At the I o, the pixel intensity are the disparity
values and they are related to the distance between the
camera and the point in the world, given By—= %, where
f is the focal length of the camer®, is the camera baseline,
Fig. 2. Methodology block diagram. andd is the disparity value.
Several problems can be observed from theseimage,
mainly caused by specific elements of the urban environ-
proposed on the project VERVE ments, such as shadows, light reflections, and low texture
The Figure2 presents a block diagram resuming the stepgariances. These elements make difficult to find a right pixel
of our methodology. These blocks are detailed in the nexhatching in the stereo pair. Some of these matching problems
sections of the paper, divided as follow: Sectibrpresents are detected and eliminated as black poibtsdlue) in the
the image segmentation process and the disparity map tegh:. The remaining ones must be combined to estimate better
niques used; Sectiofil describes the planes estimationyajyes for them and the missing ones, as presented in the next
principle and the final point reprojection to compose thel finasteps_
disparity map; an experimental analysis and validatiorhef t
method, using sequences of the KITTI flow benchmark in a- 2D Preprocessing
urban environment, is in Sectidi; and, finally, Sectiorv The conception of the Preprocessing block is to give more
presents some conclusions and perspectives for futuresworlexibility and support to the Image Segmentation. A image
preprocessing is required when the segmentation works with
the Watershed Transform, using local minima as marker [16].
Il. PREPROCESSING The Watershed Transform is performed in a gradient image
The proposed methodology to refine the disparity magnd its direct application produces a constraint of over-
Figure 2, starts with an image caption step. It uses a calS€gmentation. Thus, three filters, the morphological gradi
brated and synchronized stereo vision system which returR8t adjusted, the morphological reconstructiéfy,;, and
a stereo pair (two images) that are rectified to supply th&€ morphologicalArea Close are employed to avoid this

following blocks, presented in the next subsections. constraint and providing the control of the segmentation
level. This subsection explains these three algorithmsl use

A. Disparity Map to preprocessing the reference image (FigByédefore the
segmentation.

Following the diagram of the Figur on the right are the X , . : .
Disparity Map block where the rectified images, based on the T_he first one 'S the morphological graphent. Its formulatlon
Epipolar geometry, are processed with some stereo matchilﬁgg'ven by the difference between dilation and erosion:[17]
algorithm to provide the disparity mapA) to be refined. To
validate the presented solution, were used a local approach gradMorph(f) = (f ® ge) — (f © 9i), @
based on the Sum of Absolute Differences (SAD) correlatiopere f is the image functiong. and g; are structuring
algorithm [15] and a Semi-Global Matching approach [5] taslements centered at the origin, and the operatorand
construct the/ ». These current approaches are implemented are respectively dilation and erosion (see [17] for more
in the OpenCYV library as the Block Matching (BM) and thedetails).

Semi-Global Block Matching (SGBM) algorithms and their |n the early work [2], was observed that the low-contrast
results are already available in the KITTI stereo evalumtioof higher frequency in shadow areas of the image provides

1The project VERVE stands fdNovel Vehicle Dynamics Control Tech-  2Available in  http://ww. cvl i bs. net/dat asets/kitti/
nique for Enhancing Active Safety and Range Extension dllijgnt eval _stereo_fl ow. php?benchnar k=st er eo. Last access in 29
Electric Vehicles July 2013.


http://www.cvlibs.net/datasets/kitti/eval_stereo_flow.php?benchmark=stereo
http://www.cvlibs.net/datasets/kitti/eval_stereo_flow.php?benchmark=stereo

In the Equatiorb, T}, (f) represents the threshold ¢fat
value h:

Th(f) = {a € M| f(z) > h}. ®)

As mentioned before, the complement of equattoocan
be similarly extended to the conception of area closing to
mappings fromA/ — R.

Finally, the last algorithm applied has the function of
filter out the regional minima. It uses the morphological
reconstruction,,,;,,, obtained by successive geodesics dila-
tions. This principle employs two subsets®f, calledmask
imageand marker image with the same size. Moreover, the
Fig. 4. Enhancing the contrast of higher frequency in shadosas. (a) maskimage must havg intensity values higher thar.] or equal
Original image, (b) gradient image and (c) the gradient imagh siadow t0 those frommarker image[19]. Properly performing the
area enhanced. reconstructionH-maximaor H,,.., is possible to take the
H-minima or H,,;, from its complement. Mathematically,

i , , , definingmask imageas I andmarker imageas — h, being
a not correct segmentation by merging different regions. T9 the parameter to filter, the equation is given by [17]:
avoid this drawback, it is proposed an enhancement on the

areas wh(_are the shadow occur. !t is performed applying a Hmazi(I) = IA(I — h). @)
threshold in the grayscale original image to detect the@ivad
areas, where the grayscale value was sé0t@io detect dark In this definition, A stands for morphological reconstruc-

regions), and aﬁe? IS cglculatgd a nop-lmear transforﬂ!eat tion with the structure element. By duality, the H,,,;,, is
value of the gradient image increasing the contrast in thi

detected area. This transformation is given by the equaion defined as:

which x represents the gradient intensitythe constant of - ¢ e
normalization andy another constant factor defineddat5. Hmaniy (1) = [I*Aa(I” = B ®)
These process is showed in the Figdre

Studying different approaches, the Watershed Transform
has different definitions at the literature, each one produc
fx) = ca?. (2)  a different solution set, presented in [20]. The definitions
are based on regional or global elements, such as influence

ones and shortest-path forests with maximum or sum of

eights of edges, or on local elements, such as the steepest
(g$scent paths. In this work, the local condition definition
was used, called LC-WT (Local Condition Watershed Trans-
form), which is defined as the steepest descent paths, where
tr()ie neighbors information is used to create a path to the

After extracting higher frequencies from the referenc
image by the morphological gradient filter, the next ste
consists in using thérea Closeto filter out pixels where
their connected component area is smaller than a giv
parameter\. Here is provided the definitions @&rea Open
once Area Closeis its complement [18]. The connected
component is defined as a pixels set characterized by . . ) .
relation between their neighborhood on the binary imag(éorrespopdl_ng mlnlmum: Mor_e details are found _m [16].

M C R2. First, the connected opening,(X) of a set .The principle of this disparity map rlefmement is to asso-
X C M at pointz € X is the connected component ofciate the weakly-textured elements, like asphalt pavesnent
and shadows, to segmented regions in the reference image,
fitting a plane to each one of them, as well as, reduce the
pixel variation in all regions. As mentioned, there are salve
VX)) ={xr € X | Area(C,(X)) > A}. (3) works that use this analogy. In fact, what distinguishes thi
work is the way the image is segmented. The combination

The 75 (X) denote the morphological area opening withof these three filters with the Watershed Transform provides
respect to the structure elementind the parametex. The g different methodology to determine the resulted segmenta
Area(.) is the number of elements in a connected componegpn.
of C,(X). Its dual binary area closing is obtained as: To demonstrate the processing done by this two blocks,

a asenie the output of the segmentation can be seen in the Figure
XX = IR(XAN ) Notice that the main point of this approach is choose the

where X, denotes the complement &f in M. Extending Value of the parameters andh of the Preprocessing Block.

the filter for a mappingf : M — R, in a grayscale image, 'N fact, these parameters give an excellent flexibility te de
then the area opening(f) is given by: termine the segmentation result of the Watershed Transform

which is responsible to generate the representatives sampl
(YS(f)(x) = sup{h < f(z) | x € v5(Th(f))}. (5) associated with the Disparity map.

X containingzx if x € X and0 otherwise. The binary area
opening is then defined on subsetsidf[19].



IIl. REMAPPING
A. Planes Estimation

16000)

Based on the assumption that pixels in a segment are ¢

uuuuu

planar, plane estimation is one of the most efficient ways fc
disparity refinement [8]. Similarly thought by [10] which { =

found the navigable area by approximating small plane ..,
in the world by lines in the V-Disparity map, this work ==

T e ey ey w0
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uses the RANSAC method to estimate plane coefficients ¢ R
segments defined on the reference image with the points of
the dlsparlty map. Fig. 5. Example of an influence surface for the parameteasdh on the

RANSAC based plane estimation is a minimization algoaumber of segments in an given image. In §g)= 5, h; = 2 and 4090
rithm that can exclude the outliers where three points ag&gments; (bh> =30, hz = 5 and427 segments; (Chs = 80, h3 = 15
. . aﬂd 73 segments.
randomly chosen to calculate the plane function during eac
iteration. Its accuracy is estimated by counting the number

(.)f points within the segment that agree W_'th the_ given plan ‘cenarios, with a ground truth with approximat&y% of
like consensus. In this way, the plane fitting is performe

) . : ) . ixels coverage in the disparity map. The complete loo

with the pomts of the Disparity Map _bemg’ = (z,y,d) without any cgode optimiza{':i)on )i/s argunlﬂs in aﬁ Intel P

andCp(s) belng the sgt of segmept pointsTo eachCy (s), CPU 17 with2.6GHz clock and8GB of RAM at the current

the plane function estimated is given by the equat@n ( stage. After validated the proposed solution, the perfocea
can be better optimized by software and hardware solutions,

n- (P —P)=0, ) as GPU cards [p21]. ’
wheren is the nonzero vector normal to the plai®, is a The Figure5 demonstrates the number of segments re-
know point in the planeP is a given point to determine if sulted in a given image, ranging the parameter from0

it is in the plane, and-) means a dot product. to 160 units and theH parameter from0 to 60 units. It
. . L L can be seen in the graphic that the number of segments fall
B. Disparity Map Reprojection and Filtering exponentially in the sense of increase the two parameters. |

For each cluster’s fitted plane, the Disparity imadg)( the Figure5 can also be seem the result of three combination
can be reprojected applying its points in the respectivaepla of A and h values, where in (a\; = 5 and h; = 2,
equation. However, due to the nature of the RANSAC andbtaining 4090 segments, in (b) was applies, = 30 and
the nonlinear variation of the disparity data, the final plém h, = 5, obtaining 427 segments, and the last one in (c)
only a estimation that can be good or not, depending of thestting\; = 80 and h; = 15, obtaining73 segments.
points used in the process. Therefore, hés points must  To evaluate the influence of thesés and h’s values in
respect the follow statements to be fit: the refinement of the Disparity Map, calculated by the

« The pixel disparity value is in a interval where a smalBlock Matching (BM) and the Semi-Global Bock Matching

variation in its value does not represents a large chang8GBM) algorithms ([15], [5]), the methodology presented
in the Z distance, in the world (e.g., variation biggerin the Figure2 was executed for each training image. The
than 2 meters, based in the relation presenteld-#);  KITTI benchmark provides an evaluation algorithm that

o The segment have enough percentage of valid pointsturns three metrics: the average number of pixels that

(disparity value different of zero); diverges of the ground truth (non occluded and all), the

« The maximum number of interactions to fit the planeend-point error that represents the mean variation for each

was not reached; pixel, and the density of valid points. The original’s were

« The point reprojected do not highly diverge from itsacquired with the same configuration used in the KITTI

original value (which is different from zero). stereo evaluation list, where the BM used has #h"

The highly divergence mentioned in the last statement ROSition and the SGBM has tf29'" position. The complete
determined by the difference between the disparity valu@sult is in the tabld. In this table, the highlighted rows
in I, and the reprojected disparity value. Following thes@resent the best combinations dfand H which improve

statements the Refined Disparity mag, is acquired. the original /o method. It is possible to see meaningful
reductions in the final pixel error with expressive gainshea t
IV. EXPERIMENTAL RESULTS density of valid points. In the BM refinement case, where the

In this section is presented the results for the Disparitgriginal I»’'s give less tharb0 % of valid points to planes
map refinement, demonstrating the influence of the pararastimation, this estimation will be more sensible to véoiat
eters A\ and H on the image segmentation resulted, a@ these points. Nevertheless, the fidal,.’s average pixels
well as its validation in the final result of the proposedvariation error are not increased as much as they improved
method. The methodology was tested with the KITTI flowtheir density. However, in the case of the SGBM refinement,
benchmark [9] acquired under a static environment, indgdi where more pixels are available to estimate the plane, the
194 training and195 test image pairs of diversified urbanfinal I,,’s reduce all the parameters analyzed.



TABLE |

FINAL REFINEMENT RESULT FOR THEKITTI TRAINING DATASET [9]

> 2 pixels > 3 pixels > 4 pixels End-Point

Method Out-Noc | Out-All | Out-Noc | Out-All | Out-Noc | Out-All | Out-Noc | Out-All | Density
BM 17.09 % | 18.34 % | 12.54 % | 13.68 % | 10.15 % | 11.20 % | 2.26 px | 2.58 px | 47.48 %
BM + Our(A\1, H1) 19.21 % | 20.45 % | 13.80 % | 14.97 % | 10.80 % | 11.88 % | 2.27 px | 2.61 px | 68.29 %
BM + Our( A2, H2) 17.78 % | 18.97 % | 13.28 % | 14.38 % | 10.68 % | 11.70 % | 2.19 px | 2.52 px | 77.24 %
BM + Our(\s, Hs3) 2461 % | 2559 % | 19.01 % | 19.93 % | 15.58 % | 16.44 % | 2.84 px | 3.10 px | 85.82 %
SGBM 16.86 % | 18.51 % | 13.52 % | 15.12 % | 11.69 % | 13.25 % | 3.15 px | 3.87 px | 87.31 %
SGBM + Our(A1, H1) | 15.72 % | 17.40 % | 12.01 % | 13.68 % | 10.02 % | 11.65 % | 2.59 px | 3.32 px | 95.90 %
SGBM + Our(\z, H2) | 16.18 % | 17.60 % | 12.28 % | 13.66 % | 10.04 % | 11.37 % | 2.31 px | 2.88 px | 97.80 %
SGBM + OurQs, H3) | 22.12 % | 23.25 % | 16.84 % | 17.94 % | 13.52 % | 14.60 % | 2.68 px | 3.13 px | 96.68 %
The Figureb presents general results for the proposed dis- REFERENCES

parity map refinement methodology with the BM approach,
comparing it to the original disparity map. It is possible to [1]
see how the refinement enhance the disparity information
(density of valid points) and the final error is reduced
in regions with well defined pixels. The road surface, for
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