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Abstract. We consider a non degenerate quasilinear parabolic stochas-
tic partial differential equation with a uniformly elliptic diffusion matrix.
It is driven by a nonlinear noise. We study regularity properties of its
weak solution satisfying classical a priori estimates. In particular, we
determine conditions on coefficients and initial data under which the
weak solution is Hölder continuous in time and possesses spatial regu-
larity. Our proof is based on an efficient method of increasing regularity:
the solution is rewritten as the sum of two processes, one solves a lin-
ear parabolic SPDE with the same noise term as the original model
problem whereas the other solves a linear parabolic PDE with random
coefficients. This way, the required regularity can be achieved by re-
peatedly making use of known techniques for stochastic convolutions
and deterministic PDEs.

1. Introduction

In this paper, we are interested in the regularity of weak solutions of
non degenerate quasilinear parabolic stochastic partial differential equation
driven by a multiplicative noise. Let D ⊂ RN be a bounded domain with
smooth boundary, let T > 0 and set DT = (0, T ) × D, ST = (0, T ] × ∂D.
We study the following problem
(1.1)

du = div(B(u)) dt+ div (A(u)∇u) dt+ F (u) dt+H(u) dW, in DT ,

u = 0, on ST ,

u(0) = u0, in D.

where W is a cylindrical Wiener process on some Hilbert space K and H is
a mapping with values in the space of the γ-radonifying operators from K
to certain Sobolev spaces. The diffusion matrix A is assumed to be smooth
and uniformly elliptic and the initial condition u0 is random in general. The
precise description of the problem setting will be given in the next section.

It is a well known fact in the field of PDEs and SPDEs that many equa-
tions do not, in general, have classical or strong solutions and can be solved
only in some weaker sense. Unlike deterministic problems, in the case of
stochastic equations we can only ask whether the solution is smooth in the
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space variable since the time regularity is limited by the regularity of the
stochastic integral. Thus, the aim of the present work is to determine con-
ditions on coefficients and initial data under which there exists a spatially
smooth solution to (1.1).

Such a regularity result is fundamental and interesting by itself. Equa-
tions of the form (1.1) appear in many sciences. Regularity of solutions
is an important property when one wants to study qualitative behaviour.
It is also a preliminary step when studying numerical approximations and
implies strong uniqueness for (1.1). Our original motivation is that such
models arise as limits of random kinetic equations (see [12]).

The issue of existence of a classical solution to deterministic parabolic
problems is well understood, among the main references stands the extensive
book [19] which is mainly concerned with the solvability of initial-boundary
value problems and the Cauchy problem to the basic linear and quasilinear
second order PDEs of parabolic type. Special attention is paid to the con-
nection between the smoothness of solutions and the smoothness of known
data entering into the problem (initial condition and coefficients), neverthe-
less, due to the technical complexity of the proofs a direct generalization to
the stochastic case is not obvious.

In the case of linear parabolic problems, let us mention the classical
Schauder theory (see e.g. [20]) that provides a priori estimates relating the
norms of solutions of initial- boundary value problems, namely the parabolic
Hölder norms, to the norms of the known quantities in the problems. These
results are usually employed in order to deal with quasilinear equations: the
application of the Schauder fixed point theorem leads to the existence of a
smooth solution under suitable hypotheses on the coefficients. In our proof,
we make use of the Schauder theory as well, yet in an entirely different
approach.

Regularity of parabolic problems in the stochastic setting was also stud-
ied in several works. In the previous work of the third author [18], semi-
linear parabolic SPDEs (i.e. the diffusion matrix A being independent of
the solution) were studied and a regularity result established by using semi-
group arguments (see also [25], [26]). In [13], [14], a maximum principle
is obtained for an SPDE similar to (1.1) but with a more general diffusion
H, it may depend on the gradient of u. In [16], existence and uniqueness
of strong solutions to SPDEs with drift given by the subdifferential of a
quasi-convex function is proved. Hölder continuity of solutions to nonlinear
parabolic systems under suitable structure conditions was proved in [5] by
energy methods. Quasilinear stochastic porous media equations are studied
in [3], [4] and specific techniques for these equations are used. In comparison
to this work, the quasilinear case considered in the present paper is more
delicate and different techniques need to be applied.

The transposition of the deterministic method exposed in [19] seems to
be quite difficult. Fortunately, we may use a trick to avoid this. We use a
very simple idea: a weak solution to (1.1) that satisfies a priori estimates
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is decomposed into two parts u = y + z where z is a solution to a linear
parabolic SPDE with the same noise term as (1.1) and y solves a linear
parabolic PDE with random coefficients. As a consequence, the problem
of regularity of u is reduced to showing regularity of z and regularity of y
which can be handled by known techniques for stochastic convolutions and
deterministic PDEs. It is rather surprising that this classical idea used to
treat semilinear equations can be applied also for quasilinear problems.

Let us explain this method more precisely. As the main difficulties come
from the second order and stochastic terms, for simplicity of the introduction
we assume B = F = 0. Let u be a weak solution to

(1.2)

{
du = div (A(u)∇u) dt+H(u) dW,

u(0) = u0,

and let z be a solution to{
dz = ∆z dt+H(u) dW,

z(0) = 0.

Then z is given by the stochastic convolution with the semigroup generated
by the Laplacian, denoted by (S(t))t≥0, i.e.

z(t) =

∫ t

0
S(t− s)H(u) dW (s)

and regularization properties are known. Setting y = u− z it follows imme-
diately that y solves

(1.3)

{
∂ty = div(A(u)∇y) + div((A(u)− I)∇z),
y(0) = u0,

which is a (pathwise) deterministic linear parabolic PDE. According to a
priori estimates for (1.2), it holds for all p ∈ [2,∞) and u0 ∈ Lp(Ω×D):

u ∈ Lp(Ω;L∞(0, T ;Lp(D))) ∩ Lp(Ω;L2(0, T ;W 1,2(D))),

and making use of the factorization method it is possible to show that z
possesses enough regularity so that ∇z is a function with good integra-
bility properties. Now, a classical result for deterministic linear parabolic
PDEs with discontinuous coefficients (see [19]) yields Hölder continuity of
y (in time and space) and consequently also Hölder continuity of u itself.
Having this in hand, the regularity of z can be increased to a level where
the Schauder theory for linear parabolic PDEs with Hölder continuous co-
efficients applies to (1.3) (see [20]) and higher regularity of y is obtained.
Repeating this approach then allows us to conclude that u is λ-Hölder con-
tinuous in time for all λ < 1/2 and possesses as much regularity in space
as allowed by the regularity of the coefficients and the initial data. In this
article, in order to avoid lengthy proofs and notations, we restrict to spatial
regularity less than 5. Our method extends to higher regularity, see Remark
2.8.
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The paper is organized as follows. In Section 2, we introduce the basic
setting and state our regularity results, Theorem 2.6, Theorem 2.7. Section
3 gives preliminary results concerning the stochastic convolution and the
smoothness of the solutions of linear parabolic equations. These are adapted
from [19] and [20], we have to explicit the dependance of the constant with
respect to some data and to treat low time regularity. The remainder of
the paper is devoted to the proof of Theorem 2.6 and Theorem 2.7 that
is divided into several parts. In Section 4, we establish our first regularity
result, Theorem 2.6, that gives some Hölder continuity in time and space of
a weak solution to (1.1). The regularity is then improved in the final Section
5 and Theorem 2.7 is proved.

2. Notations, hypotheses and the main result

2.1. Notations. In this paper, we adopt the following conventions. For r ∈
[1,∞], the Lebesgue spaces Lr(D) are denoted by Lr and the corresponding
norm by ‖ · ‖r. In order to measure higher regularity of functions we make
use of the Bessel potential spaces Ha,r(D), a ∈ R and r ∈ (1,∞).

In order to motivate the use of these spaces let us recall their basic prop-
erties (for a thorough exposition we refer the reader to the books of Triebel
[23], [24]). In the case of RN the Bessel potential spaces are defined in terms
of Fourier transform of tempered distributions: let a ∈ R, r ∈ (1,∞) then

Ha,r(RN ) =
{
f ∈ S ′(RN ); ‖f‖Ha,r :=

∥∥F−1(1 + |ξ|2)a/2Ff
∥∥
Lr
<∞

}
and they belong to the Triebel-Lizorkin scale F ar,s(RN ) in the sense that

Ha,r(RN ) = F ar,2(RN ). The Bessel potential spaces Ha,r(RN ) behave well

under the complex interpolation, i.e. for a0, a1 ∈ R and r0, r1 ∈ (1,∞) it
holds that

(2.1) [Ha0,r0(RN ), Ha1,r1(RN )]θ = Ha,r(RN ),

where θ ∈ (0, 1) and a = (1 − θ)a0 + θa1,
1
r = 1−θ

r0
+ θ

r1
, which makes

them more suitable for studying regularity for linear elliptic and parabolic
problems. Indeed, under the assumption of bounded imaginary powers of a
positive operator A on a Banach space X, the domains of fractional powers
of A are given by the complex interpolation as well: let 0 ≤ α < β < ∞,
θ ∈ (0, 1) then

[D(Aα), D(Aβ)]θ = D(A(1−θ)α+θβ).

Furthermore, the expression (2.1) and the obvious identity Hm,r(D) =
Wm,r(D) for m ∈ N0 and r ≥ 1 suggest how the spaces Ha,r(D) may be
defined for a general domain D: if a ≥ 0 and m ∈ N such that a ≤ m < a+1
then we define

Ha,r(D) := [Wm,r(D), Lr(D)](m−a)/m.

If D is sufficiently regular then Ha,r(D) coincides with the space of restric-
tions to D of functions in Ha,r(RN ) and the Sobolev embedding theorem
holds true. The spaces Ha,r

0 (D), a ≥ 0, r ∈ (1,∞), are then defined as the
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closure of C∞c (D) in Ha,r(D). Note, that Ha,r
0 (D) = Ha,r(D) if a ≤ 1/r and

Ha,r
0 (D) is strictly contained in Ha,r if a > 1/r. Besides, an interpolation

result similar to (2.1) holds for these spaces as well

[Ha0,r0
0 (D), Ha1,r1

0 (D)]θ = Ha,r
0 (D).

For notational simplicity, we denote the norm of Ha,r by ‖ · ‖a,r.

Remark 2.1. The spaces Ha,r(D) are generally different from the Sobolev-
Slobodeckij spaces W a,r(D) which belong to the Besov scale Ba

r,s(D) in the
sense that W a,r(D) = Ba

r,r(D) if a > 0, a /∈ N. Nevertheless, we have the
following two relations which link the two scales of function spaces together

W a,r(D) = Ha,r(D) if a ∈ N0, r ∈ [1,∞) or a ≥ 0, r = 2,

and

Ha+ε,r(D) ↪→W a,r(D) ↪→ Ha−ε,r(D) a ∈ R, r ∈ (1,∞), ε > 0.

Below we use the Laplace operator with Dirichlet boundary conditions,
denoted by ∆D. Considered as an operator on Lr, its domain is H2,r

0
and it is the infinitesimal generator of an analytic semigroup denoted by
S = (S(t))t≥0. Moreover, it follows from the above considerations that the
domains of its fractional powers coincide with the Bessel potential spaces,
that is D((−∆D)α) = H2α,r

0 , α ≥ 0. Therefore, one can build a fractional
power scale (or a Sobolev tower, see [2], [15]) generated by (Lr,−∆D) to get

(2.2)
[(
H2α,r

0 ,−∆D,2α,r

)
; α ≥ 0

]
,

where −∆D,2α,r is the H2α,r
0 -realization of −∆D. Having this in hand, an

important result [2, Theorem V.2.1.3] describes the behavior of the semi-
group S in this scale. More precisely, the operator ∆D,2α,r generates an

analytic semigroup S2α,r on H2α,r
0 which is naturally obtained from S by

restriction, i.e. S2α,r(t) is the H2α,r
0 -realization of S(t), t ≥ 0, and we have

the following regularization property: for any δ > 0 and t > 0, S2α,r(t) maps

H2α,r
0 into H2α+δ,r

0 with

(2.3)
∥∥S2α,r(t)

∥∥
L(H2α,r

0 ,H2α+δ,r
0 )

≤ C

tδ/2
.

For notational simplicity of the sequel we do not directly specify the spaces
where the operators ∆D and S(t), t ≥ 0, are acting since this is always clear
from the context.

Another important scale of function spaces which is used throughout the
paper are the Hölder spaces. In particular, if X and Y are two Banach spaces
and α ∈ (0, 1), Cα(X;Y ) denotes the space of bounded Hölder continuous
functions with values in Y equipped with the norm

‖f‖Cα(X;Y ) = sup
x∈X
‖f(x)‖Y + sup

x,x′∈X,x6=x′

‖f(x)− f(x′)‖Y
‖x− x′‖αX

.
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In the sequel, we consider the spaces Cα(D) = Cα(D;R), Cα([0, T ];Y )
where Y = Ha,r or Y = Cβ(D) and Cα([0, T ] × D) = Cα([0, T ] × D;R)...
Besides, we employ Hölder spaces with different regularity in time and space,
i.e. Cα,β([0, T ] × D). For α ∈ (0, 1/2), β ∈ (0, 1), they are equipped with
the norm

‖f‖Cα,β = sup
(t,x)
|f(t, x)|+ sup

(t,x)6=(s,y)

|f(t, x)− f(s, y)|
max{|t− s|α, |x− y|β}

.

For larger indices α + l/2, β + k with α ∈ (0, 1/2), β ∈ (0, 1) and l, k non
negative integers, the norm is defined by

‖f‖Cα+l/2,β+k =
∑

2r≤l,|γ|≤k,2r+|γ|≤max{l,k}

‖∂rt ∂γf‖Cα,β .

We have denoted by ∂t the partial derivative with respect to the time variable
t and, for a multi-index γ = (γ1, . . . , γN ), ∂γ = ∂γ11 . . . ∂γNN where ∂i is
the partial derivative with respect to xi. For α = β/2, k = l, these are
the classical Hölder spaces used to measure the regularity of solutions of
parabolic problems. Here, we need these slightly more general spaces. In
this work, we always use α = β/2. This is a very natural choice since in
this case Cα,β is precisely the Hölder space of order β with respect to the
parabolic distance: d((t, x), (s, y)) = max{|t− s|1/2, |x− y|}.

Note that Cβ/2,β+1([0, T ] × D) = C(β+1)/2,β+1([0, T ] × D). Indeed both
spaces consist of bounded functions such that

‖f‖Cβ/2,β +
∑
|γ|=1

‖∂γf‖Cβ/2,β

is finite.

Given a domain D with a Cβ+k boundary, using local coordinates, we
define classically the Hölder spaces on the boundary Cα,β([0, T ]× ∂D) (see
[19], section 3, chapter II. In particular (3.19) and the paragraph above).

Clearly if v is a function in Cα+l/2,β+k([0, T ]×D), its restriction to [0, T ]×
∂D is in Cα+l/2,β+k([0, T ]×∂D). But it can be much smoother, for instance
if v is constant on the boundary.

Note that it holds Cα([0, T ];Cβ(D)) $ Cα,β([0, T ]×D) and therefore we

have to distinguish these two spaces. An example is given in [21]: D = [0, T ]
and u(t, x) = (x+ t)α, α ∈ (0, 1).

For k ∈ N0 we denote by Ckb = Ckb (R) the space of continuous functions
that have continuous bounded derivatives up to order k. Note that for k = 0
it is the space of continuous functions, not necessarily bounded.

In the whole article, C, Ci, K, Ki, κ, . . . denote constants. When they
depend on some parameters of the problem, this is explicitly stated.

2.2. Hypotheses. Let us now introduce the precise setting of (1.1). We
work on a finite-time interval [0, T ], T > 0, and on a bounded domain D
in RN with smooth boundary. We denote by DT the cylinder (0, T ) × D
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and by ST the lateral surface of DT , that is ST = (0, T ]× ∂D. Concerning
the coefficients A, B, F, H, we only state here the basic assumptions that
guarantee the existence of a weak solution and are valid throughout the
paper. Further regularity hypotheses are necessary in order to obtain better
regularity of the weak solution and will be specified later. We assume that
the flux function

B = (B1, . . . , BN ) : R −→ RN

is continuous with linear growth. The diffusion matrix

A = (Aij)
N
i,j=1 : R −→ RN×N

is supposed to be continuous, symmetric, positive definite and bounded. In
particular, there exist constants ν, µ > 0 such that for all u ∈ R and ξ ∈ RN ,

(2.4) ν|ξ|2 ≤ A(u)ξ · ξ ≤ µ|ξ|2.

The drift coefficient F : R→ R is continuous with linear growth.
Regarding the stochastic term, let (Ω,F , (Ft)t≥0,P) be a stochastic ba-

sis with a complete, right-continuous filtration. The driving process W is a
cylindrical Wiener process: W (t) =

∑
k≥1 βk(t)ek with (βk)k≥1 being mutu-

ally independent real-valued standard Wiener processes relative to (Ft)t≥0

and (ek)k≥1 a complete orthonormal system in a separable Hilbert space K.
For each u ∈ L2(D) we consider a mapping H(u) : K → L2(D) defined by
H(u) ek = Hk(·, u(·)). In particular, we suppose that Hk ∈ C(D × R) and
the following linear growth condition holds true

(2.5)
∑
k≥1

|Hk(x, ξ)|2 ≤ C
(
1 + |ξ|2

)
, ∀x ∈ D, ξ ∈ R.

This assumption implies in particular that H maps L2(D) to L2(K;L2(D))
where L2(K;L2(D)) denotes the collection of Hilbert-Schmidt operators
from K to L2(D). Thus, given a predictable process u that belongs to

L2(Ω;L2(0, T ;L2(D))), the stochastic integral t 7→
∫ t

0 H(u)dW is a well de-

fined process taking values in L2(D) (see [10, Chapter 4] for a thorough
exposition).

Later on we are going to estimate the weak solution of (1.1) in certain
Bessel potential spaces Ha,r

0 with a ≥ 0 and r ∈ [2,∞) and therefore we
need to ensure the existence of the stochastic integral in (1.1) as an Ha,r

0 -
valued process. We recall that the Bessel potential spaces Ha,r

0 with a ≥ 0
and r ∈ [2,∞) belong to the class of 2-smooth Banach spaces since they
are isomorphic to Lr(0, 1) according to [23, Theorem 4.9.3] and hence they
are well suited for the stochastic Itô integration (see [7], [8] for the precise
construction of the stochastic integral). So, let us denote by γ(K,X) the
space of the γ-radonifying operators from K to a 2-smooth Banach space
X. We recall that Ψ ∈ γ(K,X) if the series∑

k≥0

γkΨ(ek)
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converges in L2(Ω̃, X), for any sequence (γk)k≥0 of independent Gaussian

real-valued random variables on a probability space (Ω̃, F̃ , P̃) and any or-
thonormal basis (ek)k≥0 of K. Then, the space γ(K,X) is endowed with the
norm

‖Ψ‖γ(K,X) :=

(
Ẽ

∣∣∣∣∣∑
k≥0

γkΨ(ek)

∣∣∣∣∣
2

X

)1/2

(which does not depend on (γk)k≥0, nor on (ek)k≥0) and is a Banach space.
Now, if a ≥ 0 and r ∈ [2,∞) we denote by (Ha,r) the following hypothesis

‖H(u)‖γ(K,Ha,r
0 ) ≤

{
C
(
1 + ‖u‖Ha,r

0

)
, a ∈ [0, 1],

C
(
1 + ‖u‖Ha,r

0
+ ‖u‖a

H1,ar
0

)
, a > 1,

(Ha,r)

i.e. H maps Ha,r
0 to γ(K,Ha,r

0 ) provided a ∈ [0, 1] and it maps Ha,r
0 ∩H

1,ar
0

to γ(K,Ha,r
0 ) provided a > 1. The precise values of parameters a and r will

be given later in each of our regularity results.

Remark 2.2. We point out that, thanks to the linear growth hypothesis
(2.5) on the functions (Hk)k≥1, one can easily verify that, for all r ∈ [2,∞),
the bound (H0,r) holds true.

In order to clarify the assumption (Ha,r), let us present the main examples
we have in mind.

Example 2.3. Let W be a d-dimensional (Ft)-Wiener process, that is

W (t) =
∑d

k=1Wk(t) ek, where Wk, k = 1, . . . , d, are independent standard

(Ft)-Wiener processes and (ek)
d
k=1 is an orthonormal basis of K = Rd. Then

hypothesis (Ha,r) is satisfied for a ≥ 0, r ∈ [2,∞) provided the functions
H1, . . . ,Hd are sufficiently smooth and respect the boundary conditions in
the following sense: if a > 1

r , then

∇lxHk(x, 0) = 0, x ∈ ∂D, ∀k = 1, . . . , d, ∀l ∈ N0, l < a− 1

r
,

(for more details we refer the reader to [22]). Note that in this example it is

necessary to restrict ourselves to the subspace Ha,r
0 ∩H1,ar

0 of Ha,r
0 so that

the corresponding Nemytskij operators u 7→ Hk(·, u(·)) take values in Ha,r
0 .

In fact, if 1 + 1/r ≤ a ≤ N/r, r ∈ (1,∞), then only linear operators map
Ha,r

0 to itself (see [22]).

Example 2.4. In the case of linear operator H we are able to deal with
an infinite dimensional noise. Namely, let W be a (Ft)-cylindrical Wiener
process on K = L2(D), that is W (t) =

∑
k≥1Wk(t) ek, where Wk, k ≥ 1, are

independent standard (Ft)-Wiener processes and (ek)k≥1 an orthonormal
basis of K. We assume that H is linear of the form H(u)ek := uQek, k ≥ 1,
where Q denotes a linear operator from K to K. Then, one can verify that
the hypothesis (Ha,r) is satisfied for a ≥ 0, r ∈ [2,∞) provided we assume
the following regularity property:

∑
k≥1 ‖Qek‖2a,∞ <∞. We point out that,

in this example, H maps Ha,r
0 to γ(K,Ha,r

0 ) for any a ≥ 0 and r ∈ [2,∞).
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As we are interested in proving the regularity up to the boundary for weak
solutions of (1.1), it is necessary to impose certain compatibility conditions
upon the initial data and the null Dirichlet boundary condition. To be more
precise, since u0 can be random in general, let us assume that u0 : Ω →
C(D) is measurable and u0 = 0 on ∂D. Further integrability and regularity
assumptions on u0 will be specified later.

Note that other boundary conditions could be studied with similar argu-
ments, see Remark 2.8 below.

2.3. Existence of weak solutions. Let us only give a short comment here
as existence is not our main concern and we will only make use of a priori
estimates for parabolic equations of the form (1.1). In the recent work [11],
the authors gave a well-posedness result for degenerate parabolic SPDEs
(with periodic boundary conditions) of the form{

du = div(B(u)) dt+ div(A(u)∇u) dt+H(u) dW,

u(0) = u0,

where the diffusion matrix was supposed to be positive semidefinite. One
can easily verify that the Dirichlet boundary conditions and the drift term
F (u) in (1.1) do not cause any additional difficulties in the existence part of
the proofs and therefore the corresponding results in [11], namely Section 4
(with the exception of Subsection 4.3) and Proposition 5.1, are still valid in
the case of (1.1). In particular, we have the following.

Theorem 2.5. There exists
(
(Ω̃, F̃ , (F̃t), P̃), W̃ , ũ

)
which is a weak mar-

tingale solution to (1.1) and, for all p ∈ [2,∞) and u0 ∈ Lp(Ω̃;Lp)

ũ ∈ Lp(Ω̃;C([0, T ];L2)) ∩ Lp(Ω̃;L∞(0, T ;Lp)) ∩ Lp(Ω̃;L2(0, T ;W 1,2)).

By a weak martingale solution we mean that it is weak in the PDE sense,
that is, the equation (1.1) is satisfied in D′([0, T ) × D). It is also weak
in probabilistic sense, that is, the probability space and the driving Wiener
process are considered as unknown (see [10, Chapter 8] for precise definition).

In the sequel, we assume the existence of a weak solution (in the PDE
sense) on the original probability space (Ω,F ,P) and show that it possesses
regularity that depends on the regularity of coefficients and initial data.
We point out that this assumption is taken without loss of generality since
pathwise uniqueness can be proved once we have sufficient regularity in
hand and hence existence of a pathwise solution can be then obtained by
the method of Gyöngy and Krylov [17] (see also [11, Subsection 4.3]).

2.4. The main result. To conclude this section let us state our main results
to be proved precisely.

Theorem 2.6. Let u be a weak solution to (1.1) such that, for all p ∈ [2,∞),

u ∈ L2(Ω;C([0, T ];L2)) ∩ Lp(Ω;L∞(0, T ;Lp)) ∩ L2(Ω;L2(0, T ;W 1,2
0 )).

Assume that
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(i) u0 ∈ Lm(Ω;Cι(D)) for some ι > 0 and all m ∈ [2,∞), and u0 = 0
on ∂D a.s.

(ii) (H1,2) is fulfilled.

Then there exists η > 0 such that, for all m ∈ [2,∞), the weak solution u

belongs to Lm(Ω;Cη/2,η(DT )).

Next result gives higher regularity. As in the deterministic case, some
compatibility conditions are required on the boundary {0} × ∂D. To state

these, we introduce the notation: u
(1)
0 = div (A(u0)∇u0) + div(B(u0)) +

F (u0) and A0 =
∑

ij Aij(0)∂ij .

Theorem 2.7. Let k = 1, 2, 3 or 4. Let u be a weak solution to (1.1) such
that, for all p ∈ [2,∞),

u ∈ L2(Ω;C([0, T ];L2)) ∩ Lp(Ω;L∞(0, T ;Lp)) ∩ L2(Ω;L2(0, T ;W 1,2
0 )).

Assume that

(i) u0 ∈ Lm(Ω;Ck+ι(D)) for some ι > 0 and all m ∈ [2,∞),

(ii) u0 = 0 on ∂D a.s., and u
(1)
0 = 0 on ∂D a.s. if k = 2, 3, 4, and

2(A′(0)∇u0) · ∇u(1)
0 +B′(0) · ∇u(1)

0 +A0u
(1)
0 = 0 on ∂D if k = 4 .

(iii) A, B ∈ Ckb and F ∈ Ck−1
b ,

(iv) (Ha,r) is fulfilled for all a < k + 1 and r ∈ [2,∞).

Then for all λ ∈ (0, 1/2) and all m ∈ [2,∞), the weak solution u belongs to
Lm(Ω;Cλ,k+ι(DT )).

Remark 2.8. We could investigate higher regularity. Indeed, the tools
required to prove Theorem 2.7 extend without difficulty. In fact, the proofs
require different arguments for k = 1, 2, 3 and 4. But for k ≥ 5, the proof
is exactly the same as for k = 4. This requires just a generalization of
Theorem 3.5 below. Note that, as in the deterministic case, this requires
stronger assumptions and compatibility conditions. The case of Neumann
boundary conditions can be treated similarly.

Our result clearly extends to the case of coefficients A, B, F which may
also depend on x under suitable regularity assumptions.

The case of periodic boundary conditions is much easier. Indeed, no
compatibility conditions are required. Moreover, the proof of regularity
higher than 3 is straightforward by differentiation of the equation.

Remark 2.9. Note, that the condition m ∈ [2,∞) in the assumption (i)
of Theorem 2.6 and Theorem 2.7 can be weakened to m ∈ [2,m0] for some
sufficiently large m0. This would weaken the results accordingly. However,
in the proof, we use big vallues of m and the precise value of m0 is not of
great interest. Therefore, we prefered to state our result in the form above.
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3. Preliminaries

3.1. Regularity of the stochastic convolution. Our proof of Theorem
2.6 and Theorem 2.7 is based on a regularity result that concerns mild
solutions to linear SPDEs of the form

(3.1)

{
dZ = ∆DZ dt+ Ψ(t) dWt,

Z(0) = 0,

where ∆D is the Laplacian on D with null Dirichlet boundary conditions
acting on various Bessel potential spaces.

The solution to (3.1) is given by the stochastic convolution, that is

Z(t) =

∫ t

0
S(t− s)Ψ(s) dWs, t ∈ [0, T ].

In order to describe the connection between its regularity and the regularity
of Ψ, we recall the following proposition.

Proposition 3.1. Let a ≥ 0 and r ∈ [2,∞) and let Ψ be a progressively
measurable process in Lp(Ω;Lp(0, T ; γ(K,Ha,r

0 ))).

(i) Let p ∈ (2,∞) and δ ∈ [0, 1 − 2/p). Then, for any λ ∈ [0, 1/2 −
1/p− δ/2), Z ∈ Lp(Ω;Cλ(0, T ;Ha+δ,r

0 )) and

E‖Z‖p
Cλ(0,T ;Ha+δ,r

0 )
≤ C E‖Ψ‖p

Lp(0,T ;γ(K,Ha,r
0 ))

.

(ii) Let p ∈ [2,∞) and δ ∈ (0, 1). Then Z ∈ Lp(Ω;Lp(0, T ;Ha+δ,r
0 ))

and

E‖Z‖p
Lp(0,T ;Ha+δ,r

0 )
≤ C E‖Ψ‖p

Lp(0,T ;γ(K,Ha,r
0 ))

.

Proof. Having established the behavior of the Dirichlet Laplacian and the
corresponding semigroup along the fractional power scale (2.2), the proof
of (i) is an application of the factorization method and can be found in
[7, Corollary 3.5] whereas the point (ii) follows from the Burkholder-Davis-
Gundy inequality and regularization properties (2.3) of the semigroup. �

3.2. Regularity results for deterministic parabolic PDE’s. We now
state classical regularity results from [19] and [20]. Since the notations are
different and difficult to find in the books, we restate the results with ours
and in the situation needed in the sequel. Moreover, the dependence on
the coefficients and initial data is not always explicit in these books. We
thus precise the bounds, this requires new proofs. Also, we give new results
where the regularity is not measured in the classical parabolic scaling.

We first consider a linear parabolic PDE of the form

(3.2)


∂tv = div(a(t, x)∇v) + div g(t, x) + f(t, x), in DT ,

v = 0, on ST ,

v(0) = v0, in D,
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and assume that there exist ν, µ > 0 such that ν|ξ|2 ≤ a(t, x)ξ · ξ ≤ µ|ξ|2,
for all (t, x) ∈ DT , ξ ∈ RN .

This equation is precisely (1.9) with L defined in (1.1), from [19, Chapter
III] with fi = gi, i = 1, . . . , N . Note that a is matrix valued. We have
switched the notation for the unknown from u to v and for the initial data
from ψ0 to v0. Condition (1.2) in [19, Chapter III] is precisely the condition
on a just above.

Theorem 3.2. Assume that v0 ∈ Cβ(D) for some β > 0 and v0 = 0 on
∂D. There exists r0 depending on N ; α ∈ (0, β] depending on N, ν, µ, r0, D
and a constant K1 depending on N, ν, µ, r0, D, α such that if

(i) v is a weak solution to (3.2) which is continuous in time with values

in L2 and belongs to L2(0, T ;W 1,2
0 ),

(ii) f ∈ Lr0(DT ) and g ∈ L2r0(DT ),

then v ∈ Cα/2,α(DT ) and the following estimate holds

‖v‖Cα/2,α ≤ K1

(
‖v0‖Cα(D) + ‖g‖L2r0 (DT ) + ‖f‖Lr0 (DT )

)
.(3.3)

Proof. This result follows from [19, Theorem 10.1, Chapter III]. Note the
compatibility condition v0 = 0 on ∂D implies that the data on the para-
bolic boundary ΓT = {0} × D ∪ ST is in Cα/2,α(ΓT ), which is denoted by

Hα,α/2(ΓT ) in [19].
Numbers of equations and theorems below refer to [19, Chapter III].
We first have to check that v is in L∞([0, T ] × D). This follows from

Theorem 7.1..
We first note that it is always possible to find a number r0 depending on

N such that the couple (r, q) = (r0, r0) satisfies (7.2) with some κ1 ∈ (0, 1)
if N ≥ 2 or κ1 ∈ (0, 1

2) if N = 1. Hypothesis (7.1) with µ1 depending on r0

and N then follows. The crucial point is the estimate (7.14) then Theorem
6.1 from Chapter II applies and yields the maximum principle. Moreover,
the dependence of the L∞-bound on the coefficients and the initial data can
be seen from (6.2). We obtain

‖v‖L∞(DT ) ≤ C
(
1 + ‖v0‖L∞

)(
1 + ‖g‖

2(1+ N
2κ1

)

L2r0 (DT )
+ ‖f‖

1+ N
2κ1

Lr0 (DT )

)
where the constant C does not depend on v0, g, f and depends on a only
through its ellipticity constant ν. In other words we have proved that the
linear mapping

L∞(D)× Lr0(DT )× L2r0(DT )→ L∞(DT )

(v0, f, g) 7→ v
(3.4)

is bounded hence continuous and it holds

‖v‖L∞(DT ) ≤ C
(
‖v0‖L∞ + ‖g‖L2r0 (DT ) + ‖f‖Lr0 (DT )

)
.(3.5)

Since we assume zero Dirichlet boundary conditions we may now apply
the second part of Theorem 10.1 and deduce that v is in Cα/2,α(DT ). The
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proof is based on estimate (10.6) applied to cylinders Q(ρ, τ) intersecting the
parabolic boundary ΓT = {0} ×D ∪ ST and to levels k ≥ maxQ(ρ,τ)∩ΓT ±u
and follows from Theorem 8.1 in Chapter II. Note that due to Remark 7.1
in Chapter II, the Hölder exponent α depends neither on the L∞-bound of v
nor on the Lr0- and L2r0-norm of f and g, respectively, but may depend on
the Cβ-norm of v0 as can be seen from the proof of Theorem 8.1, Chapter
II, namely from (8.6). Nevertheless, one can first take ‖v0‖Cβ ≤ 1 and then
argue by linearity of the solution map (3.4) to obtain the final estimate
(3.3). �

As the next step, we recall the Schauder estimate for equations in diver-
gence form [20, Theorem 6.48].

Theorem 3.3. Let α ∈ (0, 1), assume that D has a Cα+1 boundary and

(i) a, g ∈ Cα/2,α(DT ), f ∈ Lp(DT ) for some p ≥ N+2
1−α ,

(ii) v0 ∈ C1+α(D), v0 = 0 on ∂D.

Then there exists a unique weak solution to (3.2). Moreover, there exists a
constant K2 depending on N, ν, µ, p,D, α such that

‖v‖C(1+α)/2,1+α ≤ K2P1(aα/2,α)
(
‖v0‖C1+α(D) + ‖g‖Cα/2,α + ‖f‖Lp(DT )

)
,

(3.6)

where P1 is a polynomial and aα/2,α = ‖a‖Cα/2,α.

Proof. According to [20, Theorem 6.48] one obtains the required regularity
of v. Note that our compatibility condition v0 = 0 on ∂D implies that
the boundary data are in C(1+α)/2,1+α on the parabolic boundary ST . This
parabolic boundary is denoted by PΩ in [20] and this Hölder space by H1+α.
Thus the compatibility condition of [20, Theorem 6.48] is satisfied.

But the dependence on aα/2,α is not obvious. In the following we adapt
the technique from [9, Theorem 3.1] and show that the dependence is indeed
polynomial.

Take r ∈ (0, 1] to be fixed later. Let (Bi(r/4))i=1,...,n be a covering of DT

by parabolic cylinders of radius r, i.e. balls of radius r with respect to the
parabolic distance

d((t, x), (s, y)) = max{|t− s|1/2, |x− y|}.

We denote their centers by (ti, xi). Let

ϕi ∈ C∞c (Bi(r)) such that 0 ≤ ϕi ≤ 1 and ϕi ≡ 1 on Bi(r/2).

It is possible to choose these functions such that

‖∇ϕi‖C0(DT ) ≤ Cr
−1, ‖∂tϕi‖C0(DT ) ≤ Cr

−2, ‖∇ϕi‖Cα/2,α ≤ Cr
−1−α.
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Set ai = a(ti, xi), vi = ϕiv, v0,i = ϕi(0)v0. Then vi solves the following
parabolic equation
(3.7)
∂tvi − div(ai∇vi) = div[(a− ai)∇vi] + ϕif + div(ϕig)− g∇ϕi

− a∇v∇ϕi − div[av∇ϕi] + v∂tϕi, in DT ,

vi = 0, on ST ,

vi(0) = v0,i, in D.

This is an equation of the form
∂tw − div(b∇w) = h0 + div h, in DT ,

w = 0, on ST ,

w(0) = w0, in D,

where b is a constant matrix. According to [20, Theorem 6.48], it holds true

‖w‖C(1+α)/2,1+α ≤ C
(
‖w0‖C1+α + ‖h‖Cα/2,α + ‖h0‖M1,N+1+α(DT )

)
,(3.8)

where the constant depends only on N, ν, µ,D, α and M1,N+1+α(DT ) de-
notes the Morrey space (corresponding to the parabolic distance). It is easy
to see that the compatibility conditions are satisfied by (3.7).

By Hölder inequality it follows from the definition of the norm inM1,N+1+α(DT )
that if p ≥ N+2

1−α then Lp(DT ) ↪→M1,N+1+α(DT ). Therefore

‖w‖C(1+α)/2,1+α ≤ C0

(
‖w0‖C1+α + ‖h‖Cα/2,α + ‖h0‖Lp(DT )

)
(3.9)

with a constant depending only on N, ν, µ,D, α.
We apply this bound to (3.7) and obtain

‖vi‖C(1+α)/2,1+α ≤ C0

[
‖ϕi(0)‖C1+α‖v0‖C1+α + ‖(a− ai)∇vi‖Cα/2,α

+ ‖f‖Lp(DT ) + ‖ϕi‖Cα/2,α‖g‖Cα/2,α
+ ‖∇ϕi‖C0(DT )‖g‖Lp(DT )

+ ‖a‖C0(DT )‖∇ϕi‖C0(DT )‖∇v‖Lp(DT )

+ ‖a‖Cα/2,α‖v‖Cα/2,α‖∇ϕi‖Cα/2,α

+ ‖v‖C0(DT )‖∂tϕi‖C0(DT )

]
.

(3.10)

In the following, | · |α/2,α denotes the α-Hölder seminorm with respect to the
parabolic distance, i.e.

|w|α/2,α = sup
(t,x),(s,x)∈DT

(t,x)6=(s,x)

|w(t, x)− w(s, x)|
d((t, x), (s, y))α

.

By interpolation, there exists C > 0 such that we have for every ε > 0 (see
e.g. [19, Lemma 3.2, Chapter II]):

‖vi‖C1/2,1 ≤ ε‖vi‖C(1+α)/2,1+α +
C

ε1/α
‖vi‖C0(DT ).
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Besides,

‖∇vi‖C0(DT ) ≤ ‖vi‖C1/2,1

‖∇vi‖C0(DT ) + |∇vi|α/2,α ≤ ‖v‖C(1+α)/2,1+α

hence choosing ε = rα we obtain

‖(a− ai)∇vi‖Cα/2,α ≤ ‖a− ai‖C0(Bi(r))
‖∇vi‖C0(DT )

+ ‖a− ai‖C0(Bi(r))
|∇vi|α/2,α + aα/2,α‖∇vi‖C0(DT )

≤ aα/2,αrα‖∇vi‖C0(DT ) + aα/2,αr
α|∇vi|α/2,α

+ aα/2,α‖∇vi‖C0(DT )

≤ aα/2,α
(
2rα‖vi‖C(1+α)/2,1+α + Cr−1‖vi‖C0(DT )

)
.

We set r =
(
4C0aα/2,α

)−1/α ∧ 1, where C0 is the constant defined in (3.9),
and deduce from (3.10)

‖vi‖C(1+α)/2,1+α ≤ C
[
r−1−α‖v0‖C1+α + aα/2,αr

−1‖vi‖C0(DT ) + ‖f‖Lp(DT )

+ r−1‖g‖Cα/2,α + aα/2,αr
−1‖∇v‖Lp(DT )

+ aα/2,αr
−1−α‖v‖Cα/2,α + r−2‖v‖C0(DT )

]
.

Next, we estimate the second, the sixth and the seventh term on the right
hand side by (3.3) and (3.5) and obtain

‖vi‖C(1+α)/2,1+α ≤ Cr−1−α‖∇v‖Lp(DT )

+ C
(
r−1−2α + r−2

)(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
.

(3.11)

Since p ≥ 2 we also have the elementary interpolation inequality

‖∇v‖pLp(DT ) ≤ ‖∇v‖
p−2

C0(DT )
‖∇v‖2L2(DT )

as well as the basic energy estimate

(3.12) ‖v‖L∞(0,T ;L2) + ‖∇v‖L2(DT ) ≤ C
(
‖v0‖L2 + ‖g‖L2(DT ) + ‖f‖L2(DT )

)
which holds true with a constant that depends on ν but otherwise is inde-
pendent of the coefficients of (3.2). We deduce

‖∇v‖p
Lp(DT )

≤ C‖∇v‖p−2

C0(DT )

(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)2
Therefore, Young’s inequality yields

Cr−1−α‖∇v‖Lp(DT )

≤ Cr−1−α‖∇v‖
p−2
p

C0(DT )

(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

) 2
p

≤ Cr−
p
2

(1+α)
(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
+

1

2
‖∇v‖C0(DT ).
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Hence it follows from (3.11)

‖vi‖C(1+α)/2,1+α ≤
1

2
‖∇v‖C0(DT )

+ C
(
r−1−2α + r−2 + r−

p
2

(1+α)
)(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
.

(3.13)

Let (t0, x0) ∈ DT such that |∇v(t0, x0)| = ‖∇v‖C0(DT ) and take i0 such that

(t0, x0) ∈ Bi0(r/4). Then ∇v(t0, x0) = ∇vi0(t0, x0). Therefore

‖∇v‖C0(DT ) ≤ ‖∇vi0‖C0(DT )

and consequently

‖∇v‖C0(DT )

≤ C
(
r−1−2α + r−2 + r−

p
2

(1+α)
)(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
.

(3.14)

Plugging this back in (3.13) we obtain

‖vi‖C(1+α)/2,1+α

≤ C
(
r−1−2α + r−2 + r−

p
2

(1+α)
)(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
.

In order to estimate

‖v‖(1+α)/2,1+α = ‖v‖C0(DT ) + ‖∇v‖C0(DT ) + |∇v|α/2,α,

we apply (3.5), (3.14) and the inequality

|∇v|α/2,α ≤ max
{

max
i
|∇vi|α/2,α, 21+2αr−α‖∇v‖C0(DT )

}
which is easily obtained by considering the points where the maximum in
the definition of |∇v|α/2,α is reached. Indeed, if (t, x) and (s, y) are such
points, then |∇v|α/2,α is bounded by

21+2αr−α‖∇v‖C0(DT ) provided d((t, x), (s, x)) ≥ r

4

and by |∇vi|α/2,α otherwise, where i is such that (t, x), (s, y) ∈ Bi(r/2). We
deduce

‖v‖(1+α)/2,1+α

≤ C(r−1−3α + r−2−α + r−
p+αp+2α

2
)(
‖v0‖C1+α + ‖f‖Lp(DT ) + ‖g‖Cα/2,α

)
which implies (3.6). �

We now give higher regularity results for equation in non divergence form.
We consider a linear parabolic PDE of the form

(3.15)


∂tv =

N∑
i,j=1

aij(t, x)∂i,jv + f(t, x), in DT ,

v = 0, on ST ,

v(0) = v0, in D,
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and assume that the matrix a(t, x) is symmetric and that there exist ν, µ > 0
such that ν|ξ|2 ≤ a(t, x)ξ · ξ ≤ µ|ξ|2, for all (t, x) ∈ DT , ξ ∈ RN .

We use a similar approach to obtain regularity as for the proof of Theorem
3.3. In particular, this enables us to quantify the constant with respect
to the parameters. We define A as the second order differential operator:
Aw =

∑N
i,j=1 ai,j∂i,jw.

We first recall low regularity in the parabolic scaling.

Theorem 3.4. Let α ∈ (0, 1), k = 0, 1 and assume that D has a Cα+k+2

boundary. Consider the equation:

(3.16)


∂tv −Av = f, in DT ,

v = φ, on ST ,

v(0) = v0, in D.

Assume that

(i) f ∈ C(α+k)/2,α+k(DT ), a ∈ C(α+k)/2,α+k(DT ).
(ii) v0 ∈ Cα+k+2(D),

(iii) φ ∈ C(α+k)/2+1,α+k+2(ST )
(iv) v0 = φ, ∂tφ−Av0 = f on {0} × ∂D.

Then there exists a unique solution v ∈ C(α+k)/2+1,α+k+2(DT ) and

‖v‖C(α+k)/2+1,α+k+2 ≤ K3P2(Aα+k)
(
‖f‖C(α+k)/2,α+k + ‖v0‖Cα+k+2(D)

+ ‖φ‖C(α+k)/2+1,α+k+2(ST )

)
,

(3.17)

where K3 depends only on µ, ν, D, α, P2 is a polynomial and Aα+k =
‖a‖C(α+k)/2,α+k .

Proof. According to Theorem 5.2, chapter IV in [19], one obtains the re-

quired regularity of v. Indeed, H l,l/2 in [19] corresponds to C l/2,l in our
notations and (iv) is the compatibility condition of order one. But as in
Theorem 3.3, the dependence on Aα+k is not obvious, we proceed similarly.

Take r ∈ (0, 1] to be fixed. Let (Bi(r/4))i=1,...,n be a covering of DT by
parabolic cylinders of radius r, i.e. balls of radius r with respect to the
parabolic distance, and center (ti, xi). Let

ϕi ∈ C∞c (Bi(r)) such that 0 ≤ ϕi ≤ 1 and ϕi ≡ 1 on Bi(r/2),

such that

‖∇ϕi‖C0(DT ) ≤ Cr
−1, ‖∂tϕi‖C0(DT ) ≤ Cr

−2,

‖∇ϕi‖Cα/2,α ≤ Cr
−1−α, ‖∂γϕi‖Cα/2,α ≤ Cr

−2−α,

for any multi-index γ of length |γ| = 2.
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Set Ai = A(ti, xi), vi = ϕiv, v0,i = ϕi(0)v0, φi = ϕiφ. Then vi solves the
following parabolic equation

(3.18)



∂tvi −Aivi = v∂tϕi + (A−Ai)vi − vAϕi

− 2
N∑

l,m=1

alm∂lv∂mϕi + fϕi, in DT ,

vi = φi, on ST ,

vi(0) = v0,i, in D.

This equation is similar to (3.16) but the operator has constant coefficients.
It is easy to see that it satisfies the compatibility condition of order one.
Thus, according to Theorem 5.2, chapter IV in [19], we have

‖vi‖C(α+k)/2+1,α+k+2 ≤ C
(
‖v0,i‖Cα+k+2(D) + ‖φi‖C(α+k)/2+1,α+k+2(ST )

+ ‖v∂tϕi + (A−Ai)vi − vAϕi

− 2

N∑
l,m=1

alm∂lv∂mϕi + fϕi‖C(α+k)/2,α+k

)
,

where the constant depends only on N, ν, µ,D, α. To see this, one follows the
proof of Theorem 5.2, Chapter IV in [19] for the case of constant coefficients.
First, the equation is transformed by a local change of coordinates into a
heat equation on the half space. In the case of zero initial data (see the
problem (5.3)’ in Chapter IV in [19]) one obtains the above estimate in
Theorem 6.1, Chapter IV in [19]. Reduction of the problem to the problem
with zero initial data is based on Theorem 4.3, Chapter IV in [19] and the
method is explained in Section 8, Chapter IV in [19].

The end of the proof is exactly as above for Theorem 3.3 and uses the
maximum principle for parabolic equations in non divergence form, see e.g.
[6, Theorem 8, Chapter 2]. �

We now study higher regularity. Since the application we have in mind
is SPDEs, we do not have more than 1/2 regularity in time. Hence, to
increase the spatial regularity, we cannot use the parabolic scaling anymore.
Unfortunately, all the results in the literature are in the parabolic scaling.
To avoid lengthy technical proofs, we only investigate the first step: spatial
regularity of order k + α, k = 4, α < 1. Similar arguments can be used to
get higher regularity.

Theorem 3.5. Let α ∈ (0, 1), and assume that D has a Cα+4-boundary.
Let v be the solution of 

∂tv −Av = f, in DT ,

v = 0, on ST ,

v(0) = v0, in D.

Assume that
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(i) f ∈ Cα/2,α+2(DT ), f |ST ∈ C
α/2+1,α+2(ST ), a ∈ Cα/2,α+2(DT ), and

a|ST ∈ C
α/2+1,α+2(ST ).

(ii) v0 ∈ Cα+4(D),
(iii) v0 = 0, Av0 + f = 0, and ∂tf + A2v0 + Af + (∂tA)v0 = 0, on

{0} × ∂D.

then v ∈ Cα/2+1,α+4(DT ) and

‖v‖Cα/2+1,α+4 ≤ K4P3(Aα+2)
(
‖f‖Cα/2,α+2

+ ‖f |ST ‖Cα/2+1,α+2(ST ) + ‖v0‖Cα+4(D)

)
,

(3.19)

where P3 is a polynomial, Aα+2 = ‖a‖Cα/2,α+2 +‖a|ST ‖Cα/2+1,α+2(ST ) and K4

depends only on α, ν, µ, D.

Remark 3.6. It might seem strange that we need to assume more time reg-
ularity for f on the boundary ST . However, it is immediate that a solution in
Cα/2+1,α+4(DT ) satisfies, −Av = f on ST . Thus, f |ST ∈ Cα/2+1,α+2(ST ).
Concerning the compatibility conditions (iii), the first two are already in
Theorem 3.4. Since the equation holds up to the boundary, we have −Av =
f on ST . Also, the solution is sufficiently regular to differentiate it and get
∂t(Av) − (∂tA)v − A2v = Af so that on ST : −∂tf − (∂tA)v − A2v = Af
and for t = 0 we see that the third condition is also necessary.

Note that this third compatibility condition is exactly the classical second
order condition required to get smoothness in the parabolic scaling (see [19],
section 5, chapter IV. In particular (5.6) and below).

We set in the following result: RN,+ = {x ∈ RN : xN ≥ 0}, RN,++ =
{x ∈ RN : xN > 0}. Note that its boundary is RN−1. As usual, for
x = (x1, . . . , xN ) ∈ RN , we set x′ = (x1, . . . , xN−1). Also, given a function
g defined on RN,+, we denote by g|xN=0 its restriction to {xN = 0}.

The proof of Theorem 3.5 follows the lines of the proof of Theorem 5.2,
chapter IV in [19]. It is more complicated than the proof of Theorem 3.4
since we cannot base our argument on known results. We start with the case
of the Laplace operator on the half space. The following Lemma provides
the missing ingredient to reproduce the argument of [19] which is based
on inequalities (2.1), (2.2), (2.3) from Chapter IV. Inequality (3.20) is the
generalization of these to indices that are not in the parabolic scaling.

Lemma 3.7. Let α ∈ (0, 1) and v be the solution of
∂tv −∆v = f, in RN,++ × (0, T ],

v = 0, on RN−1 × (0, T ],

v(0) = v0, in RN,++.

Assume that

(i) f ∈ Cα/2,α+2(RN,+ × [0, T ]) and f |xN=0 ∈ Cα/2+1,α+2(RN−1 ×
[0, T ]),
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(ii) v0 ∈ Cα+4(RN,+),
(iii) v0 = 0, −∆v0 = f and ∂tf + ∆2v0 + ∆f = 0 for xN = 0, t = 0.

then v ∈ Cα/2+1,α+4(RN,+ × [0, T ]) and

‖v‖Cα/2+1,α+4(RN,+×[0,T ]) ≤ K5

(
‖f‖Cα/2,α+2(RN,+×[0,T ])

+ ‖f‖Cα/2+1,α+2(RN−1×[0,T ])

+ ‖v0‖Cα+4(RN,+)

)
,

(3.20)

where K5 depends only on α and N .

Proof. We already know from Theorem 3.4 that v ∈ Cα/2+1,α+2(RN,+ ×
[0, T ]).

Let w = ∂ijv, with i 6= N, j 6= N . It satisfies
∂tw −∆w = ∂ijf, in RN,++ × (0, T ],

w = 0, on RN−1 × (0, T ],

w(0) = ∂ijv0, in RN,++.

Clearly, ∂ijf and ∂ijv0 satisfy the assumption of Theorem 3.4. We deduce

that ∂ijv ∈ Cα/2+1,α+2(RN,+ × [0, T ]).

It remains to prove that ∂2
nv ∈ C1+α/2,α+2(RN,+ × [0, T ]). We write

w = ∂2
nv. Note that:

w = ∂tv −∆x′v − f.
Hence taking the restriction at xN = 0:

w|xN=0 = −f.
We deduce that w satisties:

∂tw −∆w = ∂2
nf, in RN,++ × (0, T ],

w = −f, on RN−1 × (0, T ],

w(0) = ∂2
nv0, in RN,++.

Our assumptions imply that ∂2
nf , ∂2

nv0 and f |ST satisfy the assumptions

of Theorem 3.4. We deduce that w ∈ Cα/2+1,α+2(RN,+ × [0, T ]) and this
finishes the proof. Note that (3.20) follows from the estimate given on ∂ijv
and ∂2

nv by Theorem 3.4. �

Following the argument in section 6, chapter IV in [19], we generalize
Lemma 3.7 to the case of a general elliptic operator with constant coefficient.

Lemma 3.8. Let A =
∑

ij āij∂ij is a second order partial differential opera-

tor with constant coefficients such that ν|ξ|2 ≤ āξ · ξ ≤ µ|ξ|2, for all ξ ∈ RN .
Let α ∈ (0, 1) and v be the solution of

∂tv −Av = f, in RN,++ × (0, T ],

v = 0, on RN−1 × (0, T ],

v(0) = v0, in RN,++.
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Assume that

(i) f ∈ Cα/2,α+2(RN,+×[0, T ]) and f |xN=0 ∈ Cα/2+1,α+2(RN−1×[0, T ])
(ii) v0 ∈ Cα+4(RN,+), −Av0 = f and ∂tf + A2v0 + Af = 0 for xN =

0, t = 0.

then v ∈ Cα/2+1,α+4(DT ) and

‖v‖Cα/2+1,α+4(RN,+×[0,T ]) ≤ K6

(
‖f‖Cα/2,α+2(RN,+×[0,T ]) + ‖f |xN=0‖Cα/2+1,α+2(RN−1×[0,T ])

+ ‖v0‖Cα+4(RN,+)

)
,

where K6 depends on α, N , µ and ν.

The proof of Theorem 3.5. Follows now exactly the proof given in section
7, chapter IV in [19]. It is quite long and we do not reproduce it here.

Note contrary to Theorem 3.4, we do not know that v has the required
regularity. This has to be proved. As above, the proof consists in using a
suitable covering of the domain DT into small sub-domains. On each of these
domains intersecting the boundary, the equation is transformed by a local
change of coordinate into an equation on the half space. This latter equa-
tion is approximated by the same equation with frozen coefficients, whose
solution can be estimated thanks to Lemma 3.8. If the sub-domain does not
intersect the boundary, an estimate is trivially obtained by differentiation
of the equation. Putting together all these local inverses, we show that we
obtain an approximate inverse. Than an elementary argument allows to
conclude.

Note that contrary to [19], we work with non zero initial data (see the dis-
cussion after Theorem 5.3 for the definition of this notion). The price to pay
is that we need to pay particular attention to the compatibility conditions
but this does not cause any problem.

The polynomial dependence on Aα+2 comes from similar computations as
in the proof of Theorem 3.4. In the notation of section 7, chapter IV in [19],
this comes from the choice of τ . It has to be chosen small enough so that
‖T‖ < 1/2 and the proof clearly shows that this condition can be written in
terms of Aα+2 and the local coordinate systems on ∂D.

4. First step in the regularity problem: proof of Theorem 2.6

In this section, we show the first step towards regularity of the weak
solution u to (1.1). We consider the auxiliary problem (3.1) with Ψ = H(u),
whose solution is given by the stochastic convolution

(4.1) z(t) =

∫ t

0
S(t− s)H(us) dWs, t ∈ [0, T ].



22 ARNAUD DEBUSSCHE, SYLVAIN DE MOOR, AND MARTINA HOFMANOVÁ

Next, we define the process y := u− z. It follows immediately that y solves
the following linear parabolic PDE with random coefficients
(4.2)

∂ty = div (A(u)∇y) + div(B(u)) + F (u) + div ((A(u)− I)∇z) , in DT ,

y = 0, on ST ,

y(0) = u0, in D.

This way, we have split u into two parts, i.e. y and z, that are much more
convenient in order to study regularity.

Proof of Theorem 2.6. Step 1: Regularity of z. According to the hypothesis,
the weak solution u to (1.1) belongs to L2(Ω;L2(0, T ;H1,2

0 )) so that, thanks

to the hypothesis (H1,2), we have thatH(u) belongs to L2(Ω;L2(0, T ; γ(K,H1,2
0 ))).

As a result, with Proposition 3.1 - (ii) and the bound (H1,2) we have that

for any a ∈ (0, 2), z ∈ L2(Ω;L2(0, T ;Ha,2
0 )) with

(4.3) E‖z‖2
L2(0,T ;Ha,2

0 )
≤ C

(
1 + E‖u‖2

L2(0,T ;H1,2
0 )

)
and by Proposition 3.1 - (i), for p > 2,

(4.4) E‖z‖p
C([0,T ];L2)

≤ C
(

1 + E‖u‖p
Lp(0,T ;L2)

)
.

Besides, since for all p ∈ [2,∞), the weak solution u to (1.1) belongs to
Lp(Ω;Lp(0, T ;Lp)), we obtain, with the hypothesis (H0,p) (see Remark 2.2),
that H(u) belongs to Lp(Ω;Lp(0, T ; γ(K,Lp))). As a consequence, with
Proposition 3.1 - (ii) and the bound (H0,p) we have that for any b ∈ (0, 1),

z ∈ Lp(Ω;Lp(0, T ;Hb,p
0 )) with

E‖z‖p
Lp(0,T ;Hb,p

0 )
≤ C

(
1 + E‖u‖pLp(0,T ;Lp)

)
.

We have proved that for any a ∈ (0, 2) and b ∈ (0, 1), we have z ∈
L2(Ω;L2(0, T ;Ha,2

0 )) and z ∈ Lp(Ω;Lp(0, T ;Hb,p
0 )). We can now interpo-

late to obtain that (see [1])

z ∈ Lr(Ω;Lr(0, T ;Hc,r
0 )),

where, for θ ∈ (0, 1), 
1

r
=
θ

2
+

1− θ
p

,

c = aθ + b(1− θ),
with the bound
(4.5)

E‖z‖rLr(0,T ;Hc,r
0 ) ≤

(
E‖z‖2

L2(0,T ;Ha,2
0 )

)rθ/2(
E‖z‖p

Lp(0,T ;Hb,p
0 )

)r(1−θ)/p
<∞.

Note that by choosing θ ∈ (0, 1) and p ∈ [2,∞) appropriately, r can be
arbitrary in [2,∞). Furthermore, when θ ∈ (0, 1) is fixed, it is always
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possible to take (a, b) ∈ (0, 2) × (0, 1) such that c > 1. As a result, for all
r ∈ [2,∞), there exists cr > 1 such that

z ∈ Lr(Ω;Lr(0, T ;Hcr,r
0 )).

This gives, for all r ∈ [2,∞),

∇z ∈ Lr(Ω;Lr(0, T ;Lr)),

and, due to the boundedness of the mapping A,

(A(u)− I)∇z ∈ Lr(Ω;Lr(0, T ;Lr)),

with, thanks to (4.5),

(4.6) E‖(A(u)− I)∇z‖rLr(0,T ;Lr) ≤ CE‖z‖
r
Lr(0,T ;Hc,r

0 ) <∞,

where C > 0 depends on µ from (2.4). Note that, thanks to the linear growth
property of the coefficients B and F , we obviously have, for all r ∈ [2,∞),

(4.7) E‖B(u)‖rLr(0,T ;Lr) + E‖F (u)‖rLr(0,T ;Lr) ≤ C(1 +E‖u‖rLr(0,T ;Lr)) <∞.
Step 2: Regularity of y. We apply Theorem 3.2 with

a = A(u), g = B(u) + ((A(u)− I)∇z), f = F (u).

The assumptions are satisfied. Indeed (2.4) gives the required uniform el-
lipticity and boundedness of a. Then sublinear growth of B,F , Step 1 and
(4.3) imply that assumption (ii) is satisfied. By the basic energy estimate for

parabolic equations (3.12) we obtain that y ∈ L∞(0, T ;L2) ∩L2(0, T ;W 1,2
0 )

a.s. Besides, since u ∈ C([0, T ];L2) a.s. due to our assumptions and the
same is valid for z due to (4.4), assumption (i) holds true as well. We may
conclude

‖y‖Cα/2,α ≤ K1

(
‖u0‖Cα(D)

+ ‖B(u) + (A(u)− I)∇z‖L2r0 (DT ) + ‖F (u)‖Lr0 (DT )

)(4.8)

for α ≤ ι where α is given by Theorem 3.2. Therefore

E‖y‖m
Cα/2,α

≤ K1

(
E‖u0‖mCα(D)

+ E‖B(u) + (A(u)− I)∇z‖mL2r0 (DT ) + E‖F (u)‖mLr0 (DT )

)
.

(4.9)

We now use (4.6)−(4.7) to deduce that the above right hand side is finite
thanks to our assumptions on u.

Step 3: Hölder regularity of z. In order to complete the proof it is nec-
essary to improve the regularity of z. Recall that for all m ∈ [2,∞), the
solution u to (1.1) belongs to Lm(Ω;Lm(0, T ;Lm)) and that H(u) belongs to
Lm(Ω;Lm(0, T ; γ(K,Lm))). We now apply Proposition 3.1 - (i) and (H0,m)
to obtain, since Ha,r

0 ⊂ Ha,r, that for m ∈ (2,∞), δ ∈ (0, 1 − 2/m) and
γ ∈ [0, 1/2− 1/m− δ/2), z ∈ Lm(Ω;Cγ([0, T ];Hδ,m)) with

E‖z‖mCγ([0,T ];Hδ,m) ≤ C
(

1 + E‖u‖mLm(0,T ;Lm)

)
.

Note that we can choose δ and γ to be independent of m. For instance, let
us suppose in the sequel that m ≥ 3; then δ = 1/6 and γ = 1/12 satisfies
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the conditions above for any m ≥ 3. Furthermore, from now on, we also
suppose that m ≥ 7N := m0. This implies that m ≥ 3 and δm > N , so
that the following Sobolev embedding holds true

Hδ,m ↪→ Cλ, λ := δ −N/m0.

We conclude that, for all m ≥ m0,

(4.10) E‖z‖mCγ([0,T ];Cλ) ≤ C
(

1 + E‖u‖mLm(0,T ;Lm)

)
<∞.

Note that for m ∈ [2,m0), we can write with the Hölder inequality

(4.11) E‖z‖mCγ([0,T ];Cλ) ≤
(
E‖z‖m0

Cγ([0,T ];Cλ)

)m/m0

<∞.

Step 4: Conclusion. Finally, we set η := min(α, 2γ, λ) > 0 and we recall
that u = y + z so that the conclusion follows from (4.9), (4.10), (4.11) due

to the fact that Cη/2([0, T ];Cη(D)) ⊂ Cη/2,η([0, T ]×D). �

5. Increasing the regularity: proof of Theorem 2.7

In this final section, we complete the proof of Theorem 2.7. Having The-
orem 2.6 in hand, it is now possible to significantly increase the regularity
of u using the results given in Subsection 3.2.

We treat differently the cases k = 1, k = 2 and k = 3, 4.

5.1. The case k = 1. The proof is divided in two parts: we first increase
the regularity in space and then in time.

Step 1: Regularity of z. First, we improve the regularity of z that was de-
fined in (4.1). According to Theorem 2.6, there exists η > 0 such that for all

m ∈ [2,∞), u ∈ Lm(Ω;Cη/2,η(DT )). In particular, since u satisfies Dirichlet
boundary conditions, this implies that u ∈ Lm(Ω;Lm(0, T ;Hκ,m

0 )) provided
κ < η. With (Hκ,m), we deduce that H(u) ∈ Lm(Ω;Lm(0, T ; γ(K,Hκ,m

0 ))).

An application of Proposition 3.1 yields that z ∈ Lm(Ω;Cγ([0, T ];Hκ+δ,m
0 ))

for every m ∈ (2,∞) with

E‖z‖m
Cγ([0,T ];Hκ+δ,m

0 )
≤ C

(
1 + E‖u‖mLm(0,T ;Hκ,m

0 )

)
,

where δ ∈ (0, 1 − 2/m) and γ ∈ [0, 1/2 − 1/m − δ/2). In the sequel, we
assume that m ≥ (N + 4)/κ := m0. Then δ = 1 − 3/m0 and γ = 1/(4m0)
satisfies the conditions above uniformly in m ≥ m0. Furthermore, observe
that (κ + δ)m > κm ≥ κm0 ≥ N so that the following Sobolev embedding
holds true

Hκ+δ,m ↪→ Cσ, σ = κ+ δ −N/m0.

Besides, by definition of m0, σ = κ+ 1− (N + 3)/m0 > 1.
We deduce that there exists γ > 0, σ > 1 such that for all m ≥ m0,

z ∈ Lm(Ω;Cγ([0, T ];Cσ(D))) with

(5.1) E‖z‖m
Cγ([0,T ];Cσ(D))

≤ C
(

1 + E‖u‖mLm(0,T ;Hκ,m
0 )

)
.
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Step 2: Regularity of y. Next, we improve the regularity of y that is given
by (4.2).

As a consequence of Theorem 2.6, (4.7) and (5.1), we obtain due to the
assumptions upon A, B and F that, for all m ∈ [2,∞)

A(u) ∈ Lm(Ω;Cα/2,α(DT ),

B(u) + (A(u)− I)∇z ∈ Lm(Ω;Cα/2,α(DT ),

F (u) ∈ Lm(Ω;Lm(0, T ;Lm)),

u0 ∈ Lm(Ω;C1+α(D)),

where α := min(ι, η, σ − 1, 2γ) > 0. Thus the hypotheses of Theorem 3.3
are fulfilled and we obtain the following (pathwise) estimate

‖y‖C(1+α)/2,1+α ≤ K2 P1(aα/2,α)
(
‖u0‖C1+α(D) + ‖B(u) + (A(u)− I)∇z‖Cα/2,α

+ ‖F (u)‖Lr(0,T ;Lr)

)
,

where r ∈ [2,∞) is large enough. We conclude that, for all m ∈ [2,∞),

(5.2) y ∈ Lm(Ω;C(1+α)/2,1+α(DT ))

which together with (5.1) yields u ∈ Lm(Ω;Cγ,1+α(DT )).
Step 3: Time regularity. Having in hand the improved regularity of u,

we consider again the stochastic convolution z, repeat the approach from
the first step of this proof and obtain due to Theorem 2.6 (with δ = 0) and
(H1+κ,m)

E‖z‖m
Cλ([0,T ];H1+κ,m

0 )

≤ C
(

1 + E‖u‖m
Lm(0,T ;H1+κ,m

0 )
+ E‖u‖(1+κ)m

L(1+κ)m(0,T ;H
1,(1+κ)m
0 )

)
<∞,

(5.3)

where κ < α and λ ∈ (0, 1/2 − 1/m). Therefore for any λ ∈ (0, 1/2) there
exists m0 large enough so that (5.3) holds true for any m ≥ m0 and the
Sobolev embedding then implies that z ∈ Lm(Ω;Cλ([0, T ];C1+β(D))) for
β < κ. Since we already have (5.2) we deduce that u ∈ Lm(Ω;Cλ,1+α(DT ))
for any λ ∈ (0, 1/2) and m ∈ N.

Step 4: Conclusion. It is now possible to reproduce the 3 steps above. In
step 1, we can now take κ < 1 + α. Then

E‖z‖mCγ([0,T ];Cσ) ≤ C
(

1 + E‖u‖mLm(0,T ;Hκ,m
0 )

)
.

with σ = κ+ δ −N/m, γ < 1/2− 1/m− δ/2, δ < 1− 2/m.
Let ε < (1 − ι)/2, m ≥ max(4, 2N)1/ε and δ = (1 − α)/2, then we

can take σ − 1 = 2γ = (1 − α)/2 − ε. Thus in step 2, we can reproduce
the argument with α replaced by α1 = min(ι, (1 − α)/2 − ε) and conclude
u ∈ Lm(Ω;Cλ,1+α1(DT )) for any λ ∈ (0, 1/2) and m ∈ N. If α1 < ι, we
reproduce this argument and define recursively αn+1 = min(ι, (1−αn)/2−ε).
In a finite number of step, we have αn = ι.

The proof is complete for k = 1.
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Remark 5.1. Note that reproducing step 1, we can finally prove that z ∈
Lm(Ω;Cγ([0, T ];Hκ+δ,m

0 )) for κ < 1 + ι, γ < 1/2− 1/m− δ/2, δ < 1− 2/m
and any m ∈ N. In particular, it is possible to take κ+ δ− 1/m > 2 and we
deduce that z and its first and second derivatives vanish on ∂D.

5.2. The case k = 2. Step 1: Regularity of z. Again we first increase the
regularity of z. We know that for any λ ∈ (0, 1/2), there exists β > 0 such
that for all m ∈ [2,∞), u ∈ Lm(Ω;Cλ,1+β(DT )). We deduce

E‖z‖mCγ([0,T ];H1+κ+δ,m)

≤ C
(

1 + E‖u‖mLm(0,T ;H1+κ,m) + E‖u‖(1+κ)m

L(1+κ)m(0,T ;H1,(1+κ)m)

)
<∞,

where κ < β, δ ∈ (0, 1 − 2/m) and γ ∈ [0, 1/2 − 1/m − δ/2). By a similar
reasoning as above we obtain due to the Sobolev embedding that there exist
γ > 0 and σ > 2 such that z ∈ Lm(Ω;Cγ([0, T ];Cσ(D))) for m ∈ [2,∞).

Step 2: Regularity of y. In order to improve the space regularity of y we
use Theorem 3.4. In particular, we set

aij = Aij(u), , f =
∑
ij

A′ij(u)∂iu∂jy + div
(
B(u) + (A(u)− I)∇z

)
+ F (u).

According to the results above, we have

aij , f ∈ Lm(Ω;Cα/2,α(DT )),

u0 ∈ Lm(Ω;C2+α(D)),
(5.4)

for some α ∈ (0, σ − 2] and all m ∈ [2,∞) provided A, B ∈ C2
b , F ∈

C1
b . The compatibility conditions (iv) are: u0 = 0 and −

∑
ij Aij(u)∂iju =∑

ij A
′
ij(u)∂iu∂jy+div

(
B(u)+(A(u)− I)∇z

)
+F (u) = 0, on {0}×∂D. The

first one is clearly satisfied. For the second one, we use Remark 5.1 to rewrite
it as: −

∑
ij Aij(0)∂iju0 =

∑
ij A

′
ij(0)∂iu0∂ju0 + div

(
B(u0)

)
+ F (u0) = 0,

rearranging the terms this is exactly u
(1)
0 . Thus, Theorem 3.4 applies and

we deduce
y ∈ Lm(Ω;Cα/2+1,α+2(DT )),

hence
u ∈ Lm(Ω;Cγ,α+2(DT )).

Step 3: Time regularity. Finally, we improve the time regularity of u by
considering the stochastic convolution again as in Subsection 5.1. We obtain
that for any λ ∈ (0, 1/2) there exists m0 large enough so that

E‖z‖mCλ([0,T ];H2+κ,m)

≤ C
(

1 + E‖u‖m
Lm(0,T ;H2+κ,m

0 )
+ E‖u‖(2+κ)m

L(2+κ)m(0,T ;H
1,(2+κ)m
0 )

)
,

holds true for any m ≥ m0 and the Sobolev embedding then implies that
z ∈ Lm(Ω;Cλ([0, T ];C2+β(D))) for β < κ.

Finally, we iterate the argument as in step 4 of the case k = 1 and this
completes the proof.
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5.3. The case k = 3, 4. The case k = 3 is treated exactly as above using
Theorem 3.4 except that (5.4) is replaced by

aij , f ∈ Lm(Ω;Cα/2,α+1(DT )) = Lm(Ω;C(α+1)/2,α+1(DT )),

u0 ∈ Lm(Ω;Cα+3(D)),
(5.5)

for some α ∈ (0, σ − 3] where σ > 3.
For k = 4, we argue similarly but apply Theorem 3.5. The only thing we

need to check is that f is smooth in time on the boundary and the validity of
the third compatibility condition in (iii). Recall that f =

∑
ij A

′
ij(u)∂iu∂jy+

div
(
B(u) + (A(u)− I)∇z

)
+ F (u). Since z and its derivatives up to order 4

vanish on ∂D, we have

f |ST =
∑
ij

A′ij(y)∂iy∂jy + div
(
B(y)

)
+ F (y).

In the proof for k = 3, we get in Step 2 that y ∈ Lm(Ω;C1+ι/2,3+ι(DT )),

this shows that f |ST ∈ Lm(Ω;C1+ι/2,2+ι(ST )). Concerning the compat-
ibility condition, we take A =

∑
ij Aij(u)∂ij . Thus, on the boundary

A =
∑

ij Aij(0)∂ij . In particular, it is constant in time and the last term of

the compatibility condition vanishes. Moreover on {0}×∂D, ∂tu = u
(1)
0 = 0,

we deduce:

∂tf = 2
∑
ij

A′ij(0)∂iu
(1)
0 ∂ju0 +B′(0) · ∇u(1)

0 .

Also, still on {0} × ∂D,

Af =
∑
lk

Alk(0)∂lk

∑
ij

A′ij(u0)∂iu0∂ju0 + div
(
B(u0)

)
+ F (u0)


and, since A = A0,

A2u0+Af = A0

∑
ij

Aij(u0)∂iju0 +A′ij(u0)∂iu0∂ju0 + div
(
B(u0)

)
+ F (u0)

 .

Regrouping terms, we obtain:

A2u0 +Af = A0u
(1)
0 .

Therefore our assumption in Theorem 2.7 implies the compatibility condi-
tion.
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[17] I. Gyöngy, N. Krylov, Existence of strong solutions for Itô’s stochastic equations via
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