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Abstract

This paper extends the recent work on path dependent PDEs to elliptic equations with

Dirichlet boundary conditions. We propose a notion of viscosity solution in the same spirit as

[10, 11], relying on the theory of optimal stopping under nonlinear expectation. We prove a

comparison result implying the uniqueness of viscosity solution, and the existence follows from

a Perron-type construction using path-frozen PDEs. We also provide an application to a time

homogeneous stochastic control problem motivated by an application in finance.
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1 Introduction

In this paper, we develop a theory of viscosity solutions of elliptic PDEs for non-Markovian stochastic

processes, by extending the recent literature on path-dependent PDEs to this context.

Nonlinear path dependent PDEs appear in various applications as the stochastic control of non-

Markovian systems [10], and the corresponding stochastic differential games [21]. They are also

intimately related to the backward stochastic differential equations introduced by Pardoux and Peng

[20], and their extension to the second order in [5, 24]. We also refer to the recent applications in

[13] to establish a representation of the solution of a class of PPDEs in terms of branching diffusions,

and to [16] for the small time large deviation results of path-dependent diffusions.

Our starting point is the BSDE approach of Darling and Pardoux [7] which can be viewed as

a theory of Sobolev solutions for path-dependent PDEs. In particular, the Feynman-Kac represen-

tation provided in [7] shows a close connection between Markovian BSDEs with random terminal

times and semilinear PDEs with Dirichlet boundary conditions.

Following the recent work of Ekren, Touzi and Zhang [10, 11], we would like to introduce a notion

of viscosity solution for an elliptic path dependent PDE on the path space Ω of the form:

G(·, u, ∂ωu, ∂2
ωωu)(ω) = 0, ω ∈ Q, and u = ξ, ω ∈ ∂Q,

where ω ∈ Ω is a path variable and Q ⊂ Ω is a domain of continuous paths. Our notions of the

derivatives ∂ω and ∂2
ωω are inspired by the calculus developed in Dupire [8] as well as Cont and

Fournie [2]. According to their work, considering the process ut(ω) := u(ωt∧·), one may define the

horizontal and vertical derivatives:

∂tut(ω) := lim
h→0

ut+h(ωt∧·)− ut(ω)

h
and ∂ωut(ω) := lim

h→0

ut(ω)− ut(ω· + h1[t,∞))

h
. (1.1)

It follows that a smooth process satisfies the functional Itô formula:

dut = ∂tu dt+ ∂ωu dωt +
1

2
∂2
ωωu d〈ω〉t, P-a.s. for all semimartingale measures P. (1.2)

However, Definition (1.1) requires to extend the process u to the set of cadlag paths. Although this

technical difficulty is addressed and solved in [2], it was observed by [9] that it is more convenient

to define the derivatives by means of the Itô formula (1.2).

We next restrict our solution space so as to agree with the condition ∂tu = 0 for any potential

solution of an elliptic path dependent PDE. A measurable function u : Ω→ R is called time invariant,

if

u(ω) = u
(
ω`(·)

)
for all ω and all increasing bijection ` : R+ → R+.

Loosely speaking, a time invariant map u is unchanged by any time scaling of path. This property

implies the time-independence property, i.e. ∂tu = 0, necessary for solutions of elliptic equations.

Moreover, when reduced to the Markovian case, the time invariance property coincides exactly

with time independence: any potential solution v(x) of an elliptic PDE corresponds to a map u
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defined on the space of stopped paths Ωe by u(ω) := v(ω∞) = u(ω`(∞)) for all increasing bijections

` : R+ → R+.

Our existence and uniqueness results follow the line of argument in [11], but we have to address

some new difficulties in the present elliptic context. One of the main difficulties is due to the

boundary of Dirichlet problem. In general, the hitting time of the boundary hQ(ω) is not continuous

in ω. Consequently, it is non-trivial to verify the continuity of the viscosity solution constructed

through path-frozen PDEs. Also, the transform: ũ := eλtu, repeatedly used in [11], clearly violates

the time-independence of solution, so we need to introduce a convenient substitute to this argument.

We also provide an application of our result to the problem of superhedging a time invariant

derivative security under uncertain volatility model. This is a classical time homogeneous stochastic

control problem motivated by the application in financial mathematics.

The rest of paper is organized as follows. Section 2 introduces the main notations, as well

as the notion of time-invariance, and recalls the result of optimal stopping under non-dominated

measures. Section 3 defines the viscosity solution of the elliptic PPDEs. Section 4 presents the main

results of this paper. In Section 5, we prove the comparison result which implies the uniqueness of

viscosity solutions. In Section 6 we verify that a function constructed by a Perron-type approach

is an viscosity solution, so the existence follows. We present in Section 7 an application of elliptic

PPDE in the field of financial mathematics. Finally, we complete some proofs in Section 8.

2 Preliminary

Let Ω :=
{
ω ∈ C(R+,Rd) : ω0 = 0

}
be the set of continuous paths starting from the origin, B be the

canonical process, F be the filtration generated by B, and P0 be the Wiener measure. We introduce

the following notations:

• Sd denotes the set of d× d symmetric matrices and γ : η = Tr[γη] for all γ, η ∈ Sd;

• R denotes the set of all open, bounded and convex subsets of Rd containing 0;

• OL :=
{
x ∈ Rd : |x| < L

}
, OL denotes the closure of O,

[
aId, bId

]
:=
{
β ∈ Sd : aId ≤ β ≤ bId

}
;

• H0 (E) denotes the set of all F-progressively measurable processes with values in E, and H0
L :=

H0
([√

2/LId,
√

2LId
])

for L > 0;

• T t denote the set of all stopping times larger than t; in particular, T := T 0;

• ‖ω‖t := sups≤t |ωs|, ‖ω‖
t
s := sups≤u≤t |ωu| for ω ∈ Ω and s, t ∈ R+;

• (ω ⊗t ω′)(s) := ωs1[0,t)(s) + (ωt + ω′s−t)1[t,∞)(s) for ω, ω′ ∈ Ω and s, t ∈ R+;

• given ϕ : Ω→ Rd, we define ϕt,ω(ω
′
) := ϕ(ω ⊗t ω

′
).

In this paper, we focus on a subset of Ω denoted as Ωe which will be considered as the solution space

of elliptic path-dependent PDEs.
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• Ωe := {ω ∈ Ω : ω = ωt∧· for some t ≥ 0} denotes the set of all paths with flat tails;

• t̄(ω) := inf {t : ω = ωt∧·} for all ω ∈ Ωe;

• given ϕ : Ω→ Rd, we define the process ϕt(ω) := ϕ(ωt∧·).

Elliptic equations are devoted to model time-invariant phenomena, and in the path space the time-

invariance property can be formulated mathematically as follows.

Definition 2.1 Define the distance on Ωe:

de(ω, ω′) := inf
t∈I

sup
t∈R+

|ωl(t) − ω′t|, for ω, ω′ ∈ Ωe,

where I is the set of all increasing bijections from R+ to R+. We say ω is equivalent to ω′, if

de(ω, ω′) = 0. A function u on Ωe is time-invariant, if u is well defined on the equivalent class:

u(ω) = u(ω′) whenever de(ω, ω′) = 0.

Further, C(Ωe) denotes the set of all random variables on Ωe continuous with respect to de(·, ·).

We also use the notations C
(
Ωe;Rd

)
, C

(
Ωe;Sd

)
when we need to emphasize the space where the

functions take values. Finally, we say u ∈ BUC(Ωe) if u : Ωe → R is bounded and uniformly

continuous with respect to de(·, ·), i.e. there exists a modulus of continuity ρ such that∣∣u(ω1)− u(ω2)
∣∣ ≤ ρ(de(ω1, ω2)) for all ω1, ω2 ∈ Ωe. (2.1)

In this paper, we assume ρ to be convex.

Example 2.2 We show some examples of time-invariant functions:

• Markovian case: Assume that there exists ū : Rd → R such that u(ω) = ū(ωt̄(ω)). Since∣∣ω1
t̄(ω1) − ω

2
t̄(ω2)

∣∣ ≤ de(ω1, ω2) for all ω1, ω2 ∈ Ωe, u is time-invariant.

• Maximum dependent case: Assume that there exists ū : R → R such that u(ω) = ū(‖ω‖∞).

Note that ‖ω‖∞ = de(ω, 0) and de(ω1, 0) − de(ω2, 0) ≤ de(ω1, ω2). Thus, ‖ω1‖∞ = ‖ω2‖∞
whenever de(ω1, ω2) = 0. Consequently, u is time-invariant.

• Let (ti, xi) ∈ R+ × Rd for each 1 ≤ i ≤ n. We denote by

Lin
{

(0, 0), (t1, x1), · · · , (tn, xn)
}

(2.2)

the linear interpolation of the points with a flat tail extending to t = ∞. Then, for the two

paths defined as the interpolations as follows:

ωi := Lin
{

(0, 0), (ti1, x1), · · · , (tin, xn)
}

for i = 1, 2,

the distance between them is 0, i.e. de(ω1, ω2) = 0.
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In this paper, we will prove the wellposedness result for time-invariant solutions to elliptic path-

dependent PDEs.

Further, for all D ∈ R we have the following notations:

• D := {ω ∈ Ωe : ωt ∈ D for all t ≥ 0};

• Dx := D − x := {y : x+ y ∈ D} for x ∈ D, and Dω := Dωt̄(ω) for ω ∈ D;

• hD := inf{t ≥ 0 : ωt /∈ D} and H := {hD : D ∈ R};

• ∂D := {ω ∈ Ωe : t̄(ω) = HD(ω)} defines the boundary of D, and cl(D) := D ∪ ∂D defines the

closure of D.

Also, C(D) denotes the set of all continuous functions defined on D. For ω ∈ Ωe and ω′ ∈ Ω,

• (ω⊗̄ω′)(s) := (ω ⊗t̄(ω) ω
′)(s) defines the concatenation of the paths;

• given ϕ : Ω→ Rd, we define ϕω(ω′) := ϕt̄(ω),ω(ω′) = ϕ(ω⊗̄ω′).

Similarly, for φ : Rd → Rd, we define that φx(y) := φ(x+ y) for all x, y ∈ Rd.
We next introduce the smooth functions on the space Ωe. First, as in [11], for every constant

L > 0, we denote by PL the collection of all continuous semimartingale measures P on Ω whose drift

and diffusion belong to H0(OL) and H0
L, respectively. More precisely, let Ω̃ := Ω × Ω × Ω be an

enlarged canonical space, B̃ := (B,A,M) be the canonical process. A probability measure P ∈ PL

means that there exists an extension Qα,β of P on Ω̃ such that:

B = A+M, A is absolutely continuous, M is a martingale,

‖αP‖∞ ≤ L, βP ∈ H0
L, where αP

t := dAt
dt , β

P
t :=

√
d〈M〉t
dt ,

Qα,β-a.s. (2.3)

Further, denote P∞ := ∪L>0PL.

Definition 2.3 (Smooth time-invariant processes) Let D ∈ R. We say that u ∈ C2(D), if

u ∈ C(D) and there exist Z ∈ C
(
D;Rd

)
, Γ ∈ C

(
D;Sd

)
such that

dut = Zt · dBt +
1

2
Γt : 〈B〉t for t ≤ hD, P-a.s. for all P ∈ P∞.

By a direct localization argument, we see that the above Z and Γ, if they exist, are unique. Denote

∂ωu := Z and ∂2
ωωu := Γ.

Remark 2.4 In the Markovian case mentioned in Example 2.2, if the function ū : Rd → R satisfies

ū ∈ C2(D), then by the Itô’s formula it follows that u ∈ C2(D).

Remark 2.5 In the path-dependent case, Dupire [8] defined derivatives, ∂tu and ∂ωu, for process

u : R+ × Ω→ Rd. In particular, the t-derivative is defined as:

∂tu(s, ω) := lim
h→0+

u(t+ h, ωt∧·)− u(t, ω)

h
.
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Also, Dupire and other authors, for example [2], proved the functional Itô formula for the processes

regular in Dupire’s sense:

dus = ∂tusds+ ∂ωus · dBs +
1

2
∂2
ωωus : 〈B〉s , P-a.s. for all P ∈ P∞,

Note that in the time-invariant case it always holds that ∂tu = 0. Consequently, the processes with

Dupire’s derivatives in C(D) are also smooth according to our definition.

We next introduce the notations about nonlinear expectations. For a measurable set A ∈ Ω, a

random variable ξ and a process X, we define:

• CL[A] := supP∈PL P[A], EL[ξ] := supP∈PL EP[ξ] and EL[ξ] := infP∈PL EP[ξ];

• ELt [ξ](ω) := supP∈PL EP[ξt,ω] and ELt [ξ](ω) := infP∈PL EP[ξt,ω];

• SLt [XHD∧·] (ω) := supτ∈T t E
L

t [Xτ∧HD ] (ω) and SLt [XHD∧·] (ω) := infτ∈T t ELt [Xτ∧HD ] (ω).

A process X is an EL-supermartingale on [0, T ], if Xt(ω) = SLt [X](ω) for all (t, ω) ∈ [0, T ] × Ω;

similarly, we define the EL-submartingales. The existing literature gives the following results.

Lemma 2.6 (Tower property, Nutz and van Handel [19]) For a bounded measurable process X,

we have

ELσ [X] = ELσ
[
ELτ [X]

]
for all stopping times σ ≤ τ.

Lemma 2.7 (Snell envelop characterization, Ekren, Touzi and Zhang [12]) Let HD ∈ H and

X ∈ BUC(D). Define the Snell envelope and the corresponding first hitting time of the obstacles:

Y := SL [XHD∧·] , τ
∗ := inf {t ≥ 0 : Yt = Xt} .

Then Yτ∗ = Xτ∗ . Y is an EL-supermartingale on [0, HD] and an EL-martingale on [0, τ∗]. Conse-

quently, τ∗ is an optimal stopping time.

Some other properties of the nonlinear expectation will be useful.

Proposition 2.8 Let D ∈ R and O ⊂ D also in R. Define a sequence of stopping times Hn:

h0 = 0, hi+1 := inf {s ≥ hi : Bs −BHi /∈ O} , i ≥ 0. (2.4)

Then, it holds that

lim
n→∞

CL [hn < T ] = 0 for all T ∈ R+; EL [hD] <∞; and lim
n→∞

sup
x∈D
CL [hn < hxD] = 0.

We report the proof in Appendix.
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3 Fully nonlinear elliptic path-dependent PDEs

3.1 Definition of viscosity solutions of uniformly elliptic PPDEs

Let Q ∈ R and consider Q as the domain of the path-dependent Dirichlet problem of the equation:

Lu(ω) := −G(ω, u, ∂ωu, ∂
2
ωωu) = 0 for ω ∈ Q, u = ξ on ∂Q, (3.1)

with nonlinearity G and boundary condition by ξ.

Assumption 3.1 The nonlinearity G : Ω× R× Rd × Sd satisfies:

(i) For fixed (y, z, γ), |G(·, 0, 0, 0)| ≤ C0;

(ii) G is uniformly elliptic, i.e., there exists L0 > 0 such that for all (ω, y, z)

G(ω, y, z, γ1)−G(ω, y, z, γ2) ≥ 1

L0
Id : (γ1 − γ2) for all γ1 ≥ γ2.

(iii) G is uniformly continuous on Ωe with respect to de(·, ·), and is uniformly Lipschitz continuous

in (y, z, γ) with a Lipschitz constant L0;

(iv) G is uniformly decreasing in y, i.e. there exists a function λ : R → R strictly increasing and

continuous, λ(0) = 0, and

G(ω, y1, z, γ)−G(ω, y2, z, γ) ≥ λ(y2 − y1), for all y2 ≥ y1, (ω, z, γ) ∈ Ωe × Rd × Sd.

For any time-invariant function u on Ωe, ω ∈ Q and L > 0, we define the set of test functions:

ALu(ω) :=
{
ϕ : ϕ ∈ C2(Oε) and (ϕ− uω)0 = SL0

[
(ϕ− uω)hωOε∧·

]
for some ε > 0

}
,

ALu(ω) :=
{
ϕ : ϕ ∈ C2(Oε) and (ϕ− uω)0 = SL0

[
(ϕ− uω)hωOε∧·

]
for some ε > 0

}
.

We call hOε a localization of test function ϕ. Note that the stopping time hOε can take the value of

∞, while u is only defined on Ωe. However, since hOε <∞ PL-q.s., it is not essential. If necessary,

we can define complementarily u := 0 on Ω\Ωe. Now, we define the viscosity solution to the elliptic

path-dependent PDEs (3.1).

Definition 3.2 Let L > 0 and {ut}t∈R+ be a time-invariant progressively measurable process.

(i) u is an L-viscosity subsolution (resp. L-supersolution) of PPDE (3.1) if for ω ∈ Q and any

ϕ ∈ ALu(ω) (resp. ϕ ∈ ALu(ω)):

−G(ω, u(ω), ∂ωϕ0, ∂
2
ωωϕ0) ≤ (resp. ≥) 0.

(ii) u is a viscosity subsolution (resp. supersolution) of PPDE (3.1) if u is an L-viscosity subsolu-

tion (resp. L-supersolution) of PPDE (3.1) for some L > 0.

(iii) u is a viscosity solution of PPDE (3.1) if it is both a viscosity subsolution and a viscosity

supersolution.

By very similar arguments as in the proof of Theorem 3.16 and Theorem 5.1 in [10], we may

easily prove that:
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Theorem 3.3 (Consistency with classical solution) Let Assumption 3.1 hold. Given a func-

tion u ∈ C2(Q), then u is a viscosity supersolution (resp. subsolution, solution) to PPDE (3.1) if

and only if u is a classical supersolution (resp. subsolution, solution).

Theorem 3.4 (Stability) Let L > 0, G satisfies Assumption 3.1, and u ∈ BUC. Assume

(i) for any ε > 0, there exist Gε and uε ∈ BUC such that Gε satisfies Assumption 3.1 and uε is a

L-viscosity subsolution (resp. supersolution) of PPDE (3.1) with generator Gε;

(ii) as ε→ 0, (Gε, uε) converge to (G, u) locally uniformly in the following sense: for any (ω, y, z, γ) ∈
Ωe × R× Rd × Sd, there exits δ > 0 such that

lim
ε→0

sup
(ω̃,ỹ,z̃,γ̃)∈Oδ(ω,y,z,γ)

[
|(Gε −G)ω(ω̃, ỹ, z̃, γ̃)|+ |(uε − u)ω(ω̃)|

]
= 0,

where we abuse the notation Oδ to denote a ball in the corresponding space. Then, u is a L-viscosity

solution (resp. supersolution) of PPDE (3.1) with generator G.

3.2 Equivalent definition by semijets

Following the standard theory of viscosity solutions for PDEs, we may also define viscosity solutions

via semijets. Similar to [22] and [23], we introduce the notion of semijets in the context of PPDE.

First, denote functions:

Qα,β,ω(ω′) = α
(
ω′t̄(ω′) − ωt̄(ω)

)
+

1

2
β
(
ω′t̄(ω′) − ωt̄(ω)

)2
.

Especially, if ω = 0, we denote Qα,β := Qα,β,0. We next define:

J Lu(ω) :=
{

(α, β) : Qα,β,ω ∈ ALu(ω)
}

and J Lu(ω) :=
{

(α, β) : Qα,β,ω ∈ ALu(ω)
}
.

Proposition 3.5 Let u ∈ BUC(Q). Then, u is an L-viscosity subsolution (resp. supersolution) of

PPDE (3.1), if and only if for any ω ∈ Q,

−G
(
ω, u(ω), α, β

)
≤ (resp. ≥) 0, for all (α, β) ∈ J Lu(ω) (resp. J Lu(ω))

Proof The ’only if’ part is trivial by the definitions. It remains to prove the ’if’ part. We

only show the result for L-viscosity subsolutions. Let ϕ ∈ ALu(0) and Oδ is the corresponding

localization. Without loss of generality, we may assume that ω = 0 and ϕ(0) = u(0). Define:

α := ∂ωϕ(0) and β := ∂2
ωωϕ(0).

Let ε > 0. Since ∂ωϕ and ∂2
ωωϕ are both continuous, there exists δ′ ≤ δ such that on Oδ′ it holds:

|∂ωϕ− α| ≤ ε and |∂2
ωωϕ− β| ≤ ε.

Denote βε := β + (1 + 2L)ε. Then, for all τ ∈ T such that τ ≤ hOδ′ , we have

(Qα,βε − u)0 − EL
[
(Qα,βε − u)τ

]
= EL

[
(u− u0 −Qα,βε)τ

]
≤ EL

[
(u− ϕ)τ

]
+ EL

[
(ϕ− ϕ0 −Qα,βε)τ

]
≤ EL

[ ∫ τ
0

(∂ωϕs − α)dBs + 1
2

∫ τ
0

(∂2
ωωϕs − βε)ds

]
≤ EL

[ ∫ τ
0

(
L|∂ωϕs − α|+ 1

2 (∂2
ωωϕs − βε)

)
ds
]
≤ 0,
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where we used the fact that ϕ ∈ ALu(0) and the definition of PL in (2.3). Consequently, we proved

(α, βε) ∈ J Lu(0), and thus

−G(0, u(0), α, βε) ≤ 0.

Finally, thanks to the continuity of G, we obtain the desired result by sending ε→ 0.

4 Main results

Following Ekren, Touzi and Zhang [11], we introduce the path-frozen PDEs:

(E)ωε Lωv := −G(ω, v,Dv,D2v) = 0 on Oε(ω) := Oε ∩Qω. (4.1)

Note that ω is a parameter instead of a variable in the above PDE. Similar to [11], our wellposedness

result relies on the following condition on the PDE (E)ωε .

Assumption 4.1 For ε > 0, ω ∈ Q and h ∈ C
(
∂Oε(ω)

)
, we have v = v, where

v(x) := inf
{
w(x) : w ∈ C2

0 (Oε(ω)), Lωw ≥ 0 on Oε(ω), w ≥ h on ∂Oε(ω)
}
,

v(x) := sup
{
w(x) : w ∈ C2

0 (Oε(ω)), Lωw ≤ 0 on Oε(ω), w ≤ h on ∂Oε(ω)
}
,

and C2
0 (Oε(ω)) := C2(Oε(ω)) ∩ C

(
cl(Oε(ω))

)
.

In this paper, we use PDEs as tools to study PPDEs. Note that by viscosity solutions of PDEs,

we mean the classical definition in the PDE literature, for example in [4].

Remark 4.2 If Equation (E)ωt has the classical solution, then Assumption 4.1 holds. For example,

let function G(ω, ·) : Sd → R be convex, and assume that the elliptic PDE:

−G(ω,D2v) = 0 on O, v = h on ∂O

has a unique viscosity solution. Then, according to Caffareli and Cabre [3], the viscosity solution

has the interior C2-regularity.

The rest of the paper will be devoted to prove the following two main results.

Theorem 4.3 (Comparison result) Let Assumptions 3.1 and 4.1 hold true, and let ξ ∈ BUC(∂Q).

Let u be a BUC viscosity subsolution and v be a BUC viscosity supersolution to the path-dependent

PDE (3.1). Then, if uhQ ≤ ξ ≤ vhQ , we have u ≤ v on Q.

Theorem 4.4 (Wellposedness) Let Assumptions 3.1 and 4.1 hold, and let ξ ∈ BUC(∂Q). Then,

the path-dependent PDE (3.1) has a unique viscosity solution in BUC(Q).
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5 Comparison result

5.1 Partial comparison

Similar to [11], we introduce the class of piecewise smooth processes in our time-invariant context.

Definition 5.1 Let u : Q → R. We say that u ∈ C
2
(Q), if u is bounded, process {ut}t∈R+ is

pathwise continuous, and there exists an increasing sequence of F-stopping times {hn;n ≥ 1} such

that

(1) for each i and ω, ∆hi,ω := h
hi(ω),ω
i+1 − hi(ω) ∈ H whenever hi(ω) < hQ(ω) < ∞, i.e. there is

Oi,ω ∈ R such that ∆hi,ω = inf{t : ωt /∈ Oi,ω};
(2) {i : hi(ω) < hQ(ω)} is finite P∞-q.s. and limi→∞ CL0

[
hωi < hωQ

]
= 0 for all ω ∈ Q and L > 0;

(3) for each i, uωhi∧· ∈ BUC(Oi,ω), and there exist ∂ωu
i, ∂2

ωωu
i such that for all ω,

(
∂ωu

i
)ωhi∧·

and
(
∂2
ωωu

i
)ωhi∧· are both continuous on Oi,ω and

u
ωhi∧·
t − uωhi∧·

0 =

∫ t

0

(∂ωu
i)
ωhi∧·
s · dBs +

1

2

∫ t

0

(∂2
ωωu

i)
ωhi∧·
s : d 〈B〉s for all t ≤ ∆hi,ω, P∞-q.s.

The rest of the subsection is devoted to the proof of the following partial comparison result.

Proposition 5.2 Let Assumption 3.1 hold. Let u2 ∈ BUC(Q) be a viscosity supersolution of PPDE

(3.1) and let u1 ∈ C2
(Q) satisfies Lu1(ω) ≤ 0 for all ω ∈ Q. If u1 ≤ u2 on ∂Q, then u1 ≤ u2 in

cl(Q). A similar result holds if we exchange the roles of u1 and u2.

In preparation to the proof of Proposition 5.2, we prove the following lemma.

Lemma 5.3 Let D ∈ R and X ∈ BUC(D) and non-negative. Assume that X0 > E
L

[XhD ], then

there exists ω∗ ∈ D and t∗ := t̄(ω∗) such that

Xt∗(ω
∗) = SLt∗

[
XhD∧·

]
(ω∗) and Xt∗(ω

∗) > 0.

Proof Denote Y as the Snell envelop of XhD∧·, i.e. Yt := SLt
[
XhD∧·

]
. By Lemma 2.7, we know

that τ∗ := inf{t : Xt = Yt} defines an optimal stopping rule. So, we have

EL[Xτ∗ ] = Y0 ≥ X0 > E
L

[XhD ].

Hence {τ∗ < hD} 6= φ. Suppose that Xτ∗ = 0 on {τ∗ < hD}. Then,

0 = Xτ∗1{τ∗<hD} = Yτ∗1{τ∗<hD} ≥ E
L

τ∗ [XhD ]1{τ∗<hD}.

Since X is non-negative, we obtain that XhD1{τ∗<hD} = 0. So, Xτ∗ = XhD on {τ∗ < hD}. Thus,

we conclude that

X0 ≤ Y0 = EL[Xτ∗ ] = EL[XhD ] < X0.

This contradiction implies that {τ∗ < hD, Xτ∗ > 0} 6= φ. Finally, take ω′ ∈ {τ∗ < hD, Xτ∗ > 0},
and then ω∗ := ω′τ∗(ω′)∧· is the desired path.
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Proof of Proposition 5.2 Recall the notation hn and Oωn in Definition 5.1. We decompose the

proof in two steps.

Step 1. We first show that for all i ≥ 0 and ω ∈ Q

(u1 − u2)+
hi(ω) ≤ EL

[(
(u1

hi+1
)hi,ω − (u2

hi+1
)hi,ω

)+
]
.

Clearly it suffices to consider i = 0. Assume the contrary, i.e.

c := (u1 − u2)+(0)− EL
[(
u1 − u2

)+
h1

]
> 0.

Denote X := (u1 − u2)+. Then, by Lemma 5.3, there exists ω∗ ∈ O0
0 and t∗ := t̄(ω∗) such that

Xt∗(ω
∗) = SLt∗ [XhD∧·] and Xt∗(ω

∗) > 0.

Since u1 is smooth on O0
0, we have ϕ := (u1

h
O0

0
∧·)

ω∗ ∈ ALu2(ω∗). By the L-viscosity supersolution

property of u2 and the assumption on the function G, this implies that

0 ≤ −G
(
·, u2, ∂ωϕ, ∂

2
ωωϕ

)
(ω∗t∗∧·)

≤ −G
(
·, u1, ∂ωu

1, ∂2
ωωu

1
)

(ω∗t∗∧·)− λ
((
u1 − u2

)
t∗

(ω∗)
)

< −G
(
·, u1, ∂ωu

1, ∂2
ωωu

1
)

(ω∗t∗∧·) .

This is in contradiction with the classical subsolution property of u1.

Step 2. By the result of Step 1 and the tower property of EL stated in Lemma 2.6, we have

(u1 − u2)+(0) ≤ EL
[(
u1 − u2

)+
hi

]
≤ EL

[(
u1 − u2

)+
hQ

]
+ EL

[(
u1 − u2

)+
hi
−
(
u1 − u2

)+
hQ

]
for all i ≥ 1.

By Proposition 2.8, we have CL [hi < hQ]→ 0 as i→∞. Therefore,

(u1 − u2)+(0) ≤ EL
[(
u1 − u2

)+
hQ

]
= 0.

5.2 The Perron type construction

Define the following two functions:

u(ω) := inf
{
ψ(ω) : ψ ∈ DξQ(ω)

}
, u(ω) := sup

{
ψ(ω) : ψ ∈ DξQ(ω)

}
, (5.1)

where

DξQ(ω) :=
{
ψ ∈ C2

(Qω) : Lωψ ≥ 0 on Q, ψ ≥ ξω on ∂Q
}
,

DξQ(ω) :=
{
ψ ∈ C2

(Qω) : Lωψ ≤ 0 on Q, ψ ≤ ξω on ∂Q
}
.

As a direct corollary of Proposition 5.2, we have:
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Corollary 5.4 Let Assumption 3.1 hold. For all BUC viscosity supersolutions (resp. subsolution)

u such that u ≥ ξ (resp. u ≤ ξ) on ∂Q, it holds that u ≥ u (resp. u ≤ u) on Q.

In order to prove the comparison result of Theorem 4.3, it remains to show the following result.

Proposition 5.5 Let ξ ∈ BUC(∂Q). Under Assumptions 3.1 and 4.1, we have u = u.

The proof of this proposition is reported in Subsection 5.4, and requires the preparations in Subsec-

tion 5.3.

5.3 Preliminary: HJB equations

In this part of the paper, we will recall the relation between HJB equations and stochastic control

problems. Recall the constants L0 and C0 in Assumption 3.1 and consider two functions:

g(y, z, γ) := C0 + L0 |z|+ L0y
− + sup

β∈[
√

2/L0Id,
√

2L0Id]
1
2β

2 : γ,

g(y, z, γ) := −C0 − L0 |z| − L0y
+ + inf

β∈[
√

2/L0Id,
√

2L0Id]
1
2β

2 : γ,
(5.2)

Then for all nonlinearities G satisfying Assumption 3.1, it holds g ≤ G ≤ g. Consider the HJB

equations:

Lu := −g(u,Du,D2u) = 0 and Lu := −g(u,Du,D2u) = 0.

In the rest of this subsection, we show that the explicit solutions of the Dirichlet problems of the

above equations on a set D ∈ R are given in terms of boundary condition hD, i.e.

w(x) := supb∈H0([0,L0]) E
L0
[
hD(BhxD

)e−
∫ hxD
0 brdr + C0

∫ hxD
0

e−
∫ t
0
brdrdt

]
,

w(x) := infb∈H0([0,L0]) EL0

[
hD(BhxD

)e−
∫ hxD
0 brdr + C0

∫ hxD
0

e−
∫ t
0
brdrdt

]
.

Lemma 5.6 Let hD(x) := EL0
[
v(x,BhxD∧·)

]
for some v ∈ BUC(Rd × Ωe). Then w and w are the

unique viscosity solutions in BUC(cl(D)) of the equations Lu = 0 and Lu = 0, respectively, with

boundary condition u = hD on ∂D.

Proof According to Proposition 8.1 in Appendix, there exists a modulus of continuity ρ such that

EL0
[|hx1

D − hx2

D |] ≤ ρ(|x1 − x2|). (5.3)

Since v ∈ BUC(R× Ωe), we obtain that

|hD(x1)−hD(x2)| ≤ EL0
[
|v(x1, Bh

x1
D ∧·

)−v(x2, Bh
x2
D ∧·

)|
]
≤ ρ
(
|x1−x2|+E

L0
[
|Bh

x1
D
−Bh

x2
D
|
])

(5.4)

where we used the convexity of ρ and the Jensen’s inequality. We next estimate:

EL0
[
|Bh

x1
D
−Bh

x2
D
|
]
≤
(
EL0

[
|Bh

x1
D
−Bh

x2
D
|2
]) 1

2 ≤
(

2L0E
L0
[
|hx1

D − hx2

D |
]) 1

2

. (5.5)

In view of (5.3), we conclude that hD is bounded and uniformly continuous. Further, since hD is

bounded and b only takes non-negative values, we can easily obtain that for x1, x2 ∈ D,

|w(x1)− w(x2)| ≤ EL0
[
|hD(Bh

x1
D

)− hD(Bh
x2
D

)|
]

+ CEL0
[
|hx1

D − hx2

D |
]
.
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Since hD ∈ BUC(Rd), by the same arguments in (5.4) and (5.5), we conclude that w ∈ BUC(cl(D)).

Then, by standard argument, one can easily verify that w is the viscosity solution to Lu = 0 with

the boundary condition hD on ∂D. Similarly, we may prove the corresponding result for w.

5.4 Proof of u = u

Recall the two functions u, u defined in (5.1). In the next lemma, we will use the path-frozen PDEs

to construct the functions θεn, which will be needed to construct the approximations of u and u

defined in (5.1). Recall the notation of linear interpolation in (2.2). Then

• let
(
xi; 1 ≤ i ≤ n

)
∈ (B̄dε )n and denote πn := Lin

{
(0, 0), (1, x1), · · · , (n, xn)

}
; in particular,

note that πn ∈ Ωe;

• denote πxn := Lin
{
πn, (n+ 1, x)

}
for all x ∈ B̄dε ; clearly, we have πxn ∈ Ωe;

• define a sequence of stopping times: for i ≥ 1

h
πxn
0 := 0, h

πxn
1 := inf {t ≥ hi : x+Bt /∈ Oε}∧h

πxn
Q , h

πxn
i+1 := inf

{
t ≥ h

πxn
i : Bt −Bhi /∈ Oε

}
∧hπ

x
n

Q

• given ω ∈ Ω, we define for m > 0:

π1
n(x, ω) := Lin

{
πn, (n+ 1, x+ ω

h
πxn
1

)
}

and

πmn (x, ω) := Lin
{
πn, (n+ 1, x+ ω

h
πxn
1

),
(
n+ j, ω

h
πxn
j

− ω
h
πxn
j−1

)
2≤j≤m

}
, for all m > 1.

Lemma 5.7 Let Assumption 3.1 hold, and assume that |ξ| ≤ C0. Let ω ∈ Q, |xi| = ε for all i ≥ 1,

πn := {xi}1≤i≤n, and ω⊗̄πxn ∈ Q. Then

(i) there exists a sequence of continuous functions (πn, x) 7→ θω,εn (πn, x), bounded uniformly in

(ε, n), such that

θω,εn (πn; ·) is a viscosity solution of (E)ω⊗̄πnε ,

with boundary conditions:θω,εn (πn;x) = ξ(ωω⊗̄π
x
n), |x| < ε and x ∈ ∂Qω⊗̄πn ,

θω,εn (πn;x) = θω,εn+1(πxn; 0), |x| = ε.

(ii) Moreover, there is a modulus of continuity ρε such that for any ω1, ω2 ∈ Q,∣∣∣θω1,ε
0 (0; 0)− θω

2,ε
0 (0; 0)

∣∣∣ ≤ ρε (de(ω1, ω2)
)
. (5.6)

For the domain Oε(πn) defined in (4.1), a part of the boundary belongs to ∂Qπn , while the other

belongs to ∂Oε. On ∂Qπn , we should set the solution to be equal to the boundary condition of the

path-dependent PDE. Otherwise, on ∂Oε, the value of the solution should be consistent with that

of the next piece of the path-frozen PDEs. The proof of Lemma 5.7 is similar to that of Lemma
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6.2 in [11]. However, the stochastic representations and the estimates that we will use are all in the

context of the elliptic equations. So it is necessary to explain the proof in detail.

In preparation of the proof of Lemma 5.7, we give the following estimate on the viscosity solutions

to the path-frozen PDEs. The proof is reported in Appendix, Subsection 8.

Lemma 5.8 Fix D ∈ R. Let hi : ∂D → R be continuous (i = 1, 2), G satisfy Assumption 3.1, and

vi be the viscosity solutions to the following PDEs:

G(ωi, vi, Dvi, D2vi) = 0 on D, vi = hi on ∂D.

Then, we have

(v1 − v2)(x) ≤ EL0
[((

h1 − h2
)+
hD

)x]
+ C‖G(ω1, ·)−G(ω2, ·)‖∞.

In particular, if ω1 = ω2, then we have (v1 − v2)(x) ≤ EL0
[((

h1 − h2
)+
hD

)x]
.

Proof of Lemma 5.7 Since ε is fixed, to simplify the notation, we omit ε in the superscript in

the proof. We decompose the proof in five steps.

Step 1. We first prove (i) in the case of G := g, where g is defined in (5.2). For any N , denote

θ
ω

N,N (πN ; 0) := EL0
[
(ξhQ)ω⊗̄πN

]
.

Thanks to Lemma 5.6, we may define θ
ω

N,n(πn; ·) as the viscosity solution of the following PDE:

−g(θ,Dθ,D2θ) = 0 on Oε(ω⊗̄πn), θ(x) = θ
ω

N,n+1(πxn; 0) on ∂Oε(ω⊗̄πn), for all n ≤ N − 1, (5.7)

and we know

θ
ω

N,n(πn;x) =

sup
b∈H0([0,L0])

EL0
[
e−

∫ h
ω⊗̄πxn
N−n

0 brdrξ
(
ω⊗̄πN−nn (x,B)⊗̄(B

h
ω⊗̄πxn
Q ∧·

)h
ω⊗̄πxn
N−n

)
+ C0

∫ h
ω⊗̄πxn
N−n

0

e−
∫ s
0
brdrds

]
.

(5.8)

Lemma 5.6 also implies that θ
ε

N,n(πn;x) is continuous in both variables (πn, x), and clearly, they

are uniformly bounded. We next define

θ
ω

n(πn;x) :=

sup
b∈H0([0,L0])

EL0
[
e−

∫ h
ω⊗̄πxn
Q

0 brdr lim
N→∞

ξ
(
ω⊗̄πN−nn (x,B)⊗̄(B

h
ω⊗̄πxn
Q ∧·

)h
ω⊗̄πxn
N−n

)
+C0

∫ h
ω⊗̄πxn
Q

0

e−
∫ s
0
brdrds

]
.

(5.9)

Then, it is easy to estimate that

|θωn(πn;x)− θωN,n(πn;x)| ≤ CCL0

[
h
ω⊗̄πxn
N−n < h

ω⊗̄πxn
Q

]
→ 0, N →∞.
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By Proposition 2.8, the convergence is uniform in (πn, x). This implies that θ
ω

n(πn;x) is uniformly

bounded and continuous in (πn, x). Moreover, by the stability of viscosity solutions we see that

θ
ω

n(πn; ·) is the viscosity solution of PDE (5.7) in Oε(ω⊗̄πn), with the boundary condition:θ̄ωn(πn;x) = ξ(ω⊗̄πxn), |x| < ε and x ∈ ∂Qω⊗̄πn ,

θ̄ωn(πn;x) = θ̄ωn+1(πxn; 0), |x| = ε.

Hence, we have showed the desired result in the case G = g. Similarly, we may show that θωn defined

below is the viscosity solution to the path-frozen PDE when the nonlinearity is g:

θωn(πn;x) :=

inf
b∈H0([0,L0])

EL0

[
e−

∫ h
ω⊗̄πxn
Q

0 brdr lim
N→∞

ξ
(
ω⊗̄πN−nn (x,B)⊗̄(B

h
ω⊗̄πxn
Q ∧·

)h
ω⊗̄πxn
N−n

)
+C0

∫ h
ω⊗̄πxn
Q

0

e−
∫ s
0
brdrds

]
.

Step 2. We next prove (ii) in the case of G = g. Considering πxn ∈ Qω
1 ∩Qω2

, we have the following

estimate:∣∣∣θω1

N,n(πn;x)− θω
2

N,n(πn;x)
∣∣∣ ≤ CEL0

[∣∣∣hω1⊗̄πxn
N−n − h

ω2⊗̄πxn
N−n

∣∣∣]
+ CEL0

[
ξ
(
ω1⊗̄πN−nn (x,B)⊗̄(B

h
ω1⊗̄πxn
Q ∧·

)h
ω1⊗̄πxn
N−n

)
− ξ
(
ω2⊗̄πN−nn (x,B)⊗̄(B

h
ω2⊗̄πxn
Q ∧·

)h
ω2⊗̄πxn
N−n

)]
,

where θ
ωi

N,n(πn;x), i = 1, 2, are defined in (5.8). Note that
∣∣∣hω1⊗̄πxn
N−n − h

ω2⊗̄πxn
N−n

∣∣∣ ≤ ∣∣∣hω1⊗̄πxn
Q − h

ω2⊗̄πxn
Q

∣∣∣.
As in Lemma 5.6, one may easily show that∣∣∣θω1

N,n − θ
ω2

N,n

∣∣∣ ≤ ρε(de(ω1, ω2)),

where ρε is independent of N . Considering θ
ωi

n defined in (5.9), we obtain by sending N →∞ that∣∣∣θω1

n − θ
ω2

n

∣∣∣ ≤ ρε(de(ω1, ω2)).

A similar argument provides the same estimate for θωn :∣∣∣θω1

n − θ
ω2

n

∣∣∣ ≤ ρε(de(ω1, ω2)). (5.10)

Step 3. We now prove (i) for general G. Given the construction of Step 1, define:

θ
ω,m

m (πm;x) := θ
ω

m(πm;x), θω,mm (πm;x) := θωm(πm;x); m ≥ 1.

For n ≤ m − 1, we may define θ
ω,m

n and θω,mn as the unique viscosity solution of the path-frozen

PDE (E)ω⊗̄πnε with boundary conditions

θ
ω,m

n (πn;x) = θ
ω,m

n+1(πxn; 0), θω,mn (πn;x) = θω,mn+1(πxn; 0) for x ∈ ∂Oε(ω⊗̄πn).
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Since g ≤ G ≤ g, it is easy to deduce that θ
ε,m

m and θε,mm are respectively viscosity supersolution

and subsolution to the path-frozen PDE (E)πmε . By the comparison result for viscosity solutions of

PDEs, we obtain that

θ
ω,m

m (πm; ·) ≥ θω,m+1

m (πm; ·) ≥ θω,m+1
m (πm; ·) ≥ θω,mm (πm; ·) on Oε(ω⊗̄πm),

Using the comparison argument again, we obtain

θ
ω,m

n (πn; ·) ≥ θω,m+1

n (πn; ·) ≥ θω,m+1
n (πn; ·) ≥ θω,mn (πn; ·) on Oε(ω⊗̄πn) for all n ≤ m. (5.11)

Denote δθω,mn := θ
ω,m

n − θω,mn . Applying Lemma 5.8 repeatedly and using the tower property of EL0

stated in Lemma 2.6, we obtain that

|δθω,mn (πn;x)| ≤ EL0
[∣∣δθω,mm

(
πm−nn (x,B); 0

)∣∣] .
Note that δθω,mm (πm−nn (x,B); 0) = 0 as πm−nn (x,B) ∈ ∂Qω. Then, by Proposition 2.8, we have

|δθω,mn (πn;x)| ≤ CCL0

[
h
ω⊗̄πxn
m−n < h

ω⊗̄πxn
Q

]
→ 0, as m→∞.

Together with (5.11), this implies the existence of θωn such that

θ
ω,m

n ↓ θωn , θω,mn ↑ θωn , as m→∞. (5.12)

Clearly θωn is uniformly bounded and continuous. Finally, it follows from the stability of viscosity

solutions that θωn satisfies the statement of (i).

Step 4. We next prove (ii) for a general nonlinearity G. For the simplicity of notation, we denote

the stopping times:

hi := h
ωi⊗̄πxn
Q for i = 1, 2, h1,2 := h1 ∧ h2,

h0 = 0, h1 := inf{t ≥ 0 : x+Bt /∈ Oε}, hi+1 := inf {t ≥ hi : Bt −Bhi /∈ Oε} for i ≥ 1.

First, considering θ
ω,m

n defined in Step 3, we claim that for πxn ∈ Qω
1 ∩Qω2

(θ
ω1,m

n − θω
2,m
n )(πn;x) ≤ EL0

[
(θ
ω1

m − θ
ω2

m )
(
πm−nn (x,B); 0

)
1{hm−n≤h1,2}

]
+I1 + I2 + C(m− n)ρ(de(ω1, ω2)), (5.13)

where

I1 :=

m−n−1∑
k=0

EL0

[(
θ
ω1,m

n+k+1(πk+1
n (x,B); 0)− θω

2,m
n+k (πkn(x,B);Bh1 −Bhk)

)
1{h1<hk+1≤h2}

]
,

I2 :=

m−n−1∑
k=0

EL0

[(
θ
ω1,m

n+k (πkn(x,B);Bh2 −Bhk)− θω
2,m
n+k+1(πk+1

n (x,B); 0)

)
1{h2<hk+1≤h1}

]
This claim will be proved in Step 5. We next focus on the term in I1:(

θ
ω1,m

n+k+1(πk+1
n (x,B); 0)− θω

2,m
n+k (πkn(x,B);Bh1 −Bhk)

)
1{h1<hk+1≤h2}.
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Note that as h1 < hk+1 ≤ h2, we have πk+1
n = πkn⊗̄Lin

{
((0, 0), (1, Bh1 −Bhk)

}
, and thus

θ
ω1,n+k+1

n+k+1 (πk+1
n (x,B); 0) = θω

1,n+k+1
n+k+1 (πk+1

n (x,B); 0) = θω
1,n+k
n+k (πkn(x,B);Bh1 −Bhk).

So, by using (5.10), we obtain∣∣∣θω1,n+k+1

n+k+1 (πk+1
n (x,B); 0)− θω

2,n+k
n+k (πkn(x,B);Bh1 −Bhk)

∣∣∣
≤
∣∣∣θω1,n+k
n+k (πkn(x,B);Bh1 −Bhk)− θω

2,n+k
n+k (πkn(x,B);Bh1 −Bhk)

∣∣∣ ≤ ρε(de(ω1, ω2)). (5.14)

Further, as in Step 3, the comparison result implies that

θω
2,m
n+k (πkn(x,B);Bh1 −Bhk) ≥ θω

2,n+k
n+k (πkn(x,B);Bh1 −Bhk);

θ
ω1,m

n+k+1(πk+1
n (x,B); 0) ≤ θω

1,n+k+1

n+k+1 (πk+1
n (x,B); 0).

Therefore, (5.14) implies that

θ
ω1,m

n+k+1(πk+1
n (x,B); 0)− θω

2,m
n+k (πkn(x,B);Bh1 −Bhk) ≤ ρε(de(ω1, ω2)).

Similarly, we may prove the same estimate for the term in I2. Then, by (5.13) we conclude that

(θ
ω1,m

n − θω
2,m
n )(πn;x) ≤ CCL

[
hm−n < h1,2

]
+ C(m− n+ 1)ρε(d

e(ω1, ω2)).

Recalling (5.12), we obtain that

(θω
1

n − θω
2

n )(πn;x) ≤ ρε(de(ω1, ω2)).

By exchanging the roles of ω1 and ω2, we have
∣∣(θω1

n − θω
2

n )(πn;x)
∣∣ ≤ ρε(de(ω1, ω2)).

Step 5. We prove Claim (5.13). Suppose that m ≥ n+ 1. It suffices to show that

(θ
ω1,m

n − θω
2,m
n )(πn;x) ≤ EL0

[
(θ
ω1,m

n+1 − θ
ω2,m
n+1 )(π1

n(x,B)); 0)1{h1≤h1,2}

]
+EL0

[
(θ
ω1,m

n+1 (π1
n(x,B); 0)− θω

2,m
n (πn;x+Bh1))1{h1<h1≤h2}

]
+EL0

[
(θ
ω1,m

n (πn;x+Bh2)− θω
2,m
n+1 (π1

n(x,B); 0))1{h2<h1≤h1}

]
+Cρε(d

e(ω1, ω2)).

Then the claim can be easily proved by induction. Recall that θ
ω1,m

n (resp. θω
2,m
n ) is a solution to

the PDE with generator G(ω1, ·) (resp. G(ω2, ·)). Now we study those two PDEs on the domain:

Oε ∩Qω
1

∩Qω
2

.

The boundary of this set can be divided into three parts which belong to ∂Oε, ∂Q
ω1

and ∂Qω
2

respectively. We denote them by Bd1, Bd2 and Bd3.
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(i) On Bd1, we have h1 ≤ h1,2, and thus

θ
ω1,m

n (πn, x) = θ
ω1,m

n+1 (πxn, 0) and θω
2,m
n (πn, x) = θω

2,m
n+1 (πxn, 0).

(ii) On Bd2, we have h1 < h1 ≤ h2, so we only have θ
ω1,m

n (πn, x) = θ
ω1,m

n+1 (πxn, 0).

(iii) On Bd3, we have h2 < h1 ≤ h1, so we only have θω
2,m
n (πn, x) = θω

2,m
n+1 (πxn, 0).

Finally, Lemma 5.8 completes the proof.

The previous lemma shows the existence of the viscosity solution to the path-frozen PDEs. We

now use Assumption 4.1 to construct smooth super- and sub-solutions to the PPDE from the solution

to the path-frozen PDEs.

Denote

θεn := θ0,ε
n , hn := h0

n and π̂n := Lin
{

(hi, ωhi); 0 ≤ i ≤ n
}
.

Lemma 5.9 There exists ψε ∈ C2
(Q) such that

ψε(0) = θε0(0) + ε, ψε ≥ h on Q and Lπ̂nψε ≥ 0 on Oε(π̂n) for all n ∈ N.

Proof For simplicity, in the proof we omit the superscript ε. Set δn := 2−n−2ε. First, since

PDE (E)0
ε satisfies Assumption 4.1 and G(ω, y, z, γ) is decreasing in y, there exists a function v0 ∈

C2
0 (Oε(0)) such that

v0(0) = θ0(0) +
ε

2
, L0v0 ≥ 0 on Oε(0) and v0 ≥ θ0 on ∂Oε(0).

Define

ψ(ω) := v0(ωt̄) +
∑
i≥0

δi on cl(Oε(0)).

By the monotonicity of G, it is clear that

ψ(0)− θ0(0) =
ε

2
+
∑
i≥0

δi = ε, ψ ∈ C2(Oε(0)) and L0ψ ≥ L0v0 ≥ 0 on Oε(0).

Next, applying again Assumption 4.1 to PDE (E)π̂1
ε , we can find a function v1(π̂1; ·) ∈ C2

0 (Oε(π̂1))

such that

v1(π̂1; 0) = v0(x1) + δ0, Lπ̂1v1 ≥ 0 on Oε(π̂1), v1(π̂1; ·) ≥ θ1(π̂1; ·) on ∂Oε(π̂1).

Then, define

ψ(ω) := v1(π̂1;ωt̄ − ωH1) +
∑
i≥1

δi, for ω ∈ Oε(π̂1)

It is clear that the updated ψ is in C
2

and Lπ̂1ϕ ≥ 0 on Oε(π̂n). Repeating the procedure, we may

find a sequence of functions vn and thus construct the desired ψ ∈ C2
(Q).
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Finally, we have done all the necessary constructions and are ready to show the main result of

the section.

Proof of Proposition 5.5 For any ε > 0, let ψε be as in Lemma 5.9, and ψ
ε

:= ψε + ρ(2ε) +

λ−1 (ρ(2ε)), where ρ is the modulus of continuity of ξ and G and λ−1 is the inverse of the function

in Assumption 3.1. Then clearly ψ
ε ∈ C2

(Q) and bounded. Also,

ψ
ε
(ω)− ξ(ω) ≥ ψε(ω) + ρ(2ε)− ξ(ω) ≥ ξ(ωε)− ξ(ω) + ρ(2ε) ≥ 0 on ∂Q.

Moreover, when t̄(ω) ∈ [Hn(ω), Hn+1(ω)), we have that

Lψε(ω) = −G
(
ω, ψ

ε
, ∂ωψ

ε, ∂2
ωωψ

ε
)

≥ −G
(
π̂n, ψ

ε + λ−1 (ρ(2ε)) , ∂ωψ
ε, ∂2

ωωψ
ε
)
− ρ(2ε)

≥ −G
(
π̂n, ψ

ε, ∂ωψ
ε, ∂2

ωωψ
ε
)
≥ 0.

Then by the definition of u we see that

u(0) ≤ ψε(0) = ψε + ρ(2ε) + λ−1 (ρ(2ε)) ≤ θε0(0) + ε+ ρ(2ε) + λ−1 (ρ(2ε)) . (5.15)

Similarly, u(0) ≥ θε0(0)− ε− ρ(2ε)− λ−1 (ρ(2ε)). That implies that

u(0)− u(0) ≤ 2ε+ 2ρ(2ε) + 2λ−1 (ρ(2ε)) .

Since ε is arbitrary, this shows that u(0) = u(0). Similarly, we can show that u(ω) = u(ω) for all

ω ∈ Q.

6 Existence

In this section, we verify that

u := u = u (6.1)

is the unique BUC viscosity solution to the path-dependent PDE (3.1). We will prove that u is BUC

in Subsection 6.1 and u satisfies the viscosity property in Subsection 6.2.

6.1 Regularity

The non-continuity of the hitting time hQ(ω) brings difficulty to the proof of the regularity of u.

One cannot adapt the method used in [11]. In our approach, we make use of the uniform continuity

of the solution of the path-frozen PDEs proved in (ii) of Lemma 5.7.

First, it is easy to show that u is bounded.

Proposition 6.1 Let Assumption 3.1 hold and ξ ∈ BUC(∂Q). Then u is bounded from above and

u is bounded from below.
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Proof Assume that |ξ| ≤ C0. Define:

ψ := λ−1 (C0) + C0.

Note that ψ ∈ C̄2. Observe that ψT ≥ C0 ≥ ξ. Also,

Lωψs = −Gω(·, ψs, 0, 0) ≥ C0 −Gω(·, 0, 0, 0) ≥ 0.

It follows that ψ ∈ DξQ(ω), and thus u(ω) ≤ ψ(0) = λ−1 (C0) + C0. Similarly, one can show that

u(ω) ≥ −λ−1 (C0)− C0.

The rest of the subsection is devoted to prove the uniform continuity of u.

Proposition 6.2 The function u defined in (6.1) is uniformly continuous in Q.

Proof Recall (5.15), i.e. for ω1, ω2 ∈ Q, it holds that

u(ω1) ≤ θω
1

0 (0) + ε+ ρ(2ε) and u(ω2) ≥ θω
2

0 (0)− ε− ρ(2ε).

Hence, it follows from Lemma 5.7 that

u(ω1)− u(ω2) = u(ω1)− u(ω2) ≤ θω
1

0 (0)− θω
2

0 (0) + 2(ε+ ρ(2ε)) ≤ ρε(de(ω1, ω2)) + ρ(2ε).

By exchanging the roles of ω1 and ω2, we obtain that u is uniformly continuous.

6.2 Viscosity property

After having shown that u is uniformly continuous, we need to verify that it indeed satisfies the

viscosity property. The following proof is similar to that of Proposition 4.3 in [11].

Proposition 6.3 u is the viscosity solution to PPDE (3.1).

Proof Without loss of generality, we prove only that u is a L0-viscosity supersolution at 0.

Assume the contrary, i.e. there exists ϕ ∈ AL0
u(0) such that −c := Lϕ(0) < 0. For any ψ ∈ DξQ(0)

and ω ∈ Q it is clear that ψω ∈ DξQ(ω) and ψ(ω) ≥ u(ω). Now by the definition of u, there exists

ψn ∈ C2
(Q) such that

δn := ψn(0)− u(0) ↓ 0 as n→∞, Lψn(ω) ≥ 0, ω ∈ Q. (6.2)

Let hOε be a localization of test function ϕ. Since ϕ ∈ C2(Oε) and u ∈ BUC(Q), without loss of

generality we may assume that

Lϕ(ωt∧·) ≤ −
c

2
and |ϕt − ϕ0|+ |ut − u0| ≤

c

6L0
for all t ≤ hOε .

Since ϕ ∈ AL0
u(0), this implies for all P ∈ PL0 that :

0 ≥ EP [(ϕ− u)hOε
]
≥ EP [(ϕ− ψn)hOε

]
. (6.3)
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Denote GPφ := αP · ∂ωφ+ 1
2 (βP)2 : ∂2

ωωφ. Then, since ϕ ∈ C2(Oε) and ψn ∈ C2
(Q), it follows from

(6.2) that:

δn ≥ EP [(ϕ− ψn)hOε − (ϕ− ψn)0

]
= EP

[∫ hOε

0

GP(ϕ− ψn)ds

]
≥ EP

[∫ hOε

0

(
c

2
−G(ωs∧·, ϕ, ∂ωϕ, ∂

2
ωωϕ) +G(ωs∧·, ψ

n, ∂ωψ
n, ∂2

ωωψ
n) + GP(ϕ− ψn))ds

]
≥ EP

[∫ hOε

0

(
c

2
−G(ωs∧·, ϕ, ∂ωϕ, ∂

2
ωωϕ) +G(ωs∧·, u, ∂ωψ

n, ∂2
ωωψ

n) + GP(ϕ− ψn))ds

]
,

where the last inequality is due to the monotonicity in y of G. Since ϕ0 = u0, we get

δn ≥ EP
[∫ hOε

0

(
c

3
−G(ωs∧·, u0, ∂ωϕ, ∂

2
ωωϕ)

+G(ωs∧·, u0, ∂ωψ
n, ∂2

ωωψ
n) + GP(ϕ− ψn))ds

]
.

We next let η > 0, and for each n, define τn0 := 0 and

τnj+1 : = hOε ∧ inf{t ≥ τnj : ρ(de(ωt∧·, ωτnj ∧·)) + |∂ωϕ(ωt∧·)− ∂ωϕ(ωτnj ∧·)|

+|∂2
ωωϕ(ωt∧·)− ∂2

ωωϕ(ωτnj ∧·)|+ |∂ωψ
n(ωt∧·)− ∂ωψn(ωτnj ∧·)|

+|∂2
ωωψ

n(ωt∧·)− ∂2
ωωψ

n(ωτnj ∧·)| ≥ η}.

Since ϕ ∈ C2(Oε) and ψn ∈ C2
(Q), one can easily check that τnj ↑ hD PL0-q.s. as j →∞. Thus,

δn ≥ (
c

3
− Cη)EP[hOε ] +

∑
j≥0

EP
∫ τnj+1

τnj

(
−G(·, u0, ∂ωϕ, ∂

2
ωωϕ)

+G(·, u0, ∂ωψ
n, ∂2

ωωψ
n) + GP(ϕ− ψn)

)
τnj

ds

= (
c

3
− Cη)EP[hOε ] +

∑
j≥0

EP
∫ τnj+1

τnj

(
αnj · ∂ω(ψn − ϕ)

+
1

2
(βnj )2 : ∂2

ωω(ψn − ϕ) + GP(ϕ− ψn)
)
τnj

ds,

for some αnj , βnj such that |anj | ≤ L and βnj ∈ H0
L. Note that αnj and βnj are both Fτnj -measurable.

Take Pn ∈ PL0 such that αPn
t = αnj , βPn

t = βnj for t ∈ [τnj , τ
n
j+1). Then

δn ≥ (
c

3
− Cη)EPn [hOε ].

Let η := c
6C , and it follows EL0 [hOε ] ≤ EPn [hOε ] ≤ δn. By putting n → ∞, we get EL0 [hOε ] = 0,

contradiction.

7 Path-dependent time-invariant stochastic control

In this section, we present an application of fully nonlinear elliptic PPDE. An important question

which is most relevant since the recent financial crisis is the risk of model mis-specification. The
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uncertain volatility model (see Avellaneda, Levy and Paras [1], Lyons [15] or Nutz [18]) provides a

conservative answer to this problem.

In the present application, the canonical process B represents the price process of some primitive

asset, and our objective is the hedging of the derivative security defined by the payoff ξ(B·) at some

maturity hQ defined as the exiting time from some domain Q.

In contrast with the standard Black-Scholes modeling, we assume that the probability space

(Ω,F) is endowed with a family of probability measures PUVM. In the uncertain volatility model,

the quadratic variation of the canonical process is assumed to lie between two given bounds,

σ2dt ≤ d〈B〉t ≤ σ2dt, P-a.s. for all P ∈ PUVM.

Then, by the possible frictionless trading of the underlying asset, it is well known that the non-

arbitrage condition is characterized by the existence of an equivalent martingale measure. Conse-

quently, we take

PUVM := {P ∈ P∞ : B is P-martingale and
d〈B〉t
dt

∈ [σ2, σ2], P-a.s.}.

The superhedging problem under model uncertainty was initially formulated by Denis&Martini [6]

and Neufeld&Nutz [17], and involves delicate quasi-sure analysis. Their main result expresses the

cost of robust superheging as

u0 := EUVM[
e−rhQξ(BhQ∧·)

]
:= sup

P∈PUVM

EP[e−rhQξ(BhQ∧·)
]
,

where r is the discount rate. Further, define u on Ωe as:

u(ω) := EUVM[
e−rh

ω
Qξ
(
(BhQ∧·)

ω
)]
, for all ω ∈ Ωe. (7.1)

We are interested in characterizing u as the viscosity solution of the corresponding fully nonlinear

elliptic PPDE.

Assumption 7.1 Assume that

ξ ∈ BUC(Ωe), σ > 0, and the discount rate r > 0.

Proposition 7.2 Under Assumption 7.1, the function u defined in (7.1) is BUC and is a viscosity

solution to the elliptic path-dependent HJB equation:

ru− L|∂ωu| − sup
β∈[σ,σ]

1

2
β2∂2

ωωu = 0 on Q, and u = ξ on ∂Q

In preparation to the proof of the proposition, we first show two lemmas.

Lemma 7.3 The function u defined in (7.1) is BUC.

Proof By (5.3) and the fact that ξ ∈ BUC(∂Q), one may easily obtain the desired result.
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Lemma 7.4 Let ξ ∈ BUC(∂Q). There exists a probability measure P∗ ∈ PUVM such that e−r·u(Bt∧·)

is a P∗-martingale.

Proof Denote tni := i
2n for i ≤ n2n and n ∈ N. Define process ũt := e−rtut. Note that the tower

property implies that ũ0 = EUVM
[ũtn1 ]. Since PUVM is weakly compact and u is BUC, there exists

a probability measure Pn0 such that

ũ0 = EUVM
[ũtn1 ] = EPn0 [ũtn1 ].

Since the space Ω is separable, we may find a countable Ftn1 -measurable partition {Ei}i∈N such that

‖ω − ω′‖tn1 < ε for all ω, ω′ ∈ Ei. Fix an ωi ∈ Ei. As before, there exists probability measures Pn,ε1,i

such that

ũtn1 (ωi) = EPn,ε1,i
[
(ũtn2 )t

n
1 ,ω

i]
.

For ω ∈ Ei, we have |utn1 (ω) − utn1 (ωi)| ≤ ρ(ε) and ‖(utn2 )t
n
1 ,ω − (utn2 )t

n
1 ,ω

i‖ ≤ ρ(ε), where ρ is the

modulus of continuity of u. Thus, we obtain that

ũtn1 (ω) ≤ EPn,ε1,i
[
(ũtn2 )t

n
1 ,ω
]

+ 2ρ(ε). (7.2)

Define Pn,ε1 (A) := EPn0
[∑

i P
n,ε
1,i (At

n
1 ,B)1{Btn1 ∧·∈Ei}

]
. Clearly, still Pn,ε1 ∈ PUVM. Note that (7.2)

implies that ũtn1 ≤ EPn,ε1

[
ũtn2
∣∣Ftn1 ] + 2ρ(ε), Pn1 -a.s. Again, since PUVM is weakly compact and u

is BUC, there exists Pn1 ∈ PUVM such that ũtn1 ≤ EPn1 [ũtn2 |Ftn1 ], Pn1 -a.s.. On the other hand, by

Theorem 2.3 in [19], it holds that ũtn1 ≥ EPn1 [ũtn2 |Ftn1 ], Pn1 -a.s. It follows that

ũtn1 = EPn1 [ũtn2 |Ftn1 ], Pn1 -a.s.

Note that by the definition of Pn,ε1 , we know that Pn1 = Pn0 on Ftn1 . So, it also holds that ũ0 =

EPn0 [ũtn1 ]. Repeating the construction, we may find a sequence of probability measures Pn0 , · · · ,Pnn2n .

Denote Pn := Pnn2n . It holds that for all m ≤ n

ũtmi = EPn[ũtmj ∣∣Ftmi ], Pn-a.s. for i ≤ j ≤ m2m.

Finally, since PUVM is weakly compact and u is BUC, there exists P∗ ∈ PUVM such that ũ is a

P∗-martingale.

Proof of Proposition 7.2 Step 1. We first verify the viscosity supersolution property. Take

L > 0 such that L ≥ σ and 1
L ≤ σ. Without loss of generality, we only verify it at the point 0. Let

ϕ ∈ ALu(0) i.e. (ϕ − u)0 = maxτ E
L[

(ϕ − u)hOε∧τ
]
. Then, for all P ∈ PL, we obtain that for all

h > 0

0 ≥ EP
[
ϕhOε∧h − ϕ0 − uhOε∧h + u0

]
≥ EP

[ ∫ hOε∧h

0

(1

2
∂2
ωωϕsd〈B〉s + ∂ωϕsdBs

)]
+EP

[
(e−r(hOε∧h) − 1)uhOε∧h

]
− EP

[
e−r(hOε∧h)uhOε∧h

]
+ u0

≥ EP
[ ∫ hOε∧h

0

(1

2
∂2
ωωϕsd〈B〉s + ∂ωϕsdBs

)]
+ EP

[
(e−r(hOε∧h) − 1)uhOε∧h

]
.
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Now, we take Pλ,β ∈ PUVM such that there exists a Pλ,β-Brownian motion W such that Bt =

λt+ βWt, Pλ,β-a.s. It follows that

0 ≥ 1

h
EPλ,β

[ ∫ hOε∧h

0

(1

2
β2∂2

ωωϕs + λ∂ωϕs

)
ds+

(
e−r(hOε∧h) − 1

)
uhOε∧h

]
.

Let h → 0, we obtain that 0 ≥ −ru0 + 1
2β

2∂2
ωωϕ0 + λ∂ωϕ0. Since λ ∈ [−L,L], β ∈ [σ, σ] can be

arbitrary, we finally have

ru0 − L|∂ωϕ0| − sup
β∈[σ,σ]

1

2
β2∂2

ωωϕ0 ≥ 0.

Step 2. Now we verify the viscosity subsolution property. Without loss of generality, we only verity

it at the point 0. Let ϕ ∈ AL, i.e. (ϕ− u)0 = minτ EL
[
(ϕ− u)hOε∧τ

]
. Take the probability measure

P∗ ∈ PUVM in Lemma 7.4, so that u is a P∗-martingale. Then it holds that for all h > 0

0 ≤ EP∗ [ϕhOε∧h − ϕ0 − uhOε∧h + u0]

≤ EP∗
[ ∫ hOε∧h

0

(1

2
∂2
ωωϕsd〈B〉s + ∂ωϕsdBs

)]
+EP∗

[
(e−r(hOε∧h) − 1)uhOε∧h

]
− EP∗

[
e−r(hOε∧h)uhOε∧h

]
+ u0

≤ EP∗
[∫ hOε∧h

0

(
L|∂ωϕs|+ sup

β∈[σ,σ]

1

2
β2∂2

ωωϕs

)
ds+ (e−r(hOε∧h) − 1)uhOε∧h

]
.

Divide the right side by h, and let h→ 0. Finally, we get

ru0 − L|∂ωϕ0| − sup
β∈[σ,σ]

1

2
β2∂2

ωωϕ0 ≤ 0.

8 Appendix

Proof of Proposition 2.8 The first result is easy, and we omit its proof. We decompose the

proof in two steps.

Step 1. We first prove that EL[hD] <∞. Without loss of generality, we may assume that D = Or.

Further, since

hOr ≤ h1
r := inf{t ≥ 0 : |B1

t | ≥ r},

without loss of generality, we may assume that the dimension d = 1.

We first consider the following Dirichlet problem of ODE:

−L|∂xu| −
1

L
∂2
xxu− 1 = 0, u(r) = u(−r) = 0. (8.1)

It is easy to verify that Equation (8.1) has a classical solution:

u(x) =
1

L3

(
eL

2r − eL
2x
)
− 1

L
(R− x) for 0 ≤ x ≤ r, and u(x) = u(−x) for − r ≤ x ≤ 0.
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Further, it is clear that u is concave, so u is also a classical solution to the equation:

−L|∂xu| −
1

2
sup

2
L≤β≤2L

β∂2
xxu− 1 = 0, u(r) = u(−r) = 0. (8.2)

Then by Itô’s formula, we obtain

0 = u(BhOr
) = u0 +

∫ hOr

0

∂xu(Bt)dBt +
1

2

∫ hOr

0

∂2
xxu(Bt)d〈B〉t.

Taking the nonlinear expectation on both sides and recalling the definition of Qα,β in (2.3), we have

0 = u0 + EQα,β
[ ∫ hOr

0

(
αt∂xu(Bt) +

1

2
β2
t ∂

2
xxu(Bt)

)
dt
]

for all ‖α‖ ≤ L, 2

L
≤ β· ≤ 2L (8.3)

Since u is a solution of Equation (8.2), we have

EQα,β
[ ∫ hOr

0

(
αt∂xu(Bt) +

1

2
β2
t ∂

2
xxu(Bt)

)
dt
]
≤ −EQα,β [hOr ]

Hence u0 ≥ E
L

[hOr ]. On the other hand, taking α∗ := Lsgn
(
∂xu(Bt)

)
and β∗ :=

√
2
L , we obtain

from (8.2) and (8.3) that

u0 = EQα
∗,β∗

[hOr ].

So, we have proved that u0 = EL[hOr ]. Consequently, EL[hOr ] <∞.

Step 2. Note that

CL [hD ≥ T ] ≤ E
L

[hD]

T
.

By the result of Step 1, we have CL [hD ≥ T ] ≤ C
T , and then limT→∞ CL [hD ≥ T ] = 0. Further,

CL [hn < hD] ≤ CL [hn < hD;hD ≤ T ] + CL [hn < hD;hD > T ]

≤ CL [hn < T ] + CL [hD > T ] .

We conclude that limn→∞ CL [hn < hD] = 0

Denote Dx := {y : ∃z ∈ D, y = z − x}. Then, define D̂ := ∪x∈DDx. Note that

hxD ≤ hD̂ for all x ∈ D.

Hence we have

sup
x∈D
CL [hxD ≥ T ] ≤ CL

[
hD̂ ≥ T

]
→ 0.

Proof of Lemma 5.8 Denote δh := h1 − h2. By standard argument, one can easily verify that

function w(x) := EL0
[(

(δh)
+
hD

)x
+
∫ hxD

0
c0dt

]
is a viscosity solution of the nonlinear PDE:

−c0 − L0|Dw| −
1

2
sup√

2
L0
Id≤σ≤

√
2L0Id

σ2 : D2w = 0 on D, and w = (δh)+ on ∂D.
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Let K be a smooth nonnegative kernel with unit total mass. For all η > 0, we define the mollification

wη := w ∗Kη of w. Then wη is smooth, and it follows from a convexity argument as in [14] that wη

is a classic supersolution of

−c0 − L0|Dwη| −
1

2
sup√

2
L0
Id≤σ≤

√
2L0Id

σ2 : D2wη ≥ 0 on D, and wη = (δh)+ ∗Kη on ∂D. (8.4)

We claim that

w̄η + v2 is a supersolution to the PDE with generator g1,

where w̄η := wη+‖wη−(δh)+‖L∞ . Then we note that w̄η+v2 ≥ wη+h2+‖wη−(δh)+‖L∞ ≥ h1 = v1

on ∂D. By comparison principle in PDEs, we have w̄η + v2 ≥ v1 on cl(D). Setting η → 0, we obtain

that v1 − v2 ≤ w. The desired result follows.

It remains to prove that w̄ + v2 is a supersolution of the PDE with generator g1. Let x0 ∈ D,

φ ∈ C2(D) be such that 0 = (φ − w̄η − v2)(x0) = max
(
φ− w̄η − v2

)
. Then, it follows from the

viscosity supersolution property of v2 that L2(φ− w̄η)(x0) ≥ 0. Hence, at the point x0, by (8.4) we

have

L1φ ≥ L1φ− L2(φ− w̄η)

= −g1(φ,Dφ,D2φ) + g2(φ− w̄η, D(φ− w̄η), D2(φ− w̄η))

≥ −g1(φ,Dφ,D2φ) + g2(φ,D(φ− w̄η), D2(φ− w̄η))

≥ c0 + L0|Dwη|+
1

2
sup√

2
L0
Id≤σ≤

√
2L0Id

σ2 : D2wη − c0 − α ·Dwη −
1

2
γ : D2wη

≥ 0,

where |α| ≤ L0 and 2
L0
Id ≤ γ ≤ 2L0Id.

Proposition 8.1 For all n ≥ 1, there exists a modulus of continuity ρ such that

EL
[
|hω

1

Q − hω
2

Q |
]
≤ ρ

(
de(ω1, ω2)

)
. (8.5)

Proof By the tower property, we have

EL
[
|hω

1

Q − hω
2

Q |
]
≤ EL

[
|hω

1

Q − hω
2

Q |1{hω1
Q ≤hω

2
Q }

]
+ EL

[
|hω

1

Q − hω
2

Q |1{hω1
Q >hω

2
Q }

]
≤ EL

[
EL
[
h
ω2⊗B

hω
1
Q
∧·

Q

]
1{hω1

Q ≤hω
2
Q }

]
+ EL

[
EL
[
h
ω1⊗B

hω
2
Q
∧·

Q

]
1{hω1

Q >hω
2
Q }

]
.

So, it suffices to show that there exists a modulus of continuity ρ such that

EL
[
h
ω2⊗ω′

hω
1
Q
∧·

Q

]
≤ ρ
(
de(ω1, ω2)

)
, for all ω′ such that hω

1

Q (ω′) ≤ hω
2

Q (ω′).

Further, without loss of generality, we may assume that the dimension d = 1 and Q = (a, a + h).

Denote xi := ωit̄(ωi) and yi := xi + ω′
hω

1
Q

for i = 1, 2. Note that

|y1 − y2| = |x1 − x2|, y1 ∈ ∂Q, y2 ∈ Q, and h
ω2⊗ω′

hω
1
Q
∧·

Q = hQy2 .
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In particular, d(y2, ∂Q) = |x1 − x2|. We next consider the Dirichlet problem of ODE:

−L|∂xu| −
1

2
sup

2
L≤β≤2L

β∂2
xxu− 1 = 0 and u(−h

2
) = u(

h

2
) = 0 (8.6)

Then, as in the proof of Proposition 2.8 in Section 8, we can prove that Equation (8.6) has a classical

solution and

EL[hQy2 ] = u
(h

2
− |x1 − x2|

)
≤ ρ
(
|x1 − x2|

)
,

where ρ is the modulus of continuity of u. The proof is complete.
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