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We present a method of analysis of prism–film coupler spectroscopy based on the use of transfer matrix and genetic algorithm, which allows the simultaneous determination of refractive index, thickness, and optical losses of the measured layer. © 2008 Optical Society of America
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1. Introduction

Transparent thin films find wide applications in optics: coating, sensors, integrated components for telecommunications, solar cell, etc. For all these applications, it is necessary to perform an accurate characterization of the optical properties, which include refractive index and optical losses. The optical losses of a thin film have three different origins: surface scattering due to the surface roughness, volume scattering due to volume defects such as inhomogeneity, and volume absorption due to intrinsic absorption [1,2]. From a practical point of view, this characteristic is of particular importance since it can severely degrade or modify the performances of a component.

Several techniques exist which allow the characterization of the optical parameters of thin films. For example, the measurement of reflection and transmission coefficients [3–6] and the spectroscopic ellipsometry [7–9] lead to refractive index, thickness, and extinction factor measurement.

On the other hand, since the 1970s, a prism–film coupler based method, also called m-lines spectroscopy has been developed to characterize thin films. Full-accuracy index and thickness measurements are obtained, for nonbirefringent films [10] and in the absence of nonlinear effects [11], once film thickness exceeds a certain minimum threshold value (typically 300 nm, depending on the film/substrate type) [12,13]. This technique is based on a selective excitation, through an evanescent field, of guided modes of a film. The total reflection at the upper boundary of the film is frustrated by the presence of the prism and allows the light to go back into the prism. Since this reflected light carries information on the film, it can be used to determine the parameters of the film. Classically, this method was restricted to the determination of the thickness and the refractive index of the films. The scope of this paper is to present a method of analysis, which allows retrieving the optical losses also from classical prism–film coupler measurements, for films of negligible roughness.

2. Prism–Film Coupler Angular Reflectivity

In m-lines devices, the sample is pressed against a face of a prism in such a way that it is separated from the prism by a thin air gap with a thickness about a quarter of wavelength of the measurement light. The prism and the film are mounted onto a rotating stage.
that varies the incidence angle. The incoming light is refracted inside the prism and reaches the interface between the prism and the sample. As the refractive index of the prism is higher than that of the sample, for a given range of incidence angles, the light is totally reflected by this interface and then emerges from the prism. However, for some angles, called “synchronous angles,” a part of the light is coupled in the waveguide. Depending on refractive indices of layer and cladding, one obtains guided or leaky modes. For both cases, the light coupled inside the film is subtracted to the detected light. Thus, a typical m-lines spectrum is made of several absorption-like peaks, centered around the synchronous angles.

In classical analysis, the propagation constants of the guided modes are deduced from the positions of the synchronous angles, and then the refractive index and thickness are determined by solving the modal dispersion equations. A previous paper [14] on the analysis of m-lines spectroscopy with genetic algorithm was also done in the framework of the modal dispersion equations with the synchronous angles as input data. In our case, we are performing a fit on the whole recorded spectrum by using the transfer matrix theory to simulate the angular reflectivity of the prism–film coupler.

Consider the schematic of the m-lines prism coupler in Fig. 1. In our model, the prism positioned on the top part of the drawing is considered as a non-absorbing medium. The optical film is surrounded by a thin air gap and a semi-infinite substrate. The complex refractive indexes, \( \tilde{n} = n + ik \), including extinction factor \( k \), are used for each layer. We cannot separate the contributions of surface, volume scattering, and volume absorption only from the m-lines spectrum. Thus, in our case we consider this extinction factor as an effective extinction factor, which represents a priori the three types of contribution to optical losses. The extinction factors of the air and of the prism were assumed to be zero.

A transfer matrix \( M_j \), which binds the electromagnetic fields at the backplane of the layer to the fields at its front plane, is associated with both film and air layers [15,16]:

\[
M_j = \begin{pmatrix}
\cos \phi_j & -i \gamma_j^{-1} \sin \phi_j \\
-i \gamma_j \sin \phi_j & \cos \phi_j
\end{pmatrix},
\]

with phase factor \( \phi_j = d_j (n_j k_0)^2 - \beta^2 \gamma_j^2 / 2 \), where \( d_j \) is the thickness of the \( j \)th layer, \( k_0 \) is the wave vector, and \( \beta \) is the propagation constant in the direction parallel to the interface. The transversal component in the direction perpendicular to the interface of the wave vector is \( \gamma_j = (d_j k_0)^{-1} \phi_j \) for TE waves and \( \gamma_j = k_0 \tilde{n}_j^2 \phi_j^{-1} \) for TM waves.

The global transfer matrix \( M \) of the system formed by the two layer stack (air gap + thin film) is the product of the individual transfer matrices: \( M = M_a \cdot M_f \) and the power reflection coefficient \( R(\theta) \) of the stack surrounded by the prism and the substrate is given by

\[
R(\theta) = \left| \frac{(m_{11} + m_{12} \gamma_p - m_{21} - m_{22} \gamma_p)}{(m_{11} + m_{12} \gamma_p + m_{21} + m_{22} \gamma_p)} \right|^2,
\]

where \( \theta \) is the incidence angle of the incoming wave, \( m_{ij} \) are the elements of \( M \), and \( \gamma_p \) and \( \gamma_s \) are, respectively, the transversal component of the wave vector (\( \gamma_p \) factor) in the substrate and in the prism.

Measurements were performed with two different kinds of m-lines setups at 632.8 nm and in TE mode: one commercial setup from Metricon Corporation [17] in transmission configuration (see Fig. 1(a)) and one homemade setup in reflection configuration [18] (see Fig. 1(b)). However, since there is a total internal reflection on both faces of the prism in the latter device (see Fig. 1(b)), the two cases are identical. The incident wave is first refracted inside the prism, then reflected by the two layer stack, and finally refracted in the air before reaching the detector. Hence, the global reflectivity of the prism/film coupler is \( T(\theta)_{a/p} R(\theta) T(\theta)_{p/a} \), where \( T(\theta)_{a/p} \) and \( T(\theta)_{p/a} \) are the classical transmittivity of the prism/air diopter:

\[
\begin{align*}
T(\theta)_{a/p} &= \frac{\sqrt{n_p^2 - n_a^2 \sin^2 \theta}}{n_a \cos \theta} |t_{ap}|^2, \\
T(\theta)_{p/a} &= \frac{\sqrt{n_p^2 - n_a^2 \sin^2 \theta}}{n_p \cos \theta} |t_{pa}|^2,
\end{align*}
\]

where \( t_{ap} \) (respectively, \( t_{pa} \)) is the Fresnel transmission coefficient [19] of the air/prism diopter (respectively, prism/air), and \( n_p \) and \( n_a \) are the refractive index of prism and air.

To analyze real measurements, it is necessary to add a transfer function of the apparatus \( H(\theta) \) to the calculated reflectivity:

\[
R_{\text{calc}}(\theta) = H(\theta) T(\theta)_{a/p} R(\theta) T(\theta)_{p/a}.
\]

This transfer function contains all the variations of the detected intensity related to the measurement device; it is the ratio of the theoretical and experimental reflectivity without the loaded sample. \( H(\theta) \) is determined by measuring the angular
reflectivity \( R_{0 \text{meas}}(\theta) \) of the \( m \)-lines device when no sample is pressed against the prism. The theoretical angular reflectivity without sample \( R_{0 \text{calc}}(\theta) \) is equal to \( T(\theta) p/p T(\theta) p/a \). The transfer function is then \( H(\theta) = R_{0 \text{calc}}(\theta)/R_{0 \text{meas}}(\theta) \). An example of transfer function and of a raw measured reflectivity and a reflectivity corrected by the transfer function is presented in Figs. 2(a) and 2(b).

### 3. Fitting by Genetic Algorithm of the Prism–Film Coupler Angular Reflectivity

Once the theoretical reflection function is calculated, one has to use a numerical procedure to adjust this function to the measured reflectivity. The free parameters of the model are the refractive index \( n \), the extinction factor \( k \), the thickness \( d \) of the film, and the thickness \( e \) of the air gap. The genetic algorithms are very well suited to solve this problem since they perform a random search in the parameters space with a weak dependency on initial values and their ability to find global minima. This is a key feature because most of the time one has very imprecise initial guesses on the thickness of the air gap and on the extinction coefficient.

Our fitting process uses a real coded genetic algorithm written by Yedder [20] based on a limited number of classical and efficient well-established operators for genetic algorithms [21]. Let us give an outline of its principle. First the searching space is framed for each parameter; bounds are arbitrarily chosen so that the parameters remain inside physically acceptable limits. To accelerate the convergence of the algorithm, it is possible to determine approximate values \( \{n_0, d_0\} \) of the refractive index and the thickness of the film by solving the modal dispersion equation and by defining a narrower searching range for these parameters centered around \( n_0 \) and \( d_0 \). Once the searching space is defined, the algorithm works in three steps:

1. A starting population of two layers (thin film +air gap) is initialized; a population size of 10 is randomly created in the framed searching space.
2. An evaluation of the starting population is performed, the reflectivity \( R_{\text{calc}} \) of each individual is calculated, and its similarity to the measured reflectivity \( R_{\text{meas}} \) is evaluated with a least square estimator:

\[
\sigma_m^2 = \sum_{i=1}^N N^{-1}[R_{\text{calc}}(\theta_i) - R_{\text{meas}}(\theta_i)]^2,
\]

where \( N \) is the number of samples in the measured spectrum. The smallest is \( \sigma_m \), the best is the individual, so this sigma is taken as the fitness of the fit.
3. A new population is created from the previous offspring by the following operators:

- Selection: a part of the best individuals are chosen, but some individuals with bad performance (i.e., high value of \( \sigma_m \)) can be kept; the selection is made by stochastic roulette [22,23].
- An elitism function was used to choose the best of two consecutive generations [24].
- A niching function was used to promote the full searching range exploration [25].
- A sigma scaling technique was used to avoid the selection of a single very good solution and consequently convergence of the algorithm was too rapid [26].
- A mutation operator, which is from a nonuniform type, and with a “simulated binary crossover” (SBX) type crossing [27].

Steps 2 and 3 are iterated until the fitness \( \sigma_m \) becomes smaller than a given value, and the maximum number of offspring is limited to 50,000 to limit the calculation time. A detailed description of all these procedures can be found in [20].

To test the efficiency of the method, numerical tests were realized. A score of \( m \)-lines spectra were simulated using the transfer matrix method by varying each parameter one after another around the configuration \( n = 2.15, \ k = 0.005, \ d = 1.25 \mu m \), and \( e = 125 \mu m \). The refractive indexes of the prism and the substrate were, respectively, equal to 2.9 and 1.5. The simulated spectra were used as input data for the genetic algorithm. The program was stopped as soon as \( \sigma_m \) became smaller than \( 10^{-4} \). The relative differences between the values obtained with the genetic algorithm and the theoretical one are summarized in Table 1.

A good agreement was found between the initial starting values of simulation and the results given by the genetic algorithm program. The parameters \( n \) and \( d \) are better reconstructed than the air gap thickness \( e \) and the extinction factor \( k \), because they have a dominating influence on the shape of the angular reflectivity \( R_{\text{calc}}(\theta) \). The errors on these parameters, respectively, \( \Delta n \) and \( \Delta d \), are of the same magnitude.
order as \( \sigma_m \); \( \Delta n \) remains smaller than \( 10^{-4} \) and \( \Delta d \) smaller than 1 nm. However, for \( k > 0.025 \): \( \Delta n \) reaches \( 5.4 \times 10^{-3} \) and \( \Delta d \) is about 9 nm. This can be explained by the fact that spectra become flatter when the \( k \) values increase. The reconstructed \( k \) and \( e \) are less accurate; however the error on \( e \) remains smaller than 0.5% in relative value, and the error on \( k \) is generally smaller than 0.5% and never exceeds 3.3%. These results demonstrate that the genetic algorithm is able to retrieve the characteristics of a thin film with a remarkable accuracy.

### 4. Results and Discussion

To validate our procedure experimentally, we measured the \( m \)-lines spectrum of different samples: films of photoresist S1818 [28] spin coated on silicon substrates \( (n_{\text{silicon}} = 3.9190 + i0.0123) \), films of ZnO:Al deposited by rf magnetron sputtering on glass substrates Corning 1737F \( (n_{1737F} = 1.5172 + i0.0) \), and an indium tin oxide (ITO) layer on glass substrate \( (n_{\text{glass}} = 1.5157 + i0.0) \) from Präzisions Glas & Optik GmbH [30]. Atomic force microscope (AFM) measurements showed that the samples have a small roughness \( (\leq 4 \text{ nm}) \) and no correlation length at the scale of the wavelength of measurement. Using the theory of light scattering by rough surface developed by Bennet and Porteus [31] and Davies [32] and taking into account our experimental roughness we have calculated that the total scattered light by surface is \(< 1\% \) of total reflected light. We conclude that the losses due to surface scattering can then be neglected in the following given results.

The measured spectra and the fits obtained with the genetic algorithm are shown in Figs. 4–6. The reconstructed parameters with uncertainties in confidence limits of 95% are summarized in Tables 2 and 3. Because of the fitting procedure with the genetic algorithm, a classical certainty calculation by differentiation of a modal equation was not possible. The certainty analysis was performed by Monte Carlo simulations. First the experimental noise distribution (Fig. 3) was measured. This distribution follows a normal law with a standard deviation of 1%. Then, for each measurement, a Gaussian noise with standard deviation corresponding to the experimental one was added to several hundreds of spectra simulated with parameters given by the fit. All noisy spectra were fitted with the genetic algorithm leading to the distributions of values of the parameters. As these distributions followed normal laws, we used twice the standard deviation (confidence interval of 95%) as the uncertainty for each parameter.

<table>
<thead>
<tr>
<th>( n_{\text{th}} )</th>
<th>( \Delta n ) ( (\times 10^{-4}) )</th>
<th>( \Delta k ) ( (\times 10^{-4}) )</th>
<th>( \Delta d ) ( (\text{nm}) )</th>
<th>( \Delta e ) ( (\text{nm}) )</th>
<th>( \sigma_m ) ( (\times 10^{-4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.900</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>2.8</td>
</tr>
<tr>
<td>2.025</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>3.5</td>
</tr>
<tr>
<td>2.150</td>
<td>1.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>9.0</td>
</tr>
<tr>
<td>2.275</td>
<td>0.7</td>
<td>0.6</td>
<td>0.1</td>
<td>0.0</td>
<td>7.0</td>
</tr>
<tr>
<td>2.400</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>6.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( k_{\text{th}} )</th>
<th>( \Delta n ) ( (\times 10^{-4}) )</th>
<th>( \Delta k ) ( (\times 10^{-4}) )</th>
<th>( \Delta d ) ( (\text{nm}) )</th>
<th>( \Delta e ) ( (\text{nm}) )</th>
<th>( \sigma_m ) ( (\times 10^{-4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0010</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>6.2</td>
</tr>
<tr>
<td>0.0125</td>
<td>4.2</td>
<td>4.1</td>
<td>0.7</td>
<td>0.4</td>
<td>9.9</td>
</tr>
<tr>
<td>0.0250</td>
<td>25.8</td>
<td>13.3</td>
<td>4.3</td>
<td>0.2</td>
<td>9.5</td>
</tr>
<tr>
<td>0.0370</td>
<td>19.3</td>
<td>4.1</td>
<td>2.8</td>
<td>0.0</td>
<td>1.1</td>
</tr>
<tr>
<td>0.0500</td>
<td>53.9</td>
<td>5.1</td>
<td>8.5</td>
<td>0.4</td>
<td>8.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( d_{\text{th}} )</th>
<th>( \Delta n ) ( (\times 10^{-4}) )</th>
<th>( \Delta k ) ( (\times 10^{-4}) )</th>
<th>( \Delta d ) ( (\text{nm}) )</th>
<th>( \Delta e ) ( (\text{nm}) )</th>
<th>( \sigma_m ) ( (\times 10^{-4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.500</td>
<td>0.6</td>
<td>0.2</td>
<td>0.0</td>
<td>0.3</td>
<td>6.0</td>
</tr>
<tr>
<td>0.875</td>
<td>1.5</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>5.8</td>
</tr>
<tr>
<td>1.250</td>
<td>1.7</td>
<td>1.2</td>
<td>0.2</td>
<td>0.2</td>
<td>7.0</td>
</tr>
<tr>
<td>1.625</td>
<td>2.8</td>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>6.3</td>
</tr>
<tr>
<td>2.000</td>
<td>3.1</td>
<td>0.2</td>
<td>0.9</td>
<td>0.0</td>
<td>8.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( e_{\text{th}} )</th>
<th>( \Delta n ) ( (\times 10^{-4}) )</th>
<th>( \Delta k ) ( (\times 10^{-4}) )</th>
<th>( \Delta d ) ( (\text{nm}) )</th>
<th>( \Delta e ) ( (\text{nm}) )</th>
<th>( \sigma_m ) ( (\times 10^{-4}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.00</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>9.0</td>
</tr>
<tr>
<td>87.50</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>9.0</td>
</tr>
<tr>
<td>125.00</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>9.0</td>
</tr>
<tr>
<td>162.50</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>2.0</td>
</tr>
<tr>
<td>200.00</td>
<td>0.5</td>
<td>0.6</td>
<td>0.1</td>
<td>0.2</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Fig. 3. Distribution of experimental noise.

Fig. 4. Measured (○) and fitted (—) \( m \)-lines spectra of an S1818 film on silicon in TE mode.
The S1818 spectra (Fig. 4) were obtained with the homemade m-lines setup and are composed of guided modes. Both kinds of spectra are very well reproduced by the genetic algorithm; the fitness \( \sigma_m \) is of the order of 10\(^{-3}\). There is also a good agreement between the refractive indices and the thicknesses given by the genetic algorithm and the classical m-lines analysis based on the resolution of the modal dispersion equations. The differences on the refractive indices are of the order of 10\(^{-3}\), and the differences on the thickness are generally close to 50 nm but can reach 400 nm. Let us emphasize that we do not expect a perfect matching between the values given by the two methods since the classical analysis makes the assumption that there is no absorption inside the film. So, taking into account the uncertainties of both methods, the observed differences are in the acceptable range. The effective extinction factor of the resist S1818 was found to be close to 2.10\(^{-3}\) and in the case of the ZnO between 7.10\(^{-4}\) and 3.10\(^{-3}\) depending on the sample. These effective extinction factors of ZnO are in accordance with published values [33,34].

The third kind of sample, ITO layer on glass substrate, reveals another advantage of the method: it is also available when only one mode is measured, which is the case in a thin layer or in a small difference of refractive indexes between the layer and substrate. To calculate the two researched values \( n \) and \( d \) from the spectrum of Fig. 6 using the classical m-lines analysis, one has to use a priori information. In the present case, the thickness was assumed equal to 180 nm from the provider data to determine the refractive index. Such an a priori statement was not necessary with the genetic algorithm procedure. The fitted curve obtained in this way is plotted in Figs. 2(a) and 2(b) together with the measured spectrum, and a small fitness of 6.10\(^{-4}\) was found. There is a good agreement between the refractive index found by the classical method and the refractive index given by the genetic algorithm (GA) method. The effective extinction factor \( k = 0.015 \) is in accordance with values commonly found for commercially available ITO [35].

### Table 2. Characteristics of Different Thin Films Obtained with the GA and a Resolution of the Modal Dispersion Equations (MDE)

<table>
<thead>
<tr>
<th>Sample</th>
<th>( n )</th>
<th>( d ) (( \mu )m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GA</td>
<td>MDE</td>
</tr>
<tr>
<td>S1818 #1</td>
<td>1.640 ( \pm ) 2.10(^{-3})</td>
<td>1.6401 ( \pm ) 1.10(^{-4})</td>
</tr>
<tr>
<td>S1818 #2</td>
<td>1.638 ( \pm ) 2.10(^{-3})</td>
<td>1.6381 ( \pm ) 1.10(^{-4})</td>
</tr>
<tr>
<td>S1818 #3</td>
<td>1.639 ( \pm ) 2.10(^{-3})</td>
<td>1.6387 ( \pm ) 1.10(^{-4})</td>
</tr>
<tr>
<td>ZnO #1</td>
<td>1.9310 ( \pm ) 4.10(^{-4})</td>
<td>1.934 ( \pm ) 1.10(^{-3})</td>
</tr>
<tr>
<td>ZnO #2</td>
<td>1.929 ( \pm ) 4.10(^{-4})</td>
<td>1.930 ( \pm ) 1.10(^{-3})</td>
</tr>
<tr>
<td>ZnO #3</td>
<td>1.869 ( \pm ) 4.10(^{-4})</td>
<td>1.861 ( \pm ) 1.10(^{-3})</td>
</tr>
<tr>
<td>ITO</td>
<td>1.80 ( \pm ) 3.10(^{-2})</td>
<td>1.78 ( \pm ) 3.10(^{-2})</td>
</tr>
</tbody>
</table>
not allow us to distinguish the physical origin of optical losses between surface or volume scattering or intrinsic absorption, but it is efficient to determine which layers are more or less lossy and then to qualify films with low losses for development of advanced photonic devices. Moreover, this determination can be done in the same manner for either guided or leaky modes, and it can even be performed if only one mode is present in the spectrum. Last, since the matrix formalism allows calculating reflectivity of more complex stacks of layers, our genetic algorithm method could be easily extended to the case of bilayer or trilayer systems, which are of special interest in the fabrication of photonic components.
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