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Abstract
• Objective The objective of the research was to develop a
generalized height–diameter model for Quercus suber L. in
Portugal, which can be applied both to undebarked and
debarked trees, with diameter at breast height over cork
larger than 2.5 cm.
• Methods A nonlinear fixed effects model (NLFEM) and a
nonlinear mixed effects model (NLMEM) approaches were
used. Parameters estimates were obtained using the SAS
macro NLINMIX, which uses a linear approximation to the
marginal likelihood function by expanding it with a first-order
Taylor series on the random effects. The option of expanding
on the random effects at their current empirical best linear
unbiased predictors (EBLUP) was used. The fitted models
were evaluated using an independent data set, together with an
existing model specific for undebarked trees. To obtain
subject specific predictions with the NLMEM, a conventional
and an improved calibration procedures were applied,
considering four different tree sub-sampling designs. Both
proposed models included dominant height and stand density
as covariates to explain plot variability.
• Conclusions Validation indicated that, even in the
situations where the NLMEM calibration is not possible,
this model should be preferred. The differences between the
validated models, which were more evident for young
stands, were considered. No large differences in predictive
accuracy were found between the calibrated NLMEM using
the conventional or the improved calibration procedures,
for all the considered sub-sampling designs.
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1 Introduction

An accurate estimate of total tree height (h) is often
required in forest management and in growth and yield
studies. However, height is expensive to measure, and
therefore tree height is often measured only for a sample
of trees. Height of the trees not measured in this sample
can be estimated using a height–diameter model. These
models can also be used to estimate height growth from
diameter growth estimates in forest growth and yield
models.

The height–diameter relationship varies from stand to
stand, and in the same stand the relationship varies over
time. Therefore, a simple curve with the diameter as the
sole regressor has a local and temporal applicability to the
stand where the fit data was taken from. A generalized
height–diameter model, with a wider range of geographical
applicability, can be built by taking into account stand
variables (e.g., Sharma and Parton, 2007; Temesgen and
von Gadow, 2004), using models with random coefficients
for each sampling unit (e.g., Lappi, 1997) or including
fixed dummy variables for regional effects (e.g., Huang et
al., 2000). All or some of these approaches can be included
in the same model (e.g., Adame et al., 2008; Calama and
Montero, 2004; Saunders and Wagner, 2008).

Cork oak (Q. suber) is one of the most valuable tree
species in Portugal, generally oriented to the production of
cork. The cork is an outer layer in the bark periderm built
up by the phellogen. The removal of the cork layer is
carried out at periodic intervals (every 9 years or more after
the perimeter at breast height over bark achieves 70 cm),
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and due to the species capacity of regenerating a traumatic
phellogen, the cork layer is sustainably renewed during the
tree’s lifetime.

Few generalized and local height-diameter models for Q.
suber can be found in the literature. Sánchez-González et
al. (2007), using data from the second Spanish Forest
Inventory, has built a generalized height–diameter model
for cork oak trees in Spain. The Spanish Forest Inventory
uses the value of 7.5 cm as a threshold for diameter
measurement, and additionally the data set did not include
trees larger than 75 cm in diameter under bark at breast
height, neither trees in stands with dominant height values
greater than 14 m that are common in Portugal (Cañellas et
al., 2008). Although the data used to fit the Sánchez-
González et al. (2007) height–diameter model only includ-
ed trees in which cork thickness had been measured (three
or four trees randomly selected in each plot), stand
variables such as dominant or maximum diameter under
cork for each plot were computed using the diameter at
breast height under cork, estimated by subtracting the mean
cork thickness of the three or four trees where cork
thickness was measured, assuming the same cork age for
all trees in each plot (Sánchez-González et al. 2007). Paulo
and Tomé (2009) developed a height–diameter model
applicable only to juvenile trees (trees before the first
debarking) in even-aged stands, using diameter over cork as
regressor and for the computation of the diameter-
dependent stand level regressor variables.

In the present research a generalized height–diameter
model was developed for cork oak in Portugal that can be
applied to trees with diameter over cork larger than 2.5 cm,
located in stands where mature (debarked at least once) and
juvenile trees may coexist. This is a frequent situation since
it is common for trees in the same stand and with the same
age to have the first debarking occurring in different years.

Recognizing the lack of independence of the data that
are collected on trees sampled in plots from multiple stands,
the use of mixed effects model was explored. The inclusion
of random parameters allows modeling the variability
among different plots. The inclusion of random effects
provides consistent estimates of the fixed parameters and
their standard errors, and may improve the predictions
obtained if it is possible to estimate the random effects for a
plot that has not been sampled. This is accomplished by an
approach known as calibration or localization, which
demands supplementary observations of the dependent
variable (total height in this case).

In order to determine the importance of the mixed model
approach on the improvement of the height predictions, the
resulting mixed model was compared for bias and precision
with the fixed effects model, also developed during the
research. The prediction performances of the developed
models, when applied to juvenile stands, were compared

with the prediction accuracy of the height–diameter model
of Paulo and Tomé (2009), which has been specifically
built for juvenile stands.

All different alternative models were compared using an
independent data set. The subject-specific responses from
the mixed effects models were estimated considering two
distinct approaches proposed in the literature and four
different tree sampling designs, in order to find out which
design should be preferred when performing the mixed
effect model calibration.

2 Material and methods

2.1 Data

The data set used to develop the model consists of 5,982
height–diameter pairs of measurements taken from 112
plots well-distributed over the cork oak distribution area in
Portugal, with a wide range of ages of trees and stand
characteristics.

Plots in non-debarked stands (juvenile stands), in a total
of 33 plots, were established between 1993 and 2006, with
plot area varying between 2,025 and 2,827 m2. Thirteen of
these plots were re-measured once at a 3 or 6 year interval.

Data from adult stands, in a total of 70 plots, came from
53 inventory plots distributed over four stands and
measured once between 2000 and 2004, and 17 permanent
plots distributed over the main regions of cork production
and measured during 2001. The plot areas ranged from
2,827 m2 to 5,184 m2.

An independent data set was used for calibration and
validation of the chosen height–diameter models. It
includes data from a collection of 15 permanent plots
installed during 2007 (not yet remeasured) in four different
stands where no trees had yet been debarked, with stand
ages going from 9 to 15 years. It also includes data from 18
inventory plots measured during 2004 and eight permanent
plots measured in 2007, all located in mature stands with
unknown age.

Diameters at breast height were measured for every tree
in the two datasets, using calipers or diameter tapes for
bigger trees. In mature trees, diameter under bark was
directly measured after debarking or, when this measure-
ment was not possible, calculated from diameter over bark
and bark thickness evaluated as the average of two
measurements with a probe. In juvenile trees, due to the
difficulty of measuring virgin-cork thickness (due to its
elasticity and its uneven surface with several cracks due to
the quick initial diameter growth), cork thickness was
estimated using the model proposed by Tomé (2004), which
was developed with data taken from stem disks. Crown
radii along the four cardinal directions were measured for
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every tree. Total height of the trees was measured with an
ultrasonic hypsometer.

The following stand variables were computed for each
plot: number of trees per ha (N), basal area under bark
(Gu), minimum diameter under bark (dumin), maximum
diameter under bark (dumax), dominant diameter under
bark (dudom), dominant height (hdom), quadratic mean
diameter under bark (dug), spacing coefficient (Sc), and
several distance independent competition indices defined as
the ratios between tree diameter under bark and hdom,
dudom, dug, dumin or dumax. Dominant diameter under
bark and dominant height were defined as the mean
diameter and the mean height of the 25 thickest trees per
hectare, and not of the 100 thickest trees per hectare, as is
usual, due to the very common low density values of the
cork oak stands. Spacing coefficient is defined as

Scij ¼ 100ffiffiffiffiffiffi
Nij

p
cwij

ð1Þ

where Nij is the number of trees per hectare and cwij is the
mean crown diameter of the trees, in the ith plot at the jth

measurement for both variables. This is a commonly used
index to evaluate cork oak stand density (Natividade,
1950), as it represents the ratio between the average
distance between trees if they were regularly spaced

100ffiffiffiffi
Nij

p
� �

and the mean crown diameter of the trees cwij.

It is important to notice that although the developed
height–diameter model will be used to estimate height from
trees with diameter over cork larger than 2.5 cm, all stand

variables were computed considering only trees with
diameter over cork larger than 7.5 cm, since this is the
definition used in the Portuguese National Forest Inventory
and in most forest inventories carried out for management
purposes.

After a graphical analysis at the plot level, a small
number of extreme observations, attributed to measure-
ments errors, were excluded from the data sets. Trees
that were dead, damaged or forked below breast height
or presenting a broken top were also excluded.
Summary of tree and stand-level descriptive attributes
for both fit and validation data sets are presented in
Table 1.

2.2 Model selection

Several functions have been used to model the height–
diameter relationship (e.g., Fang and Bailey, 1998; Huang
et al., 1992; Temesgen and von Gadow, 2004).

According to Lei and Parresol (2001), the function form
used to model the height-diameter relationship should: (i)
increase monotonically, (ii) have an upper asymptote, and
(iii) have an inflection point. We questioned the third
requirement. Both diameter and height growth curves have
an inflection point, but this may not be necessarily so for
the relationship between height and diameter. Furthermore,
although the fitting data set includes trees with large
variability of diameter values (corresponding to young
and old individuals), no evidence of an inflection point was
found when plotting height against diameter under cork
with our fitting data (Fig. 1).

Table 1 Summary statistics for fitting and validation data sets

Data set Fitting (n=5,982) Validation (n=1,885)

Variable Mean SD Minimum Maximum Mean SD Minimum Maximum

du 17.3 12.7 0.6 113.0 14.6 10.7 0.6 88.2

h 7.1 2.8 1.7 20.7 6.2 2.5 1.4 15.2

N 363 285.1 28 929 292 277.6 10 806

Gu 7.6 3.6 0.4 20.7 6.5 5.3 0.1 15.6

dumin 7.7 8.2 4.7 50.1 7.4 2.5 5.1 15.2

dumax 35.0 20.2 4.7 113.0 32.1 16.5 11.0 88.2

hdom 9.0 2.4 4.3 17.7 8.3 2.0 4.5 13.0

dudom 29.5 13.2 8.5 97.3 26.7 12.1 7.9 53.7

dug 19.9 9.9 6.6 72.9 17.9 7.8 9.4 39.3

Sc* 1.6 0.7 0.9 5.0

Number of trees per plot 49 44.3 12 220 47 47.0 7 233

Number of remeasurements per plot 1 2 1 1

du - diameter at breast height under cork (cm); h – total height (m); N - number of trees per ha; Gu - basal area under bark (m2 ); dumin - minimum
diameter under bark (cm); dumax - maximum diameter under bark (cm); hdom – stand dominant height (m); dudom – dominant diameter under cork (cm);
dug - quadratic mean diameter under bark (cm); Sc - spacing coefficient (m). * Sc was not computed for the validation data set, since the tree crown
diameter was not available in the validation plots
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The functions included in the comprehensive list
presented by Huang et al. (2000) were considered as
possible models to be assessed in this study. Functions
without an asymptote (functions 1, 7 and 8 in Huang et al.,
2000) or functions with more than three parameters were
discarded due to frequent convergence problems. Functions
that were particular cases of others were also discarded (e.g.,
functions 23 and 24 in Huang et al., 2000) and only the more
general functions were considered. The Schnute function
(Schnute, 1981), in its original form, directly restricts the
function to pass through two distinct points. We chose the
points (0, 1.30) and (dudom, hdom) as did Dorado et al.
(2006). A total of eleven models were considered for model
selection, since they presented the required characteristics.

The candidate functions were modified, if necessary, to
guarantee that they pass through the point (d=0, h=1.30 m)
to prevent negative height estimates for small trees and/or
to guarantee a good estimation for small trees. Table 2
shows the original and the reparameterized form of the
considered functions, as well as the expression of the
corresponding asymptotes.

The candidate functions were fitted independently to the
data from each of the measurement dates of each plot by
nonlinear least squares (NLS) method, using the MODEL
procedure of SAS (SAS Institute Inc. 2004). For a selection
of the functions that better describe the relationship
between height and diameter at each measurement, the
mean square error of prediction (MSEij) was calculated for
each model for plot i at the measurement date j as

MSEij ¼
Pnij

k¼1 beijk� �2
nij � 1

; ð2Þ

where êijk is the residual from the kth tree in the i plot at the
measurement date j and nij is the number of trees in plot i at
the measurement date j. Since each plot has only one or two
measurements, j takes values 1 or 2. For each function, the
sum of MSE obtained for all plots and measurement
occasions, denoted as MSEij, was computed and used as
criterion to compare the candidate models and select the
model with the best value of this statistic. Additionally,
adjusted R-square (adj-R2) obtained by fitting each equa-
tion to the complete data set was also used as a criterion for
model selection.

Both statistics were only considered for plots and
measurement occasion with more than 30 observations (a
total of 77) to assure meaningful estimates.

2.3 Fitting strategies

2.3.1 Nonlinear fixed effects model

The selected model was fitted with nonlinear least squares
techniques (maximum likelihood estimation methods) using
the SAS macro NLINMIX (SAS Institute Inc. 2004) and
the complete fit data set, without specifying any random
effects in the model.
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Fig. 1 Plot of total tree height (h) against diameter at breast height
under cork (du) for model fitting data (n=5,982)

Table 2 Formulation of the local height-diameter functions considered

Function Initial formulation Final formulation Asymptote

1 a 1þ b e�c du
� ��

1:3 1þ að Þ 1þ a e�b du
� ��

1:3 1þ að Þ
2 a 1� e�b du

� �c
1:3þ a 1� e�b du

� �g
1:3þ a

3 a 1� e�b duc
� �

1:3þ a 1� e�bdug
� �

1:3þ a

4 a e�b e�c du
1:3 ea 1�e�b duð Þ 1:3 ea

5 a e�b du�c
1:3þ a e�b du�g

1:3þ a e�b du�g

6 1:3b þ cb�1:3b
� �

1�e�a duð Þ
1�e�a dudomð Þ

� 	1
b

1:3b þ cb � 1:3b
� �

1
1�e�a dudomð Þ

� 	1
b

7 du2

aþb duþc du2 1:3þ a du2
bþg duþdu2 1:3þ a

8 a 1þ 1 b ducð Þ=½ �= 1:3þ a 1þ 1 " dugð Þ=½ �= 1:3þ a

9 a eb duþcð Þ= 1:3 e
�a du

b duþbð Þ

h i
1:3 e�a b=

10 a 1� b e�c du
� �d

1:3 1�a e�b du

1�a

� 	g
1:3 1

1�a

� �g
11 du

aþb du 1:3þ du
aþb du 1:3þ 1

b
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The parameters of the base equation were expressed as
linear functions of stand-level variables and competition
indices defined previously in the data section. The
selection of the stand-level variables and/or competition
indices was done with the help of plots of the individual
coefficient estimates of the base equation for each plot
and measurement occasion versus the corresponding
values of the stand-level variables and competition
indices.

In order to avoid multicollinearity problems due to
over-parameterization of the model, only variables
largely correlated with estimated coefficients were in-
cluded. After including these covariates in the model, the
significance of their coefficients was assessed by asymp-
totic t-tests.

If the plot of the studentized residuals versus the fitted
values showed that the within-individual error variance was
heterogeneous, variance functions were included. Two
frequently used and flexile variance functions for growth
modeling were tested (Davidian and Giltinan, 1995): the
power function model

g mij;a
� 	

¼ ma
ij ð3Þ

and the exponential function model

g mij;a
� 	

¼ exp amij

� 	
ð4Þ

where ! is a fixed effect parameter to be estimated, and mij

is the mean function, which is defined by mij ¼ E yij bj
h i

,
where β is the (p x 1) vector of fixed effects parameters
common to the population. Thus, the expression for the
intra-individual variance-covariance matrix takes the
form

Rij ¼ s2Gi ð5Þ
where σ2 is the value of the error variance of the model,
and Gi is a (nij x nij) diagonal matrix whose elements that
describe the non-constant variance of the errors are given
by one of the variance function models. During the
iterative estimating process, σ2 and μij are substituted by
their current estimates, bs 2 and bmij. The choice between the
two functions was made with the graphical observation of
the studentized residuals and the value of the Akaike
information criterion (AIC).

2.3.2 Nonlinear mixed effects models

Using the selected base model, and to account for the
correlation of the data due to their nested structure (trees
inside plots), specific subject models considering both fixed
and random parameters (each measurement occasion for
each plot) were fitted. The large number of trees in

comparison to the number of re-measurements for the same
individual (measured twice maximum) makes it reasonable
to assume an absence of serial correlation (Dorado et al.,
2006; Vanclay et al., 1995).

A general expression for a nonlinear mixed effects
model can be written as (e.g., Lindstrom and Bates, 1990;
Pinheiro and Bates, 2000; Vonesh and Chinchilli 1997)

yij ¼ f Φij ; xij
� �þ eij ð6Þ

where yij is the (nij x 1) vector with the nij observations of
variable y from the ith plot at the jth measurement occasion,
xij is the (nij x 1) vector from the nij observations from the
predictor variable taken from the ith plot at the jth

measurement occasion, f is a nonlinear function of the
predictor variable and the parameter vector, and eij is a (nij
x 1) vector from the error terms. The regression coefficients
can be defined as

Φij ¼ Aijb þ Bijbij ð7Þ
where β is the (p x 1) vector of fixed effects parameters
common to the population, and bij is the (q x 1) vector of
random effects associated with the ith plot at the jth

measurement occasion. Aij and Bij are design matrices (r
x p) and (r x q), for the fixed and random effects specific to
each plot at each measurement occasion, respectively,
where r is the number of the parameters in the model, p is
the number of fixed parameters, and q the number of
random effects. Elements of the design matrices are 0, 1, or
the values of covariates associated with the fixed or random
effects. Basic assumptions for nonlinear mixed model
fitting include the multivariate normal distribution for the
random-effects and the error term vector:

bij � Nq 0;Dð Þ ð8Þ

eij � N 0;Rij

� � ð9Þ
where D is a positive-definite variance-covariance matrix (q
x q), for the random effects assumed to be common to
every subject, and Rij is the (nij x nij) intra-individual
variance–covariance matrix.

Parameter estimates and analysis were performed using
SAS macro NLINMIX (SAS Institute Inc. 2004), which
uses a linear approximation to the marginal likelihood
function by expanding it with a first-order Taylor series on
the random effects. The option of expanding on the random
effects at their current empirical best linear unbiased
predictors (EBLUP) was used.

First, the nature of the parameters of the selected
equation was specified as fixed and random effects or
purely fixed. Separate fits for each plot and measurement
occasion were obtained, and the variability across subjects
was assessed by considering the individual confidence
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intervals for the parameters, using only the plots and
measurement occasion with more than 30 observations to
assure meaningful estimates by separate fitting. The
parameters with less overlap in confidence intervals across
subjects were considered as needing the inclusion of
random effects. With the complete fitting data set, likeli-
hood ratio tests (LRT) and, for non-nested models, the AIC
statistic values were used to compare models with alterna-
tive sets of fixed and random effects, and to confirm the
choices suggested by the graphical screening. As two
random effects were specified for the model, an unstruc-
tured variance–covariance matrix D for random effects
(Schabenberger and Pierce, 2002) was first assumed.

If graphical diagnostics of studentized residuals showed
that the within-individual error variance was heterogeneous,
variance functions were included as described in the
previous section.

At this stage, the need for an unstructured D matrix was
tested, using a likelihood ratio test where the nested model
had a diagonal matrix D.

As a next step, to explain variability of parameters
among subjects, appropriate covariates were studied. To
investigate possible relationships between mixed effects
and individual subject attributes, estimates of the random
effects were plotted against the potential covariates
mentioned above for nonlinear fixed effects models.
The fixed effects parameters of the equations were
expressed as linear functions of the chosen stand-level
variables and likelihood ratio tests (LRT) or, for non-
nested models, the AIC statistics were used to compare
models with alternative sets of covariates. Only variables
strongly correlated with estimated random effects were
included.

After the reformulation of the model with the inclusion
of covariates, the needs for an unstructured variance–
covariance matrix D and for the inclusion of a variance
function were re-assessed.

2.4 Evaluation of the predictive performance of the models

2.4.1 Population-specific responses

Mean responses are obtained with the fitted nonlinear
fixed effects model to predict the total heights of the
trees in the validation data set, and with the nonlinear
mixed effects models by setting the random effects as
zero, as they appear in a linear form in the expression for
the nonlinear mixed effects model [see equation (7) from
section 2.3.2].

For each model and every kth observation in this data set,
the difference between observed and predicted height was
computed (êk). Then, the mean residual (Mr) and the mean
of the absolute value of the residuals (M|r|), were calculated

to evaluate bias and precision respectively, as follows:

Mr ¼
Pn

k¼1bek
n

ð10Þ

M rj j ¼
Pn

k¼1 bekj j
n

ð11Þ

where n is the number of observations in the validation data
set. Modelling efficiency (ef) or the proportion of variation
explained by the model was also computed as:

ef ¼ 1�
Pn

k¼1 bekð Þ2Pn
k¼1 yk�yð Þ2 ; ð12Þ

where yk is height value for observation k, y is the mean
value of the observed heights in the validating data set, and
the other variables are as defined above.

The validation data set was also divided into ten total
height and ten diameter classes according to their deciles,
and the values of Mr and M rj j were computed for each class,
to study how the predictive ability of the models varied
with the dimensions of the trees.

When evaluating the precision of the predictions for the
different height and diameter classes, the absolute value of
the residuals was expressed as a percentage as follows:

Mp rj j% ¼ 100

Pnp
1¼1

bek

 


np

cp
; ð13Þ

where np is the number of observations in class p, and cp is
the mean total height of the observations in class p.

2.4.2 Subject-specific responses

It is possible to tailor the nonlinear mixed effects models to
individual subjects (plots in our case), by measuring heights
in a subsample of trees in the plot, together with the
predictor variable and covariates of the model. In previous
applications (e.g., Fang and Bailey, 2001; Calama and
Montero, 2004) predictions of the random effects for
nonlinear mixed effects models, that have been fitted by
using the first-order Taylor series expansion at the EBLUP,
took the following form (Vonesh and Chinchilli, 1997):

bbs � bDbZT

s
bRs þ bZsbDbZT

s

� 	�1
ys � f As

bb; xs� 	� 	
ð14Þ

where bD is the (q x q) estimated variance-covariance matrix
for the among plot variability (common for all plots), bRs is
the estimated (ns x ns) variance–covariance matrix for the
within-plot variability, ys is the (ns x 1) response variable
vector, xs is the (ns x 1) predictor variable vector of
dimension ns, taken from plot s, bb is the (p x 1) estimated
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vector of β, and As is the (r x p) design matrix for the fixed
effects. ysand xs are both measured in the subsample taken
in plot s. The bZs matrix of partial derivatives of dimension
(ns x q) is defined as

bZs ¼ @f Asb þ Bsbs; xsð Þ
@bTs






b¼bb;bs¼0

ð15Þ

where Bs is the (r x q) design matrix for the random effects.
Once the random effects are predicted, predictions of the

response variable can be obtained by

bys ¼ f As
bb þ Bsbbs; xs� 	

: ð16Þ

The values obtained by this calibration procedure are
referred as conventional predicted values.

Meng and Huang (2009) proposed the following
equation for prediction of the random effects for nonlinear
mixed effects models expanded at EBLUP (Lindstrom and
Bates, 1990; Vonesh and Chinchilli, 1997)

bbks � bD bZ k�1ð Þ
s

� 	T bRs þ ZsbD bZ k�1ð Þ
s

� 	T
� ��1

ys � f As
bb þ Bsbb k�1ð Þ

s ; xs
� 	h i

þ bZ k�1ð Þ
s

bb k�1ð Þ
s

ð17Þ

where bb k�1ð Þ
s and bbks are the successive predictions of the

random effects obtained iteratively and

bZ k�1ð Þ
s ¼ @f Asb þ Bsbs; xsð Þ

@bTs






b¼bb;bs¼bb k�1ð Þ

s

: ð18Þ

The initial predictions of the random effects for the first
iteration are the ones obtained by a conventional calibration
procedure. The iteration procedure stops when the desired
precision of the predictors is obtained, and the predictions
of the response variable are then obtained, as mentioned
above, for the conventional method. Meng and Huang
(2009) found that when the improved procedure was
applied to a nonlinear mixed effects tree height growth
model, the bias of the local predictions and the variance of
their errors were reduced.

The values obtained by this calibration procedure are
referred as improved predicted values.

In order to compare both methods of prediction of the
random effects, once the random effects for each plot in the
validation data set were predicted using both the conven-
tional and the improved methods, the heights of the other
trees in each plot, which were not included in the
subsample, were predicted. These two different calibration
procedures were evaluated and compared using the values
of the above-mentioned statistics (Mr, and M|r|).

Using these same statistics, the proposed model was also
compared with the model of Paulo and Tomé (2009),
considering only the plots where no tree has yet been

debarked, since this model was fitted to data from juvenile
cork oak stands. This comparison is important in order to test
if the models developed during this research, based on
diameter under bark estimates for juvenile trees (trees with
virgin cork), create predictions for juvenile stands comparable
to those of a model that was developed specifically for these
stands and based in diameter over cork measurements.

For both calibration methods, subsamples of heights
from each plot in the validation data set were selected with
the following designs:

A. Total height of the three trees with the smallest
diameter in each plot

B. Total height of the dominant trees in each plot
C. Total height of the first tree in each group of five trees

consecutively measured in each 5 cm diameter class of
the plot (1st, 6th, 11th …)

D. Total height of the first tree in each group of five trees
consecutively measured in the plot (1st, 6th, 11th …)

Designs A and B are non-random selection methods, and
designs C and D represent two alternatives for tree
systematic selection during forest inventory. If the trees
are randomly distributed in the plots, the systematic
selection is close to a random sample. Design A was
considered since it has shown good results in other
researches (e.g., Dorado et al., 2006). It is important to
consider design B, since the height of dominant trees is
usually measured for the estimation of dominant height and
site index (when age is known), and therefore there are no
additional costs to measure additional trees during the forest
inventory. Design C corresponds to a systematic selection
of trees based in the Draudt method (Patrone, 1963), very
common in forest inventories in Portugal. Finally, design D
represents one possible method for systematic selection of
the trees that can be easily implemented in forest
inventories. Due to the large variability found in cork oak
stands, design D was thought to give better results than
measuring, for instance, the 20% largest trees, as Calama
and Montero (2004) did for stone pine plots, although both
alternatives result in measuring a similar number of trees
per plot.

3 Results

3.1 Model selection

When fitting the models in Table 2 to the fitting data set
independently for each of the measurement dates of each
plot, convergence for all of the plots was only achieved for
four of the considered models, even when different initial
values for the parameters were provided. Only these models
were considered as candidate models for the next selection.
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Table 3 shows the computed values of the sum of the mean
square error (MSEij) and of the adjusted R-square (when the
model was fitted to the complete data set) for each of the
four height–diameter candidate models. Functions (9) and
(11) have similar results. Function (11) was selected to
model the height–diameter relationship, since it presented a
slightly better value of adjusted R-square (adj-R2).

3.2 Nonlinear fixed effects model

By plotting the individual coefficient estimates of the
chosen base equation for each plot and measurement
occasion against their stand-level variables and competition
indices values, the covariates number of trees per hectare
(N) and dominant height (hdom) were selected and the
following final fixed effects model was obtained:

hijk ¼ 1:3þ duijk

a0 þ a1
Nij

� 	
þ b0þb1 hdomij

� �
duijk

þ eijk; ð19Þ
where variables are defined as Table 1.

None of the parameters seems to be correlated with any
of the competition indices tested.

The graphical diagnostic of the studentized residuals
versus the fitted values of the model showed heterogeneous
error variance. For this reason, the two considered variance
functions were evaluated. The computed AIC values were
used to compare the two alternatives. The model including
the exponential function resulted in a smaller AIC value
(18,047) than the one with the power function (18,347), and
the first was chosen.

Figure 2 shows the plots of the studentized residuals
versus the fitted values resulting from the fitted model,
before and after the inclusion of the variance function in the
model. The Q-Q plot of the studentized residuals (not
shown) showed that the residuals follow approximately the
normal distribution. Table 4 presents the estimates of the
fixed parameters of the final model.

3.3 Nonlinear mixed effects model

Plots of the ninety-five percent confidence intervals of the
two coefficients of the chosen fixed base model (function
11 from Table 2) for each subject (plot in this case) gave a
clear indication that random effects were needed to account
for subject-to-subject variability in both coefficients.

By plotting the estimates of the random effects against
the available covariates, a relationship between u1 with the
number of trees per hectare (N) and u2 with dominant
height (hdom) was evident (Fig. 3). Similarly to the results
obtained for the nonlinear fixed effects model, no relation-
ship was found between the random effects and the tree
competition indices.

Likelihood ratio tests and the AIC criterion were used to
check if all the random effects and the stand level
covariates were warranted. All strongly favor the more
general model.

After the inclusion of these two variables in the model,
the plot of the new estimates of the random effects against
the other covariates showed no relationship, and the final
model was defined according to the following expression,
where variables are defined as in section 3.2.1 above:

hijk ¼ 1:3

þ duijk

a0þ a1
Nij

þu1
� 	

þ b0þb1 hdomijþu2
� �

duijk

þ eijk ð20Þ
As in the nonlinear fixed effects model, and despite the

inclusion of random effects in the model, the graphical
diagnostic of the studentized residuals showed heteroge-
neous error variance. For this reason, the two considered
variance functions were evaluated and the computed AIC
values used to compare the two alternatives. The model
including the exponential function resulted in a smaller AIC
value (17,061) than the one with the power function
(17,237). Again, the exponential function was chosen.

The model was then re-assessed for the inclusion of all
the random effects and the need for an unstructured
variance–covariance matrix D, both of which proved to be
significant in the final model.

Figure 4 shows the plot of the studentized residuals
versus the fitted values resulting from the final model,
before and after the inclusion of the variance function in the
model. The Q–Q plot of the studentized residuals (not
shown) showed that the residuals follow the normal
distribution, supporting the normality of the model error
as required by the basic assumptions for nonlinear mixed
model fitting. The estimates of the fixed parameters for
both models and variance parameters for the final mixed
effects model are presented in Table 4.

Table 3 Goodness of fit for the candidate local height-diameter
functions used

Function MSE adj-R2

4 26.6 0.7040

7 59.5 0.7342

9 25.8 0.7369

11 25.8 0.7407

MSE - sum of the mean square error obtained by fitting the model for
all plots and measurement occasions; adj-R2 – adjusted R2 obtained by
fitting the model to the complete fitting data set. Only functions where
convergence was achieved for all of the plots were considered.
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3.4 Evaluation of the predictive performance of the models

Table 5 presents the values of the mean residual, the mean
of the absolute value of the residuals in percentage, and the
model efficiency for the developed fixed and mixed effects
models, computed from the complete validation data set.
For the mixed effects model, the values are shown for the
population-specific and for the subject-specific responses.

The nonlinear mixed effect model (population- or
subject-specific responses) is always more precise than
the fixed effects model. Larger differences were found
when the fixed effects model was compared with the
subject-specific response obtained by the improved
calibration procedure and tree sub-sampling designs B
or D. In this case, the mean of the absolute value of
residuals decreased from 0.8287 m to 0.6594 m,
corresponding to 13.4% and 10.8% respectively of the
mean value of the tree total heights (6.2 m) in the
validation data set (Table 1), an improvement of 20.4% in
the model precision.

However, the nonlinear fixed effects model predictions
were less biased than those of the nonlinear mixed
effects model, even when subject-specific responses are
considered. The population-specific response resulted in
a mean value of the residuals very similar to the one
obtained when tree sub-sampling design A was used to
calibrate the mixed model, indicating that measuring the
height of the three trees with the smallest diameter in
each plot had few impact on the bias of the model
predictions.

To compare the models developed during this research
with the Paulo and Tomé (2009) model for juvenile trees, in
order to appraise if the estimation of diameter under cork
for undebarked trees (where virgin cork is not usually
measured) influenced the prediction capability of the
developed models, the statistics presented in Table 5 were
again computed considering only the 15 plots from the
validation data set where no debarked trees exist, and
consequently where the Paulo and Tomé (2009) model
could be used for tree height estimation.

-6

-4

-2

0

2

4

6

0 5 10 15 20

S
tu

de
nt

iz
ed

 r
es

id
ua

ls

Predicted height (m)

a

-6

-4

-2

0

2

4

6

0 5 10 15 20 25 30 35 40

S
tu

de
nt

iz
ed

 r
es

id
ua

ls

Predicted height (m)

b

Fig. 2 Plots of studentized residuals against predicted height values for the nonlinear fixed effects model, before (a) and after (b) the inclusion of
the exponential variance function in the model

Table 4 Parameter estimates and variance components for the selected height-diameter models

Fixed effects model (FE) Mixed effects model (ME)

Estimate Pr>|t| Lower c. i. value Upper c. i. Value Estimate Pr>|t| Lower c. i. value Upper c. i. Value

Fixed parameters α0 1.0847 <0.0001 1.0566 1.1129 1.4129 <0.0001 1.3017 1.5241

α1 62.2317 <0.0001 57.6775 66.7859 27.5673 <0.0001 16.7286 38.4060

β0 0.1661 <0.0001 0.1611 0.1712 0.1505 <0.0001 0.1406 0.1605

β1 −0.0093 <0.0001 -0.00968 −0.00889 −0.00789 <0.0001 −0.00878 −0.00700
Variance of random
effects

u1 0.1057 0.07312 0.1664

u2 0.000114 0.000068 0.000232

Covariance of random
effects

−0.00209 −0.00354 −0.00063

Exponential variance
function parameter

0.2915 0.2765 0.3065 0.2954 0.2810 0.3099

Residual variance 0.1494 0.1339 0.1678 0.1182 0.1063 0.1321
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The Paulo and Tomé (2009) model, although devel-
oped specifically for cork oak juvenile stands, did not
result in better estimates for juvenile stands (Table 6). This
model only showed smaller values of the mean of the
residuals and absolute residuals when compared with the
fixed effects model. If the nonlinear mixed effects model
is not calibrated, the use of the population-specific
response would be recommended, since the results are
similar to the Paulo and Tomé (2009) model and have no
constraint in its application. This result supports the
generalized use of the fitted mixed effects model in
Portugal, avoiding the use of different models for juvenile
and adult stands.

For the entire tree sub-sampling designs considered, the
differences between the predicted tree heights using the
conventional or the improved calibration procedures (Table 5
and 6) were small. In both cases, the sub-sampling designs B
and D perform better.

The mean value of residuals and the mean of absolute
value of residuals by height deciles classes, for the
predictions of the fixed effects model, population-specific
estimates of the mixed effect model, and subject-specific
estimates for the improved calibration procedure consider-
ing tree sub-sampling design D are presented in Fig. 5.

Differences in the predictive ability of the models are
greater for trees less than 5 m in total height, mainly in
terms of precision but also in terms of bias. Subject-specific
estimation with the nonlinear mixed effects model has
precision values less than 15% of the total tree height, a
value that is only attained by the other two models (fixed
effects model and population-specific model) for values of
total height equal or greater to 6 m.

The limits of the 95% confidence intervals for the mean
of the residuals in each decile class are presented in Table 7.

Analyzing the predictive ability by diameter classes
(Fig. 6) again showed a similar trend, where the calibrated
response is less biased and more precise in smaller trees
with diameters less than 10 cm. For larger trees, the
predictive ability of the population-specific estimates and
subject-specific estimates of the mixed effect model present
similar results.

The fixed effect, population-specific and subject-specific
responses for four plots are presented, as an example, in
Fig. 7. The large range of diameters under cork values
among these four plots illustrates how the calibration of the
nonlinear mixed effect model increases the predictive
ability of the model, especially in plots with small trees
(for example plot 3001001).
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Fig. 4 Plots of studentized residuals against predicted height values for the nonlinear mixed effects model, before (a) and after (b) the inclusion of
the exponential variance function in the model

-1.00

-0.80

-0.60

-0.40

-0.20

0.00

0.20

0.40

0.60

0.80

1.00

0 200 400 600 800 1000

u 1

N
-0.06

-0.04

-0.02

0.00

0.02

0.04

0.06

0 5 10 15 20

u 2

hdom

Fig. 3 Relationship between the two random effects and number of tree per hectare (N) and stand dominant height (hdom), before the
introduction of covariates in the model parameters

304 J.A. Paulo et al.



4 Discussion

One of the desirable characteristics of a height–diameter
model is to pass through the point (d=0, h=1.30) to prevent
negative or otherwise poor height estimates for small trees.
This was considered important for the developed models,
since they are expected to predict total height of trees as
soon as the diameter at breast height reaches 2.5 cm.
Despite the fact that many of the frequently used functions,
in their original form, do not present this characteristic, they
can be restricted to guarantee that they pass through this
point. Many times this is not equal to simply adding a
constant of 1.3 to the initial model like some authors did (e.g.,
Adame et al., 2008; Huang et al., 2000). All the tested
candidate models were formulated by restricting them to
passing through the point (d=0, h=1.30). Some of the
functions presented in Huang et al. (2000) were discarded
because they did not present an upper asymptote.

Sánchez-González et al. (2007) developed a generalized
height–diameter model for Q. suber, but the selected
function has no upper asymptote. Although the fitting data
set did not include trees larger than 75 cm, from a
biological point of view this is an important characteristic
that a height–diameter model should present.

The function selected to model the height–diameter
relationship for Q. suber, one of the functions proposed
by Prodan (1968), is presented in Table 2 as function (11).
This function includes two parameters (α related to the
growth rate and β related to the upper asymptote), is
increasingly monotonous, has an upper asymptote, and has
a concave shape. Plotting height against diameter under
cork on our fit data set did not show any evidence of an
inflection point. Therefore, the function was thought to be
appropriate for modelling the height–diameter relationship
for Q. suber. A similar result was presented for Quercus
pyrenaica Willd. by Adame et al. (2008).

Table 6 Comparison of the models predictive performances. Statistics were computed considering only juvenile plots from the validation data set
(plots with no debarked trees)

Model Calibration Tree sub-sampling design Mr (bias) M|r| (precision) ef

Fixed effects none none −0.3962 0.6815 0.7396

Mixed effects none none −0.3115 0.5697 0.8159

conventional A −0.2640 0.5056 0.8553

B −0.0483 0.5036 0.8509

C −0.1365 0.4653 0.8778

D −0.0588 0.4517 0.8797

improved A −0.2475 0.4963 0.8600

B −0.0308 0.4977 0.8530

C −0.1374 0.4645 0.8784

D −0.0561 0.4508 0.8805

Paulo and Tomé (2009) none none −0.2660 0.5759 0.8212

Mr — mean value of the residuals, M|r| — mean of the absolute value of the residuals, Ef — model efficiency.

Model Calibration Tree sub-sampling design Mr (bias) M|r| (precision) Ef

Fixed effects none none 0.0097 0.8287 0.7824

Mixed effects none none −0.1502 0.7134 0.8271

conventional A −0.1617 0.6881 0.8364

B −0.0386 0.6837 0.8340

C −0.1197 0.6717 0.8381

D −0.0560 0.6606 0.8419

improved A −0.1506 0.6839 0.8374

B −0.0273 0.6829 0.8333

C −0.1216 0.6716 0.8387

D −0.0551 0.6594 0.8424

Table 5 Comparison of
the models' predictive perform-
ances. Statistics were computed
considering the complete
validation data set. Tree
sub-sampling designs are
defined in section 2.4.2

Mr — mean value of the resid-
uals, M|r| — mean of the abso-
lute value of the residuals, Ef —
model efficiency.
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The fitting characteristics of the fixed and mixed effects
developed models improved when the parameters were
expressed as a function of stand variables (stand density
and dominant height). The relation of these two variables to
height growth has already been referred by other authors (e.g.,
Vanclay, 2009; Saunders and Wagner, 2008; Calama and
Montero, 2004), and the sign of the associated coefficients
confirms that they are positively related with tree height.
Generally, higher values of tree height for a given diameter
value are expected to be found in stands with higher
dominant height (associated to site index differences) and
in denser stands (associated with the height/diameter ratio).
The considered competition indices were never significant
when simultaneously tested in the models with the included
stand variables. This indicates that tree height is more
dependent on stand characteristics than on tree position in
the stand, since the fitting data set included plots with a large
range of stand variable values.

Using an independent data set for validation, the predictive
ability of the fixed effects, population-specific mixed effects

and subject-specific mixed effects models was evaluated. A
conventional and an improved methodology to obtain
predictions of random effects for the nonlinear mixed effects
model, expanded at EBLUP, were used.

Meng and Huang (2009) showed that the results
obtained from these two methods are significantly different,
and that the improved calibration procedure reduced bias
and variance of the estimates. Using the computing
program developed by Meng and Huang (2009) the
estimates obtained by both procedures were compared, but
the differences were not evident, despite the tree sub-
sampling designs considered.

Possibly, none of the tested designs allowed an accurate
prediction of the random effects due to great tree variability
in the plots. This may result from the fact that Q. suber is
among the Quercus species with the highest inter-tree
variability, due to the high genetic diversity (Toumi and
Lumaret, 1998). Furthermore, cork oak trees are tradition-
ally and regularly pruned and the branch patterns and
branch dominance in the trees are altered, possibly inducing
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decile class model

fixed effects population-specific subject-specific

1 [−0.2411 ; −0.0337] [−0.1500 ; 0.0346] [−0.0436 ; 0.1494]

2 [−0.3692 ; −0.0469] [−0.2435 ; 0.0079] [0.5115 ; 0.6740]

3 [−0.6123 ; −0.2491] [−0.4242 ; 0.1317] [−0.1020 ; 0.1374]

4 [−0.1163 ; 0.3785] [−0.0704 ; 0.3101] [0.1662 ; 0.4695]

5 [0.3089 ; 0.7850] [0.1724 ; 0.5477] [0.2444 ; 0.5428]

6 [0.5512 ; 0.8217] [0.2239 ; 0.4508] [0.1447 ; 0.3860]

7 [0.3326 ; 0.6223] [−0.0685 ; 0.1862] [−0.0603 ; 0.2171]

8 [−0.0741 ; 0.2810] [−0.4440 ; −0.0657] [−0.3908 ; 0.0062]

9 [−0.5019 ; −0.1558] [−0.8716 ; −0.5347] [−0.7838 ; −0.4098]
10 [−1.0804 ; −0.5976] [−1.2945 ; −0.8163] [−1.2789 ; −0.8012]
Total [−0.0546 ; 0.0494] [−0.2068 ; −0.0936] [−0.1097 ; −0.0004]

Table 7 Confidence intervals
(α=0.05) for the mean value of
the residuals of each model,
by each decile class
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a greater variability in the height–diameter relationship,
except in the younger trees where pruning aims to remove
the lower branches and to avoid the dominance of lateral
branches. This could be an explanation for the greater
impact of the calibration on the predictive ability of the
nonlinear mixed effects model for smaller trees.

Tree sub-sampling designs D (measuring total height of
20% of the trees in the plot) and B (measuring height of the

dominant trees in the plot) were found to be the designs that
resulted in less biased predictions, although did not differ
from the other two sub-sampling designs (A and C) for
precision. Since dominant height is a regressor in the model
that have to be estimated, the calibration procedure does not
imply additional costs if design B is applied.

As dominant height is a regressor of the chosen mixed
effects model, it was expected that although the sample is
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biased, with tree sub-sampling design A (measuring the
total height of the three trees with the smaller diameter in
each plot) the predictive ability of the calibrated model
would have better results, since heights corresponding to
the smallest trees would carry more additional information
to the calibration procedure, as verified by Dorado et al.
(2006).

However, the greater differences in the predictive ability
of the models, as evaluated by the validation process, are
found between the nonlinear fixed effects model and the
calibrated responses of the mixed effects models. In some
applications of height–diameter functions, such as their use
as a module of an empirical growth model, calibration is
not possible. For that situation, in accordance with the
results obtained by other authors (e.g., Dorado et al., 2006;
Temesgen et al., 2008), it was found that the population-
specific response of the nonlinear mixed effects model is
more accurate then the predictions of the nonlinear fixed
effects model, and should be chosen.

When looking for the prediction ability along the total
height classes, it was evident that the differences were
larger for trees with total height under 5–6 m. This
reinforced the usefulness of the mixed model approach,
since in addition to improving the resulting estimates, the
proposed mixed effects model can be generally used, since
diameter at breast height reaches a value of 2.5 cm (over
cork). Therefore, there is no need to use a specific model
for juvenile trees. Furthermore, it was also shown that
estimating diameter under cork for juvenile trees, using the
Tomé (2004) model, does not decrease the prediction ability
of the proposed model.

Acknowledgements Financial support was provided by project
CarbWoodCork (POCI/AGR/57279/2004 and PPCDT/AGR/57279/
2004) financed by the Fundação para a Ciência e Tecnologia
(Portugal) and by project Motive (Grant Agreement 226544) financed
by the European Commission under the Seventh Framework Program
for Research and Technological Development. This paper is part of the
PhD project of the first author, which is funded by a scholarship
(SFRH/BD/23855/2005) granted by Fundação para a Ciência e
Tecnologia (Portugal).

References

Adame P, Río M, Cañellas I (2008) A mixed nonlinear height-
diameter model for Pyrenean oak (Quercus pyrenaica Willd.).
For Ecol Manage 256:88–98

Calama R, Montero G (2004) Interregional nonlinear height-diameter
model with random coefficients for stone pine in Spain. Can J
For Res 34:150–163

Cañellas I, Sánchez-González M, Bogino SM, Adame P, Herrero C,
Roig S, Tomé M, Paulo JA, Bravo F (2008) Silviculture and
carbon sequestration in mediterranean oak forests. In: F. Bravo et
al. (Ed.), Managing forest ecosystems: the challenge of climate
change. Springer Science, Berlin, 338 pp

Davidian M, Giltinan DM (1995) Nonlinear models for repeated
measurement data. Chapman and Hall, New York, p 359

Dorado FC, Diéguez-Aranda U, Anta MB, Rodríguez MS, Gadow KV
(2006) A generalized height-diameter model including random
components for radiate pine plantations in northwestern Spain.
For Ecol Manage 229:202–213

Fang Z, Bailey RL (1998) Height-diameter models for tropical forest
on Hainan Island in southern China. For Ecol Manage 110:315–
327

Fang Z, Bailey RL (2001) Nonlinear mixed effects modeling for slash
pine dominant height growth following intensive silvicultural
treatments. For Sci 47:287–300

Huang S, Price D, Titus S (2000) Development of ecoregion-based
height–diameter models for white spruce in boreal forests. For
Ecol Manage 129:125–141

Huang S, Titus SJ, Wiens DP (1992) Comparison of nonlinear height–
diameter functions for major Alberta tree species. Can J For Res
22:1297–1304

Lappi J (1997) Longitudinal analysis of height/diameter curves. For
Sci 43:555–570

Lei Y, Parresol BR (2001) Remarks on height–diameter modelling.
USDA For. Serv. Research Note SRS-10, Southern Research
Station, Asheville, NC, 5 pp

Lindstrom MJ, Bates DM (1990) Nonlinear mixed effects models for
repeated measures data. Biometrics 46:673–687

Meng SX, Huang S (2009) Improved calibration of nonlinear mixed-
effects models demonstrated on a height growth function. For Sci
55(3):238–247

Natividade JV (1950) Subericultura. Direcção Geral dos Serviços
Florestais e Aquicolas, Lisbon, p 387

Patrone G (1963) Lezioni di Dendrometria. Firenze, Italy, p 392
Paulo JA, Tomé M (2009) An individual tree growth model for juvenile

cork oak stands in Southern Portugal. Silva Lus 17(1):27–38
Pinheiro JC, Bates DM (2000) Mixed-effects models in S and S-Plus.

Stat. And comput. series. Springer, New York, p 528
Prodan M (1968) Forest biometrics, English edn. Pergamon Press,

Oxford, p 447
Sánchez-González M, Cañellas I, González GM (2007) Generalized

height-diameter and crown diameter prediction models for cork
oak forests in Spain. Invest Agrar: Sist Recur For 16(1):76–88

SAS Institute Inc. (2004) SAS/STAT® 9.1 user's guide. SAS Institute
Inc., Cary NC, 5,136 pp

Saunders M, Wagner RG (2008) Height-diameter models with random
coefficients and site variables for tree species of central Maine.
Ann For Sci 65(203):10. doi:10.1051/forest:2007086

Schabenberger O, Pierce F (2002) Contemporary statistical models
for the plant and soil sciences. CRC Press LLC, Boca Raton,
738 pp

Schnute J (1981) A versatile growth model with statistically sTab.
parameters. Can J Fish Aquat Sci 38:1128–1140

Sharma M, Parton J (2007) Height–diameter equations for boreal tree
species in Ontario using a mixed-effects modeling approach. For
Ecol Manage 249:187–198

Temesgen H, Monleon VJ, Hann DW (2008) Analysis and compar-
ison of nonlinear tree height prediction strategies for Douglas-fir
forests. Can J For Res 38:553–565

Temesgen H, von Gadow K (2004) Generalized height–diameter
models for major tree species in complex stands of interior
British Columbia. Eur J For Res 123:45–51

Tomé M (2004) Modelo de crescimento e produção para a gestão do
montado de sobro em Portugal. Relatório final do projecto
POCTI/AGR/35172/99. Publicações GIMREF, RFP1/2005, Uni-
versidade Técnica de Lisboa, Instituto Superior de Agronomia,
Centro de Estudos Florestais, Lisbon, 85 pp

Toumi L, Lumaret R (1998) Allozyme variation in cork oak (Q. suber
L.): the role of phylogeography and genetic introgression by

308 J.A. Paulo et al.

http://dx.doi.org/10.1051/forest:2007086


other Mediterranean oak species and human activities. Theor
Appl Genet 98:647–656

Trincado G, Burkhart H (2006) A generalized approach for modeling
and localizing stem profile curves. For Sci 52(6):670–682

Vanclay JK (2009) Tree diameter, height and stocking in even-aged
forest. Ann For Sci 66(702):7. doi:10.1051/forest/2009063

Vanclay JK, Skovsgaard JP, Hansen CP (1995) Assessing the quality
of permanent sample plot databases for growth and yield
modelling in forest plantations. For Ecol Manage 71:177–186

Vonesh EF, Chinchilli VM (1997) Linear and nonlinear models for the
analysis of repeated measurements. Marcel Dekker, New York, p
560

Height-diameter modeling of Portuguese cork oak 309

http://dx.doi.org/10.1051/forest/2009063

	Nonlinear fixed and random generalized height–diameter models for Portuguese cork oak stands
	Abstract
	Abstract
	Abstract
	Abstract
	Introduction
	Material and methods
	Data
	Model selection
	Fitting strategies
	Nonlinear fixed effects model
	Nonlinear mixed effects models

	Evaluation of the predictive performance of the models
	Population-specific responses
	Subject-specific responses


	Results
	Model selection
	Nonlinear fixed effects model
	Nonlinear mixed effects model
	Evaluation of the predictive performance of the models

	Discussion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


