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Abstract: We consider the problem of stability in a class of differential equations which are
driven by a differential measure associated with the inputs of locally bounded variation. After
discussing some existing notions of solution for such systems, we derive conditions on the
system’s vector fields for asymptotic stability under a specific class of inputs. These conditions
present a trade-off between the Lebesgue-integrable and the measure-driven components of the
system. In case the system is not asymptotically stable, we derive weaker conditions such that
the norm of the resulting trajectory is bounded by some function of the total variation of the
input, which generalizes the notion of integral input-to-state stability in measure-driven systems.

1. INTRODUCTION

In the theory of dynamical systems, a large class of
nonlinear systems are modeled by the following ordinary
differential equation:

P (0) = Fla) + o)) (1)

dt

where f,g : R" — R™ are the vector fields and u :
[to,o0) — R is the scalar input. If f(-) and g¢(-) are
locally Lipschitz then there exists an interval over which
system (1) admits a unique absolutely continuous solution
x(+) for every Lebesgue-measurable function wu(-), where
the resulting solution satisfies (1) almost everywhere (with
respect to the Lebesgue measure) on the interval where the
solution exists. Under further regularity assumptions, say
f(),g(-) satisfy a linear growth condition, the solution is
defined for all times, in which case we say that f(-), g(")
are forward complete.

In this paper, we consider measure differential equations
(MDEs) modeled as:

dx = f(z)dt + g(x)du. (2)
Just like (1) is driven by an input wu(-), the dynamics
of system (2) can be seen as driven by the “derivative”
of u(-). However, to achieve generality, we assume that
u(+) is a right-continuous function with locally bounded
variation (locally RCBYV), so its generalized derivative, or
the so-called differential measure, is represented by du. If
u(+) is absolutely continuous, then the derivative of w(-)
is a Lebesgue-measurable function. In that case, we take
du = udt, where t represents the classical derivative, and
system (2) is equivalent to (1) with u(-) replaced by f(-).

The framework of system (2) can be used to model the
dynamics of a rich class of state trajectories. If wu(-) is
considered to be a piecewise constant function, then du
is a sum of Dirac impulses, in which case (2) models
discontinuities in the state trajectory. Another advantage

of considering MDEs is that we can possibly model Zeno
trajectories because u(-) as a function of bounded varia-
tion may exhibit infinitely many discontinuities in a finite
interval. This also makes the simulation of Zeno trajec-
tories possible as one no longer uses the classical event-
based schemes to model discontinuities but rather a time-
stepping algorithm is employed as demonstrated in Acary
et al. [2008]. Other than the discontinuities, singularly con-
tinuous inputs (such as a random process with continuous
sample path) may also be considered. Certain applications
of such mathematical models for modelling of mechanical
systems are discussed in Brogliato [1999].

The solution theory for such systems could be traced back
to the work of Kurzweil [1958], where he approximated
the integral version of (2) with a sequence of integrals
associated with ordinary differential equations to develop
existence conditions for a generalized solution. In the con-
text of optimal control, measure differential equations were
studied by Schmaedeke [1965], where he also generalized
Caratheodory’s concept of solution for systems of form (2)
with g(-) being time-dependent only. Sussmann [1978]
studied such differential equations to develop solution con-
cept for a class of stochastic differential equations using
the theory of ordinary differential equations, but only con-
sidered singularly continuous inputs. Based on his work,
Bressan [1987] and later Bressan Jr. and Rampazzo [1991]
generalized the idea to consider discontinuous inputs, and
in general, the functions of bounded variation.

From stability point of view, the work of Code and Silva
[2010] talks about stabilization in terms of existence of
an input function that makes some Lyapunov function
decrease along the trajectories of the system (2).

In our work, we will adopt the solution framework pro-
posed by Sussmann [1978] and later developed by Bres-
san Jr. and Rampazzo [1991]. A brief account of this
solution methodology is collected in Section 3 which we



would also use in deriving conditions for stability of the
system. Our approach towards the problem of stability
is different from any of the work mentioned before. We
study two different notions of stability for system (2) and
provide related sufficient conditions. The first one relates
to the convergence of the state trajectories towards the
equilibrium. Since the stability would in general be affected
by the inputs, in the proposed sufficient condition, we
specify a class of inputs for which the system admits
asymptotically convergent behavior.

The other notion of stability considered in this paper re-
lates to input-to-state stability (ISS) pioneered by Sontag
[1989]. The basic idea is to study weather the norm of the
state trajectories is bounded by some increasing function
of the norm of the input. In this regard, for system (2), we
compare the supremum norm of the state trajectories with
the total variation of the input. Since the total variation
of a function equals the integral of the absolute value
of the derivative of the function (when the function is
differentiable), the considered problem is a generalization
of the integral variant of ISS studied in Sontag [1998].

2. PRELIMINARIES

We recall some preliminary results related to functions
of bounded variation which will be used later on. For
a function f : [s,4] — R”, the total variation is a
non-decreasing function and is defined for 7 € [s,t] as

varg(T) = sup Zle | f(t;)— f(t;—1)|, where the supremum
is taken over all integers k, and all possible choices of the
sequence {t;} such that s = g < &1 < -+ < &, = 7.
The function f(-) is said to be of bounded variation (BV)
on [a,b] if vary(b) < oo. If it is right continuous with
bounded variation we denote it as RCBV. It is locally
RCBYV if this holds for any compact interval [a,b] C R.
If f(-) is BV on [a,b] then it has at most a countable
number of jump discontinuities. Moreover, it has right
and left limits everywhere. The right and left limits of
a function at ¢ are denoted as f(t1) := lims, f(s) and
f(t™) == lim,s ~ f(s), respectively, and are well defined for
BV functions. In this notation, right continuity of f(-) in
t, means that f(tT) = f(¢).

For an interval I C R, we denote by L£'(I,R™;v) and
Ello (I, R™; v) the space of integrable and locally integrable
functions, respectively, from I to R™ with respect to the
measure v. If the measure is not specified then the inte-
gration is with respect to the Lebesgue measure. Similarly,
CYH(R,R™) denotes the set of continuously differentiable

functions from R to R™.

For a non-decreasing, right-continuous function wu(-) of
bounded variation, we can associate a Lebesgue-Stieltjes
measure g = du such that

(s, 1]) = u(t) — u(s).
It is well-known that every RCBYV function could be writ-
ten as a difference of two right-continuous non-decreasing
functions, that is, there exist some functions u™ and u~
(both non-decreasing) such that « = u™ — u~. We can
then associate the Lebesgue-Stieltjes measure with each
of these functions and denote them by u™ and p~, respec-
tively. Thus, if p denotes the Lebesgue-Stieltjes measure
associated with an RCBV function u(-), then yu = p*—p~.

The total variation of this measure is denoted by |u|, and is
equal to 44~ . We will use the notation |p|p, ¢ to denote
the total variation of the measure p over the interval [to, t]
and it is seen that |u|p, 4 = vary(t).

The distributional derivative du (also called the differential
measure) introduced in (2) could be seen as a generalized
notion of derivative and satisfies the following relation:

(5, 4]) = u(t) — u(s) = /( K

One may verify that, for absolutely continuous functions, if
we let du = 4dt with 4(-) a Lebesgue-measurable function
denoting the classical derivative of wu(-), then the above
relation is obtained simply from the fundamental theorem
of calculus. It is noted that the RCBV function u(-) is
decreasing (or, non-decreasing) over an interval if du < 0
(resp., du < 0).

We also recall that the function u(-), being locally RCBV,
has countably many discontinuities over the interval
[to,0), and we let T denote a countable set that in-
dexes the discontinuities of u(-). The measure u associated
with u(-) admits the following decomposition: p = fae +
Hsing T [1d, Where p,c is absolutely continuous with respect
to Lebesgue measure, psing is associated with a singular
function which is continuous everywhere and differentiable
almost everywhere with zero derivative (e.g., the Cantor
function). We use the notation g, := ftac + fsing t0 denote
the continuous part of p. The discontinuous part is given
by pa = > ;7 u({ti}), where u({t;}) denotes the jump
discontinuity at time ¢;. To clarify some notation later
and better understand the definition of the measure p,
note that if u(-) is RCBV on an interval [s, ] with a single
discontinuity at t;, s < t; < t, then uq([s,t]) = p({t;}) =
u(ty) —u(ty), and pe([s, 1]) = p([s, t]) — pa(ls, 1])-

3. SOLUTION CONCEPTS

As stated in the introduction, the solution of system (2)
is well-defined for an absolutely continuous input w(-).
However, in this paper, it is assumed that the function u(-)
is only locally RCBV in which case the term du denotes
the differential measure associated with u(-). When g(-) is
assumed to be a continuous function of time only, and not
of state, there is no ambiguity in the interpretation of the
solution. In that case, Carathédory’s notion of solution
for ordinary differential equation has been extended to
arrive at similar conditions for existence and uniqueness
of solution to system (2) in the class of locally RCBV
functions, see Schmaedeke [1965]. However, with the vector
field g(+) considered as a function of the state variable, the
notion of solution is not so straight forward. The following
example illustrates some degree of difficulty in obtaining
the solution to MDE (2).
Ezample 1. Consider system (2) with f(z) = 0, g(z) =
xz, and u(t) = c1H(t), where ¢ > 0, and H(t) =
{O’ bo<t<t . This gives du = ¢10,, where d;, denotes
1, 1 <t<oo
the Dirac impulse at time ¢;. It is clear that x(t) =
x(tg), for tg < t < ty. For t > ty, if we pick z(t) =
(1 + c1)x(ty) then the equation f{tl} dr = x(tl_)f{tl} du

holds; however, the solution z(t) = z(to)/(1 — ¢1) satisfies



Jery do = z(t]) Ji1,y du. Another solution is obtained by
approximating u(-) with a sequence {uy}72, of continu-
ously differentiable functions. Then for each element of
the sequence, the resulting solution is obtained by solving
£ = 4(t), which leads to zy(t) = 2(tg)e"*®). One then
takes x(-) to be the limit of the sequence {zj}72 ; and let
z(t) = z(to)e*™® to be the solution. In terms of the original
system description in differential form, this last solution
satisfies [(, , dv =2 [, , du, for some & € [z(t]), z(t])].

It is seen that the first two notions of solutions considered
in the example are not continuous with respect to the
inputs. In general, such solutions won’t be unique either.
However, the last solution obtained by approximating
u(+) with continuously differentiable functions has some
nice properties and we will develop results on stability
with respect to such solutions. Formally, the solution to
system (2) is defined as follows:

Definition 1. For a given locally RCBV input u : [tg, 00) —
R, a locally RCBYV function z(u,-) : [tg,00) — R™ is called
a solution of (2) if there exists a sequence of controls
up € Cl([to,o0),R) such that ug(ty) = u(ty), ux — u
in £!-norm on every compact interval I C [tg,o0) and the
corresponding trajectories x(uy, ) — x(u,-) in L£l'-norm
on I.

In order to prove the existence of solution in the sense
of Definition 1, we recall the work of Sussmann [1978§]
and Bressan Jr. and Rampazzo [1991]. Towards that
end, let ®,(s;zq) denote the Carathéodory solution of
the ordinary differential equation # = g(x) at time s
with initial condition g, i.e., ®,(0;x¢) = zo. It is seen
that ®,'(s;z0) = ®4(—s;x9). Now, consider the state
transformation ¢ : R*"*1 — Rt defined as:

7i= () = plo ) i= (B (-w) 0. (3)

The system dynamics in these coordinates are then given
by:

U=F(y,yu),  ylto) = Pe(—ulto);z(t)), (4a)
dyu = du, Yu (tO) = u(tO)' (4b)
where F(y,y,) = 22aCwt) F(@g(yu; y))-

(z,u)=(Pg (Yu;¥)Yu)

In (4), it is important to note that there is no discontinuous
function multiplying the measure du, which makes it easier
to study the solution of this transformed system.

To formally prove the existence of solution to system (2)
in the sense of Definition 1, a sequence of solutions {7}
is first obtained from continuously differentiable functions
ug. The limit of the sequence {f:}, let’s say 7, is then
mapped under the map ¢! to obtain the solution z(-).
We thus have the following result:

Proposition 2. Assume that the equation (4a) has a solu-
tion on every compact interval [to, T], then

a(t) = @y (u(t);y(t),  Vtelto,T]
is the solution of (2) in the sense of Definition 1.

It is important to note that the forward completeness of
the vector fields f(-) and g(+) is not sufficient to guarantee
that the solution of (4a) is forward complete. While work-
ing with continuous inputs, a counterexample has been
given in [Sussmann, 1978, Section 8]. In the same paper

in Theorem 2, he presented sufficient conditions (which
roughly state that f(-) satisfies a linear growth condition
and g(-) € C*(R",R") with % uniformly bounded) that
guarantee the existence and uniqueness of the solutions
to (4) with u(-) being continuous. Later, it was shown in
[Bressan and Rampazzo, 1993, Theorem 2.1] that these
conditions are sufficient for existence of global (in time)
solutions of (4a). Without imposing such conditions on
system vector fields, we work under the following assump-
tion in the remainder of the paper so that the solution of
system (2) is considered according to Proposition 2.

Assumption 1. There exists a unique solution to the ordi-
nary differential equation (4a) on every compact interval
for each RCBV function y,(-).

An interesting outcome of the coordinate transformation
introduced in (3) is that the solution z(-) at the disconti-
nuities is characterized as follows:

Proposition 3. At the atoms {¢;} of y, we have
2(t]) = ®g(u(t]) —ult;y );x(t;))-

To see this, note that from Proposition 2 we have,
w(t]) = P (u(tf);y(t])), where y(tf) = y(t;) =
O, (—u(t;);xz(t;)). Since P, satisfies the group action
properties, we get

O (u(ty ); Pg(—ult; );a(t;))) = Pylult]) — ulty );z(t;)).

Revisiting Example 1: To get a good understanding of the
foregoing discussion, let us apply the coordinate transfor-
mation in (3) to the system considered in Example 1. In
that case, ®,(—u;x) = xze™ ", so that

u

7= ¢(z,u) = (ze ", u).

Since, f(x) =0, we simply get

i= 0 7] (5) e (3) e

Thus, y(t) = y(to) = z(to)e () remains constant,
whereas y,,(t) = u(t). Applying the inverse transformation,
we get z(t) = e*()=%(0)g(ty), which coincides with our
earlier observation.

4. STABILITY RESULTS

We now study the stability properties of system (2) with
respect to the origin. It is assumed that f(0) = 0, so
that the origin is indeed an equilibrium point of the
unforced system. Two variants of the stability notions will
be considered. The first one relates to the attractivity of
the state trajectories towards the origin for a specific class
of inputs and is studied in Section 4.1. Then, in Section 4.2,
we derive weaker conditions to establish the boundedness
of the state trajectories in terms of the total variation of
the input.

Before stating the main result, we recall some standard
definitions: A function « : [0, 00) — [0, 00) belongs to class
K if it is continuous, strictly increasing, and «(0) = 0. If,
in addition, « is unbounded then « belongs to class K. A
function g : [0, 00) X [0,00) — [0, 00) belongs to class KL
if B(-,t) € K for each t > 0, B(r,-) is strictly decreasing
for each r > 0 and B(r,t) — 0 as t — oo.



4.1 Asymptotic Stability

We call the system (2) uniformly asymptotically stable over
a set of inputs U if there exists a class L function S such
that every state trajectory x(-) resulting from the input
u € U as a solution of (2) satisfies |z(t)| < B(|z(to)|, t—t0)-
Theorem 4. Assume that there exists a continuously dif-
ferentiable function V' : R” — R, some class K., func-
tions a1, aso, and some constants a,b,b € R such that the
following holds for each x € R™:

ar(faz]) < V() < ax(lz]), (5a)

(VV(2), f(z)) < aV(z), (5b)

bV (x) < (VV(x),g(x)) < bV (). (5¢)
Let U, g denote the class of inputs satisfying:

alt — to) + b ([to, 1)) — by (to, 1)) < ¢ — Ot — to) (6)
for some ¢ > 0 and 0 € K. Then, system (2) is uniformly
asymptotically stable over U, g.

Proof. Consider the Lyapunov function V(-) satisfying
the hypothesis in the statement of the theorem. Since V()
is continuously differentiable and the solution x(-) is locally
RCBYV, the composition function V(z(t)) is also locally
RCBYV [Moreau and Valadier, 1987, Theorem 3]. Over an
interval (¢;,¢;+1) between the two discontinuities of the
input u(-), the state trajectory z(-) is continuous and the
differential measure of V() is computed by
AV = (VV(x), f(x)) dt + (VV (z), g(x)) du
Writing v = u™ — «~ and using (5b), (5¢), we get
dV < aVdt +bVdu" — bVdu~. (7)
For t € (ti,tit1), let m(t) = a(t — t;) + bu™((t;,t)) —
bp~ ((ti,t)), and
W(t) :=e ™DV (t).
The use of product rule and chain rule for differential
of bounded variation functions (recalled from [Monteiro
Marques, 1993, Page 8] and [Moreau and Valadier, 1987,
Theorem 3]) and inequality (7) yield:
dW =V (t)e ™ (—adt — bdu’ + bdu~) +
<0.
Thus, W(+) is non-increasing on the interval (¢;,¢;41) for
each i € Z, and since W (¢) is right-continuous, W (t) <
W (t;), which implies that
V(t) < eV (). (8)
If {t;} is an atom of the measure p, then from Proposi-
tion 3, x(t]") is obtained by the solution of the differential
equation Z(s) = g(z(s)) at time s = u({t;}) = pt({t;}) —
w~ ({t;}) with the initial condition z(0) = z(¢; ). Equiv-
alently, one can solve 2(s) = g(z(s)) for s € [0, ™ ({t;})]
and 2(s) = —g(z(s)) over the interval [+ ({¢;}), ™ ({t:})+
w~ ({t:})] with 2(0) = z(t;). Let v(s) = V(z(s)), then for
each s € [0, uT({t;: })], v(s) = (VV(2),9(2)) < bu(s), and
the comparison lemma [Khalil, 2002, Lemma 3.4] yields

ot ({t:})) < e Do (0).
For the interval [u*({t;}), p*({t:}) + = ({t;})], we have
0(s) = (VV(z),—g(z)) < —buv(s) which, using comparison
lemma, leads to
o(pt({t}) + - ({t:))) < et Dot ({1:}))
< eb;ﬁ({n}) b (D))

e~ qy

T+

Substituting the value of v and using z(¢;") = 2(u
p~ ({ti})), we get
V(z(th) < bt ({ti}) T { DY (2(8)). (9)

Combining (8) with (9) and using the countable additivity
of the measure u(-), we get:

V(1) < ealt=to)+bu® (lto.th—bu™ (Lto.t) v/ ()
< eIV ()

where we used (6) to obtain the last inequality. Using (5a)
and letting B(r,t) := oy *(eaz(r))e ?® we obtain

|l=(t)] < B(|z(to)],t — to),
which proves the desired result since § € L. O

Remark 5. For impulsive systems, the result of Theorem 4
could be seen as a generalization of [Hespanha et al.,
2008, Theorem 1] where the authors give conditions on
frequency of impulsive times depending on margin of
stability /instability in continuous and discrete dynamics.

We now address a special case of Theorem 4 for a specific
class of inputs. Let U, denote the class of inputs for which
|tlite,00) < M, that is, the total variation of the inputs is
bounded by some constant M > 0. The following corollary
shows that Upr C U, ¢ for some ¢ > 0, and 0 € K

Corollary 6. Suppose that the hypotheses of Theorem 4
hold with @ < 0 in (5b). Then, system (2) is uniformly
asymptotically stable over Uy, .

Proof. To prove the desired result, we derive the constant
¢ and function 6 in (6). Letting b := max{b, |b|}, we note
that

b ([to, 1) — b ([to, 1)) < b(p ™ ([to

= b|/’[/|[to,t] .

Since the total variation is non-decreasing with ¢ and is

bounded by M for all ¢t > ty, we can choose ¢ := bM and

0(t) := —at to see that the inequality (6) indeed holds. O
Ezxample 2. Consider a bilinear system

dx = Azdt + Bxdu (10)

with the matrix A assumed to be Hurwitz. There exists
a symmetric positive definite matrix P > 0 such that
ATP+ PA = —qaP for some a > 0. With V = 2" Pz, this

) + 17 ([to, t]))

gives (VV (), Az) < —aV (z) for all z € R™. Moreover, we
have bV (z) < (VV (z), Bx) < bV (z) for b = % b=
Amax (B)

S5y, Where B = PB + BT P, and Apax(+);, Amin(-) de-
note the maximum and minimum eigenvalues of a matrix,
respectively. If Apin (B ) > 0 and Z/{ed comprises of mputs
that are eventually non-increasing® then system (10) is

asymptotically stable over .4 because, for each u(-) € L{ed,
the term p*([to,t]) becomes constant after some large t.
Similarly, if Apax(B) < 0 and U.; comprises of inputs
that are eventually non-decreasing then system (10) is
asymptotically stable over U,; because i~ ([to,t]) becomes
constant after some t large enough, for each u(-) € Us;.

1 A function h : R — R is called eventually non-increasing if there
exists T such that for every ez > €1 > 0, it holds that h(T +
€2) < h(T +¢€1). Similarly, h(-) is called eventually non-decreasing if
—h(-) is eventually non-increasing.



4.2 Input-to-State Stability with Variation

In contrast to asymptotic stability for a specific class
of inputs, we are now interested in studying another
notion of stability for system (2). The motivation is to
consider systems which are not necessarily asymptotically
stable but the maximum value of the state trajectories
depends on some norm of the driving input. This may be
particularly interesting when u(-) models additive noise or
there are undesired impulsive perturbations in the state
trajectory.

Definition 7. System (2) is called input-to-state stable
(ISS) with respect to variation of the input wu(-) if there
exist a class KL function S and a class K function ~
such that

[z(8)] < B(|lz(to)],t — to) +v(I1lie,) T = to-

Next, we present sufficient conditions under which the
property (11) holds.

Theorem 8. Suppose that there exist a continuously differ-
entiable function V : R™ — R, some class K, functions
aq, a9, and some positive constants a,b,c > 0 such that
for each z € R™:

(11)

ar(|z]) < V(z) < as(|z]), (12a)
(VV (), f(z)) < —aV( ) (12b)
—bV(z) — ¢ < (VV(2),9(x)) <V () + (12¢)

then system (2) is ISS with respect to the varlatlon of u(-).

Proof. Over an interval (¢;,t;11) between two discontinu-
ities of the input wu(-), we have
= (VV(x), f(x))dt + (VV(z),
< —aVdt + bVdu + ¢ du.

Using Lemma 10 in Appendix A, the following holds for
each t € (ti, ti+1)l

V(t) < efa(t*ti)+b|#|[ti,t)V(ti) + ceblPlie; n ‘ﬂ|[ti B

To obtain an upper bound on V(t;“) at a jump instant ¢;,
we follow the same arguments as in the proof of Theorem 4
and use the fact that z(t]") = z(u* ({t;})+p~ ({t;})) where
z(+) is such that Z(s) = g(z(s)) for s € [0, u™ ({t;})] and
H(8) = —gla(s) for = € [t (L))ot (1) + s (Lt
with initial condition z(0) = =z(t;). Letting v(s) =
V(z(s)), we have 0(s) < bv(s) + ¢ for s € [0,u™ ({t;}) +
u=({t;})] using (12¢), and the comparison lemma yields:

o(|plgy) < ePHlro(0) + g (eb“““i} - 1)
where we recall that ‘H|{t7~,} = put({t:}) + = ({t;}). This,

in turn gives
€[ bluliey )
—-le it —1).
i

V() < MoV +

Using these expressions for continuous and discrete flow of
the function V'(+), it is observed that for any t € (t;,t;41),
i > 1, we have

V(t) < Vie(t) + Vi (t) + Va, (1), (13)
where Vj.(-) denotes the evolution of V() due to the
initial condition V' (¢g), V., () denotes the evolution due
to continuous part of the input between discontinuities,
and V,,, denotes the evolution due to jumps in the input.
The values of these three functions are given by:

Vz’c(t) _ e—a(t—to)-‘rb\u\[to,t) V(fo)

g(x)) du

—~

i—1

V. (t) = CZ e~ alt—thp1) 4ol 0 ‘lu|(tk,tk+l)
k=0

+ cebllenn g

Vud (t) e %Zeid(tftk)+b|ﬂ|(zk,t) <eb‘”‘{tk} _ 1) '
=1

Using e 2(t=t) < 1 and e’llevn < eblilion for each
k < i, we obtain

(14)

b bl”l[to 4 Z(eblﬂl{tk} —1).
k=1

To obtain similar bound for V,_(¢), we multiply and

divide (14) by b, and in addition use the fact r < e" — 1,

for r > 0, to get

Vg < = (15)

i—1

Vuc(t) S geb‘m[to‘t] (Z(ebm(tk’tkﬂ) _ ]_)
k=0 (16)

+ (eblp‘l(ti,t) _ 1))

Adding (15) and (16), and using the fact (™ — 1)+ (e —
1) < et — 1, we have
Vi, () + Vi () < pellieos (elion —1). - (17)

Finally, the upper bound on V;.(t) is obtained as follows:
Vie(t) = e—a(t—to)v(to) + e—a(t—to)(eblﬂl[to,t] — 1)V (to)
1
TNV (tg) + S (7 TV (1))

1
+ 5(eblﬂl[tn,t] _ 1)2_

(18)

The estimate as in (11) can now be computed by intro-
ducing the following functions:

Blr,t) == ai (B as(r))) (19)
where 0(r) :=r + 1r?is a class Koo function, and
1
v(s) == i(ebS —1)% + gebs(ebS —1). (20

)
(13) and noting that V(z(tg)) <
YV (x(t))), the desired result
9) and (20),

Plugging (17), (18) in
as(|z(to)]) and |z(t)] < o
(11) is obtained with 8 and 7 defined in (1
respectively. O

Remark 9. For absolutely continuous functions, the varia-
tion is equal to £'-norm of the derivative of that function.
Since system (2), in that case, could be thought of as
driven by the derivative of the input, the notion of ISS
given in Definition 7 coincides with the notion of integral
ISS dicussed in Sontag [1998]. Comparing our sufficient
conditions with the ones presented in that paper, we chose
to work with a linear multiple of the norm of the input
instead of an arbitrary class K, function so that the re-
sulting inequalities involving measures could be explicitly
solved.

Ezample 8. Consider the MDE dx = —x + du with the
Lyapunov function V(z) = 122. It is easy to see that the
inequalities (12) hold with a4 (r) = as(r) = 27‘ , and the
constants a = b = 2, ¢ = 1. Thus the system is ISS with
respect to variation.

Ezxample 4. Consider the following bilinear system:

dx = Azxdt + (Bix + Bg)du



with A being a Hurwitz matrix. We show that this system
is ISS with respect to variation of the input. To see this,
we consider the Lyapunov function V = 2" Pz where P
is a symmetric positive definite matrix satisfying AT P +
PA = —aP for some a > 0. Thus, (12a) and (12b) hold.
To find the desired constants in (12c), note that
(2Pz, Byz) < 2|PBy|| - |z|?

where ||[PBj|| denotes the induced Euclidean norm of the
matrix PBy. Also,

(2Pz, By) < 2||PBy|| - |2| < | PBy|* + a2
Similarly, by using the Cauchy-Schwarz inequality in other
direction, we get

(2P, Biw + By) = —(2||PBy|| + 1)]ef* — | PBs .
Using the fact |z|2 < Am;i(P) V(z), it is observed that (12c)
holds with

b

2”1 Bl” 1 2
= = ||PB .
Amin(P) ’ ¢ || 2H

5. CONCLUSION

In this paper, we studied the problem of stability in a
class of differential equations driven linearly by differential
measures associated with functions of locally bounded
variation. Sufficient conditions based on Lyapunov func-
tion were given for uniform asymptotic stability over a cer-
tain class of inputs. We then studied a generalized notion
of integral ISS in measure driven systems and presented
sufficient conditions under which the supremum norm of
the state is bounded by the total variation of the measure
associated with input.

Appendix A. GENERALIZED COMPARISON LEMMA

Lemma 10. Consider a continuous function V'(-) that sat-
isfies
dV < —aVdt +bVdu + cdp

on an interval [tg,t1), then for each t € [tg,t1)
V(t) < e—a(t—tu)-‘rbu([to,t))V(to) + celllig ‘,U|[to,t)-

(A1)

Proof. We split the proof in two steps:
Step 1. Consider a continuous function W such that

dW = —aWdt + bW dp + cdp (A.2)

with W (ty) = V(o). Let us consider a sequence {uy}72
of continuously differentiable functions converging to u(-)
with respect to £-norm and let Wj, represent the solution
of (A.2) obtained by replacing du with @dt. Then

t
WD) = 0t t0)Wi(ta) + ¢ | B(t,)in(s)ds
to
where ®(t,s) = e elt=s)tb(u®=uwls)) and Wy (ty) =
W (to) for each k > 1. Using the inequalities e~alt=s) <1
and g (t) — u(s)| < [} |i()|dr for each s € [to,1], we
obtain
Wi (t) < e~ alt—to)+b(us®=urlto) 1y, (1))
+ceb”uk“O*t)HI||v$ck[to,t)||1.

From [Ambrosio et al., 2000, Theorem 3.9], one can pick

the sequence uy () converging to u(-) in £!-norm such that
Huk[w |1 converges to |u|[t07t). Hence,

W (t) < e”ot—to) ooy (40) 4 celtlito0 |l £, -

Step 2. We now show that V' (¢) < W(¢) for each t € [to, 1),
from which the desired result follows. Indeed, if V' and W
satisfy (A.1) and (A.2), then W :=V — W satisfies

dW < —aWdt + deu

where W (tg) = 0. Using the same arguments as in the
proof of Theorem 4, we obtain

W(t) < e~ @t Tou(lto DY (1)
so that W (t) < 0, or equivalently V (t) < W(t).
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