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Abstract

We study the regular action of an analytic pseudo-group of transformations
on the space of germs of various analytic objects of local analysis and local
differential geometry. We fix a homogeneous object F0 and we are interested in
an analytic normal form for the whole affine space {F0+h.o.t.}. We prove that
if the cohomological operator defined by F0 has the big denominators property
and if a formal normal form is well chosen then this formal normal form holds
in analytic category. We also define big denominators in systems of nonlinear
PDEs and prove a theorem on local analytic solvability of systems of nonlinear
PDEs with big denominators. Moreover, we prove that if the denominators grow
“relatively fast”, but not fast enough to satisfy the big denominator property,
then we have a normal form, respectively local solvability of PDEs, in a formal
Gevrey category. We illustrate our theorems by explanation of known results
and by new results in the problems of local classification of singularities of
vector fields, non-isolated singularities of functions, tuples of germs of vector
fields, local Riemannian metrics and conformal structures.
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1 Introduction

This article is mainly concerned with local analytic classification of various analytic
objects, like tuples of vector fields, tuples of maps, Riemannian metrics, conformal
structures, under the actions of various pseudo-groups of germs of analytic objects,
the simplest one is the pseudo-group of local diffeomorphisms. We fix “the leading
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part” F0 which is usually a well-understood object and which is homogeneous, say
of degree q, with respect to some grading, and we work in the affine space consisting
of analytic objects of the form F0 + V>q, where V>q is a neighborhood of 0 in the
space of germs of analytic objects of order greater then q. An element of that space
will be denoted by F0 + h.o.t.. A natural way to compare f and F0 is to construct
a normal form N ⊂ {F0 + h.o.t.}, defined by F0 and serving for the whole affine
space {F0 + h.o.t.}. Constructing a formal normal form (on the level of formal
power series) can be reduced to linear algebra. A formal normal form is enough for
certain applications, but in many cases we need an analytic normal form and one
should deal with the following question: under which conditions the chosen formal
normal N holds in analytic category, i.e. any analytic object f ∈ {F0 + h.o.t.} can
be brought to f̃ ∈ N by an analytic transformation of the given pseudo-group, and
consequently f̃ is also analytic. This question is precisely the problem we want to
address in this article.

In this paper we define the big denominators property in general case (for an
arbitrary local classification problem), we show that this property holds in a number
of problems, and we prove that if we have big denominators and a formal normal
form is well-chosen then this formal normal form holds in analytic category.

The classical obstacles for transition from formal to analytic category are small
divisors such as those encountered in celestial mechanics or local dynamical systems.
There are other obstacles. For example, in the problem of local classification of vector
fields of the form ẋ = Ax+h.o.t. with a fixed matrix A there are the following cases:
(a) small divisors, (b) no small divisors, but there are infinitely many resonant
relations and (c) no small divisors, the tuple of the eigenvalues of A belongs to
the Poincaré domain (and consequently there are not more than a finite number
of resonant relations). The resonant, or Poincaré-Dulac formal normal form does
not hold in analytic category not only in case (a), but also, as it was proved by A.
Brjuno, in case (b), see [AA88, Bru72]. In case (c) it holds in analytic category. One
of the explanation of this classical theorem, the explanation which is the starting
point for this paper, is as follows: instead of having small divisors, in case (c) one
has big denominators.

We claim that there are many other significant local classification problems where
Theorem 2.13 works and allows obtain new results. The main idea of big denomi-
nators is that the big denominators property will overcome the factorial divergence
provided by the derivatives in the nonlinear equations expressing the analytic equiv-
alence of an object to an object having a formal normal form.

In section 2 we define a very wide class of local classification problems we deal
with, we present a simple way for constructing a formal normal form, and we define
the big denominator property. Our first main Theorem 2.13 (see below) states that
in the case of big denominators and uniformly bounded formal normal form, this
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normal form holds in the analytic category.

In section 3 we formulate our second main theorem, Theorem 3.6 on local solv-
ability of non-linear systems of PDEs. We define big denominators for such systems
and prove the local analytic solvability in the case of big denominators. We explain
that Theorem 2.13 is a simple corollary of Theorem 3.6. It means that a “right
place” of Theorem 2.13 is the local theory of analytic non-linear PDEs rather than
local classification problems. Nevertheless the applications of Theorem 3.6 that we
know concern namely local classification problems. For instance, the conjugacy of
two germs of vectors fields X,Z by the mean of a germ of a diffeomorphism Ψ is
given by Ψ∗X = Z and can written as a non-linear PDE’s satisfied by Ψ.

Theorems 2.13 and 3.6 are proved in section 4.

What happens if there are the big denominators, but they are not big enough to
overcome the growth of the derivatives? Divergence of the solution is to be expected
as it is well known for germs of vector fields. Can this divergence be very wild ?
This question is studied in section 5. We prove that in this case a formal normal
form holds in α-Gevrey category for some α > 0 (the loss of growth). It means
that the norm of the homogeneous degree i part of the normalizing transformation
grows as (i!)α. This shows that even if the solution diverges, this divergence is
not too wild. We recover recent results by Bonckaert-De Maesschalck and also by
Iooss-Lombardi. This is the same phenomenon as in problem of nonlinear singular
ordinary differential equation with irregular singularity. Our method of proof of this
result is inspired by Malgrange’s version of Maillet theorem [Mal89]. Existence of
smooth Gevrey solution such as [Sto13] or the existence of “sectorial” holomorphic
solution such as in [MR82, Sto96] are actually out of reach in that general context.

Our claim that there are many significant local classification problems with big
denominators so that we can apply our main theorems to explain both some classical
and some recently obtained results, as well as to obtain new results on analytic
normal forms, is confirmed in section 6 called “Applications” and in the appendix
section. In these sections we show what our main theorems give for concrete local
classification problems: of singular vector fields, of functions (including non-isolated
singularities), of n-tuples of linearly independent vector fields on Rn, of Riemannian
metrics, and of conformal structures.

2 Big denominators in local classification problems

2.1 Classification problems with filtering action of a pseudo-group

In order to describe a very wide class of local classification problems we will deal
with, we need the following notations:
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Ak
n (resp. Âk

n) is the space of k-tuples of germs at 0 ∈ Rn (or Cn) of analytic
functions (resp. formal power series maps) of n variables;
(
Ak
n

)(i)
is the homogeneous part of Ak

n of degree i ≥ 0;
(
Ak
n

)
>d

is the subspace of Ak
n consisting of germs with zero d-jet at 0 ∈ Rn;

We recall that

Âk
n =

⊕

i≥0

(
Ak
n

)(i)
.

Definition 2.1. The order at the origin of the formal power series F =
∑

i≥0 F
(i) ∈

Âk
n is the largest integer k, such that F (i) = 0, for all i < k and F (k) 6= 0. It will be

denoted by ord0F .

Definition 2.2. Let i ≥ 0 and let F = (F1, ..., Fk) ∈
(
Ak
n

)(i)
. Let Fj =

∑
Fj,αx

α

where the sum is taken over all j = 1, ..., k and all multiindexes α = (α1, ..., αn) such
that |α| = α1 + · · ·+ αn = i. Then

||Fj || =
∑

|α|=i

|Fj,α|, ||F || = max (||F1||, · · · , ||Fk||) .

We recall that F =
∑

i≥0 F
(i) ∈ Âk

n defines a germ of analytic map if and only

if there exist, M > 0 and r > 0 such that ‖F (i)‖ ≤ M(1/r)i. It is well known (see
[GR71] for instance) that the space

Hr :=



F ∈ Âk

n, ‖F‖r :=
∑

i≥0

‖F (i)‖ri < +∞



 (2.1)

is a Banach space. All these spaces define a basis of neighborhoods for Ak
n.

Let us fix

P (q) ∈ (As
n)

(q) , q ≥ 0 and the affine space AP (q) = P (q) + (As
n)>q . (2.2)

Let r ∈ N∗ and let m = (m1, . . . ,mr) ∈ Nr be a multiindex.

Let G be a pseudo-group acting on AP (q) . We assume that G has the form

G = id+ F>0
r,m, F>0

r,m = (An)>m1
× (An)>m2

× · · · × (An)>mr
(2.3)

The space F>0
r,m is filtered by the subspaces

F>i
r,m := (An)>i+m1

× (An)>i+m2
× · · · × (An)>i+mr

, i ≥ 0
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Remark 2.3. The infinite-dimensional vector space F parameterizes the Lie algebra
of the group G.

Definition 2.4. We shall say that F ∈ F>0
r,m has order > i at the origin if F ∈ F>i

r,m

but F 6∈ F>i+1
r,m .

Problem 2.5. To find as simple as possible normal form N ⊂ AP (q) serving for the

whole AP (q), i.e. any f ∈ AP (q) is equivalent to some f̃ ∈ N with respect to the
action of G.

Certainly we need some properties of the action of G . At first we assume that
the action is filtering which means the following. Denote

F
(i)
r,m = (An)

(m1+i) × (An)
(m2+i) × · · · × (An)

(mr+i) , i ≥ 1.

Definition 2.6. The action of G on AP (q) is filtering if for any P (q) + R ∈ AP (q)

and any F ∈ F>0
r,m one has

(id+ F )∗(P
(q) +R) = P (q) +R+ SP (q)(F ) + T (R;F ) (2.4)

where SP (q) is a linear operator defined by P (q) only, T (R, 0) = 0 and

SP (q)

(
F

(i)
r,m

)
⊆ (As

n)
(q+i) , (2.5)

ord0 (T (R;F )− T (R;G))) > ord0 (F −G) + q. (2.6)

Remark 2.7. The linear operator SP (q) is the linearization of the action of G at
identity evaluated at P (q). In the case where G is the group of germs of diffeomor-
phisms at 0, then SP (q) maps a germ of vector field F to the Lie derivative of F
along P (q): SP (q)(F ) = [SP (q) , F ] = d

dt(exp(tF )∗P
(q))|t=0

where exp(tF ) denotes the
flow at time t of the vector field F .

Notation. By Ĝ = Id+ F̂ where F̂ =
(
Ân

)
>d1

×· · ·×
(
Ân

)
>dr

we will denote the

group of formal transformations corresponding to the group G .

2.2 Formal normal form

The solution of Problem 2.5 in the formal category is given by the following simple
statement.

Proposition 2.8 (Formal normal form). Assume that the action of G on AP is
filtering. Let

S
(i)

P (q) : F
(i)
r,m → (As

n)
(q+i)
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be the restriction of SP (q) to F (i). Fix any complementary subspaces N q+i ⊂ (As
n)

(q+i)

to the image of the operators S
(i)
P :

(As
n)

(q+i) = Image S
(i)
P ⊕N q+i, i ≥ 1. (2.7)

Let
N̂ = N (q+1) ⊕N (q+2) ⊕ · · · .

Then the affine space P (q) + N̂ is a formal normal form with respect to the action

of G serving for the whole affine space AP (q). That is, for each R̂ ∈
(
Âs
n

)
>q

, there

exists a formal transformation Φ̂ ∈ Ĝ such that

Φ̂∗(P
(q) +R)− P (q) ∈ N̂ .

Proof. The filtering property allows to normalize the terms of order q + 1, i.e. to

bring them to N (q+1), by a transformation of form id + λ, λ ∈ F
(1)
r,m. Assume now

that terms of order ≤ q+p are normalized. The filtering property allows to normalize

the terms of order (q+p+1) by a transformation of form id+λ, λ ∈ F
(p+1)
r,m without

changing the terms of order ≤ q + p.

2.3 Theorem on analytic normal forms

Definition 2.9. A formal normal form P (q) + N̂ holds in analytic category if for
any R ∈ (As

n)>q there exists Φ ∈ G such that the formal series of the analytic germ

Φ̂∗(P
(q) +R)− P (q) belongs to N̂ ∩ (As

n)>q.

Now Problem 2.5 can be specified as follows.

Problem 2.10. What has to be assumed in order to state that the normal form
P (q) + N̂ holds in analytic category?

We will give an answer involving the following definition.

Notation. Given F = (F1, ..., Fr) ∈ Fr,m and x ∈ Rn denote

jmx F = (jm1
x F1, · · · , j

mr
x Fr) , JmFr,m = {(x, jmx F ) , x ∈ Rn, F ∈ Fr,m} .

Definition 2.11. The action of G on AP (q) is an analytic differential action of
order m = (m1, ...,mr) if there exists a linear map S depending only on P (q) and,
for any X ∈ AP (q) , there exists an analytic map germ

W : (JmFr,m, 0) → (Rs, 0)

such that, W (x, 0) = 0 and for any x close to 0 and any F ∈ Fr,m with jmx F close
to 0,

(id+ F )∗X = X + S(F ) +W (x, jmx F ).
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Definition 2.12. An analytic differential action of order m = (m1, ...,mr) is said
to be regular if, for any formal map F = (F1, . . . , Fr) with ord0Fi ≥ mi + 1, then

ord0

(
∂Wi

∂uj,α
(x, ∂F )

)
≥ pj,|α|,

where
pj,|α| = max(0, |α| + q + 1−mj). (2.8)

Here, we have set ∂F :=
(
∂|α|Fi

∂xα , 1 ≤ i ≤ r, 0 ≤ |α| ≤ mi

)
.

Given a formal normal form P (q) + N̂ denote by

π
(q+i)
N : (As

n)
(q+i) → Image S

(i)

P (q)

the projection corresponding to the direct sum (2.7). Then the equation

S
(i)

P (q)(F
(i)) = π

(q+i)
N (A(q+i)), A(q+i) ∈ (As

n)
(q+i) , i ≥ 1 (2.9)

has a solution
F (i) =

(
F

(m1+i)
1 , ..., F (mr+i)

r

)
∈ F

(i)
r,m (2.10)

for any A(q+i) ∈ (As
n)

(q+i).

To formulate our main theorem on analytic normal forms we need to fix norms
in the spaces of homogeneous vector functions.

Theorem 2.13 (Main theorem on analytic normal form). Assume that the action
of a pseudo-group G of form (2.3) on an affine space of form (2.2) is analytic
differential of order m = (m1, . . . ,mr), filtering and regular. Let P (q) + N̂ be a
formal normal form as constructed in Proposition 2.8. Assume there exists C > 0
which depends neither on i nor on A(q+i) ∈ (As

n)
(q+i) such that equation (2.9) has a

solution (2.10) satisfying the estimates

||F
(m1+i)
1 || < C

||A(q+i)||

im1
, · · · , ||F (mr+i)

r || < C
||A(q+i)||

imr
. (2.11)

The formal normal form P (q) + N̂ holds in analytic category.

Remark 2.14. In section 6 and in the Appendix, we present several natural local
classification problems for which the assumptions of Theorem 2.13 hold true.

The main assumption (2.11) of the previous Theorem means that we have the
following two properties:

• The big denominators property. It is a property of the linear operators S
(i)

P (q) and
it has nothing to do with the formal normal form. This property is as follows:
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there exists C > 0 such that for any i ≥ 1 and any A(q+i) ∈ Image S
(i)

P (q) the equation

S
(i)

P (q)(F
(i)) = A(q+i) has a solution (2.10) satisfying (2.11).

• Uniformly bounded formal normal form. This property concerns the choice of
the complementary spaces in Proposition 2.8 which defines the formal normal form
P (q) + N̂ . We will say that this formal normal form is uniformly bounded if for any

i ≥ 1 and any A(q+i) ∈ (As
n)

(q+i) one has ||π
(q+i)
N (A(q+i))|| < C||A(q+i)|| for some

constant C > 0 which depends neither on i nor on A(q+i) ∈ (As
n)

(q+i).

So, the assumption (2.11) of Theorem 2.13 is equivalent to the assumption that
the operator SP (q) has big denominator property along with the assumption that

the formal normal form P (q) + N̂ is uniformly bounded.

Remark 2.15. One may consider a subspace BP (q) of AP (q) of higher order pertur-
bations of P (q) that preserve a property. It could be, for instance, commuting with an
involution or leaving invariant a differential form. Then, we will use the subgroup
G̃ of G that leave the property invariant. Then, one has to consider a subspace F̃>0

r,m

of F>0
r,m, namely the “Lie algebra” of G̃. The operator S has to be considered as a

map from F̃>0
r,m to BP (q) with the induced topology. We refer to [LS10][section 4.3]

for a similar discussion in the case of vector fields (the map S is denoted there d0).

Remark 2.16. The theorem is also true if instead using the norms of definition
2.2, we use a norm that satisfies the following requirements :

1. f ∈ An if and only if f̂(t) :=
∑

i≥0 ‖f
(i)‖ti is analytic at 0 ∈ C, where f (i)

denotes the homogeneous part of degree i of the formal power series f .

2. ‖f̄ (i)‖ = ‖f (i)‖ (f̄ (i) is the polynomial obtained by replacing the coefficients of
f (i) by their absolute value)

3.
∂̂Qf

∂x|Q|
≺
∂|Q|f̂

∂t|Q|
.

4.
f̂ g ≺ f̂ .ĝ.

Besides, characterization of convergent power series, these requirements are those
of lemma 4.2. For instance, the modified Belitskii scalar product defined as follow :

〈f, g〉MB =
∑

|α|=i

α!

|α|!
fαḡα

satisfied these requirements (as shown in [LS10] and remark 4.3).
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3 Big denominators in non-linear systems of PDEs

In this section we generalize Theorem 2.13 to a theorem on local analytic solvability
of non-linear systems of PDEs. We define big denominators for such systems and
prove the local analytic solvability in the case of big denominators. We explain that
Theorem 2.13 is a simple corollary of Theorem 3.6 in this section. It means that
a “right place” of Theorem 2.13 is the theory of non-linear PDEs rather than local
classification problems. Nevertheless the applications of Theorem 3.6 that we know
concern namely local classification problems. We refer to [Trè68] for analytic theory
of PDE’s. For the study of some singularities analytic of PDE’s, we refer to [BG73,
GT96]. Our references for singularity analytic theory of ODE’s are [Was87, HS99].

3.1 The problem

Let m = (m1, . . . ,mr) ∈ Nr be a fixed multiindex. Given F = (F1, ..., Fr) ∈ F>0
r,m

and x ∈ Rn denote

jmx F = (jm1
x F1, · · · , j

mr
x Fr) , JmF>0

r,m =
{
(x, jmx F ) , x ∈ (Rn, 0), F ∈ F>0

r,m

}
.

Definition 3.1. A map T : F>0
r,m → As

n is a differential analytic map of order

m at the point 0 ∈ Ak
n if there exists an analytic map germ

W :
(
JmF>0

r,m, 0
)
→ (Rs, 0)

such that T (F )(x) = W (x, jmx F ) for any x ∈ Rn close to 0 and any function germ
F ∈ F>0

r,m such that jm0 F is close to 0.

Denote by

v = (x1, ..., xn, uj,α) , 1 ≤ j ≤ r, α = (α1, ..., αn) ∈ Nn, |α| ≤ mj

the local coordinates in JmAr
n, where uj,α corresponds to the partial derivative

∂|α|/∂xα1
1 · · · ∂xαn

n of the j-th component of a vector function F ∈ Ar
n.

Definition 3.2. Let T : F>0
r,m → As

n be a map.

• We shall say that it increases the order at the origin (resp. strictly) by q
if for all (F,G) ∈ (F>0

r,m)2 then

ord0 (T (F )− T (G)) ≥ ord0(F −G) + q,

(resp. > instead of ≥).
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• Assume that T is an analytic differential map of order m defined by a map
germ W :

(
JmF>0

r,m, 0
)
→ (Rs, 0) as in Definition 3.1. We shall say that it is

regular if, for any formal map F = (F1, . . . , Fr) ∈ F̂>0
r,m, then

ord0

(
∂Wi

∂uj,α
(x, ∂F )

)
≥ pj,|α|,

where pj,|α| = max(0, |α| + q + 1 − mj). As above, we have set ∂F :=(
∂|α|Fi

∂xα , 1 ≤ i ≤ r, 0 ≤ |α| ≤ mi

)
.

Let us consider linear maps1 :

1.
S : F>0

r,m → As
n,

that increases the order by q.

2.
π : As

n → Image (S) ⊂ As
n

is projection onto Image (S).

Let us consider a differential analytic map of order m, T : F>0
r,m → As

n.
We consider the equation

S(F ) = π (T (F )) (3.1)

The problem is to find a sufficient condition on the triple (S,T , π) under which
equation (3.1) has a solution F ∈ F>0

r,m. In what follows we will prove that one
of sufficient conditions is the “big denominators property” of the triple (S,T , π)
defined in this section below.

3.2 Big denominators. Main theorem

Definition 3.3. Let k ∈ N∗. Given F ∈ Ak
n we define an analytic function germ of

one complex variable z ∈ C by

F̂ (z) :=
∑

i≥0

||F (i)||zi, z ∈ C,

where F (i) denotes the homogeneous degree i part of F of the Taylor expansion at
the origin. The norms in the spaces of homogeneous vector functions are those of
Definition 2.2.

1see remark 3.8
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Definition 3.4. Given two formal power series F =
∑
Fαz

α and G =
∑
Gαz

α of
n complex variables z = (z1, ..., zn) we will say that G dominates F (F ≺ G) if

Gα ≥ 0 and |Fα| ≤ Gα for all multi-indexes α = (α1, ..., αn).

We also denote
F =

∑
|Fα|x

α.

Now we can define the big denominators property of the triple (S,T , π) in equa-
tion (3.1).

Definition 3.5. The triple of maps (S,T , π) of form (3.1) has big denominators
property of order m if there exists an nonnegative integer q such that the following
holds:

1. T is an regular analytic differential map of order m that strictly increases the
order by q and jq0T (0) = 0.

2. S : F>0
r,m → As

n is linear and increases the order by q.

3. the linear map π : As
n → Image (S) ⊂ As

n is a projection.

4. the map S admits right-inverse S−1 : Image(S) → Ar
n such that the compo-

sition S−1 ◦ π satisfies:

there exists C > 0 such that for any G ∈ As
n of order ≥ q + 1, one has for all

1 ≤ i ≤ r

dmizq ̂S−1
i ◦ π(G)

dzmi
≺ CĜ. (3.2)

where S−1
i denotes the ith component of S−1, 1 ≤ i ≤ r.

Our main theorem is as follows.

Theorem 3.6 (Main theorem on non-linear systems of PDEs). Let us consider a
system of analytic non-linear pde’s such as equation (3.1) :

S(F ) = π (T (F )) .

If the triple (S,T , π) has big denominators property of order m, according to defi-
nition 3.5, then the equation has an analytic solution F ∈ F>0

r,m.

Remark 3.7. Condition (3.2) means that, for all i ≥ 1,

∥∥∥∥
(
S−1
j ◦ π(G)

)(i+mj)
∥∥∥∥ ≤ C

‖G(i+q)‖

(i+mj + q) · · · (i+ q + 1)
. (3.3)
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Hence, if G ∈ As
n if of order ≥ q + 1, and r > 0 then

||S−1
j ◦π(G)||r =

∑

i≥1

||
(
S−1
i ◦ π(G)

)(i+mj) ||rmj+i ≤ C
∑

i≥1

||G(i+q)||ri+mj = Crmj−q‖G‖r.

Hence, the maps S−1
j ◦ π, 1 ≤ j ≤ r, are continuous with respect to the topology

defined by Hr (see (2.1)).

Remark 3.8. The linear maps S and π do not need to be continuous with respect
to the topology induced by Hr. In fact they can to be thought just as formal maps

Ŝ : F̂>0
r,m → Âs

n, π : Âs
n → Image (Ŝ) ⊂ Âs

n (F̂>0
r,m denotes the formal completion of

F>0
r,m). As mentioned above, the big denominators property leads to the fact S−1 ◦ π

is continuous with respect to that topology.

Theorem 3.9 (Variation of the main theorem on non-linear systems of PDEs). Let
m = (m1, . . . ,mr) ∈ Nr be a fixed multiindex. Let q be a nonnegative integer and
let d ≥ −minimi be an integer. Let us consider a triple (S,T , π) such that

1. T is an analytic differential map of order m that strictly increases the order
by q − d and jq0T (0) = 0.

2. T is d-regular that is : for any formal map F = (F1, . . . , Fr) with ord0Fi ≥
mi + 1 + d, then

ord0

(
∂Wi

∂uj,α
(x, ∂F )

)
≥ pj,|α|,

where
pj,|α| = max(0, |α| + q + 1−mj − d). (3.4)

Here, we have set ∂F :=
(
∂|α|Fi

∂xα , 1 ≤ i ≤ r, 0 ≤ |α| ≤ mi

)
.

3. S : F>d
r,m → As

n is linear and increases the order by q − d.

4. the linear map π : As
n → Image (S) ⊂ As

n is a projection.

5. the map S admits left-inverse S−1 : Image(S) → Ar
n such that the composition

S−1 ◦ π satisfies:

there exists C > 0 such that for any G ∈ As
n of order ≥ q + 1, one has for all

1 ≤ i ≤ r

dmizq−d ̂S−1
i ◦ π(G)

dzmi
≺ CĜ. (3.5)

Then the equation :
S(F ) = π (T (F )) .

has an analytic solution F ∈ F>d
r,m.

13



3.3 From theorem 3.6 to theorem 2.13

Let us prove that theorem 2.13 is a corollary of theorem 3.6. We are given an
analytic differential action of order m. Hence, given R>q ∈ As

n of order > q and
F ∈ F>0

r,m, the action is defined, according to (2.4), by

(id+ F )∗(P
(q) +R>q) = P (q) +R>q + S(F ) + T (R>q, F ).

and T (R>q, F ) =W (x, jmx F ) for some analytic mapW at the origin in the jet-space.
We assume that S and π are linear operators such that, one has

S
(
F

(i)
r,m

)
⊂ (As

n)
(q+i), π

(
(As

n)
(i)
)
⊂ (As

n)
(i) ∩ Image(S)

The projection operator Id− π is supposed to define the formal normal form space.
Therefore, that (Id+ F ) conjugates P (q) +R>q to a normal form means that

π
(
(id+ F )∗(P

(q) +R>q)− P (q)
)
= 0.

In other words, F is solution to the problem

S(F ) + π (R>q +W (x, jmx F )) = 0.

Let us set T (F ) := −(R>q+W (x, jmx F )). According the the filtering property (2.5)
(resp. (2.6)), S (resp. T strictly) increases the order by q. Moreover, T is regular
since the action is, so that W is regular. Moreover, T (0) = −R>q has order > q at
the origin. Hence, the first three points of definition 3.5 are satisfied.

The operator S can have a kernel. So each space F
(i)
r,m of “homogeneous” poly-

nomial mapping degree i, can be decomposed as a direct sum into

F
(i)
r,m = kerS

(i)

|F
(i)
r,m

⊕ C(i).

for some chosen subspace C(i). This choice defines a right inverse of S(i) :

(S(i))−1 : Image S(i) → C(i).

And S(i) is injective on C(i).
Estimates (2.11) can rephrased as follows : for any any i ≥ 1 and A(i+q) ∈

(As
n)

(i+q), we have

∥∥∥∥
(
S−1
j ◦ π(A(i+q))

)(i+mj)
∥∥∥∥ ≤ C

||A(i+q)||

imj
, j = 1, . . . , r

with a constant C > 0 which does not depend on i and on G. Hence, (3.2) is
satisfied.
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4 Proof of the main theorem 3.6

The proof goes as follow : We first prove to that there exists a unique formal solution
to the problem. Then, we show that this formal solution is dominated by a solution
of an analytic system of nonlinear ordinary differential equations that has a a kind
of regular singularity at the origin. We then prove that this last solution is indeed
analytic in a neighborhood of the origin.

4.1 Existence of a formal solution

Given equation (3.1), with (S,T , π) having the big denominators property of order
m, let us first show that there exists a formal solution F to

F = S−1(π(T (F ))),

We look for an r-tuple of formal power series F =
∑

k≥1 F
(k) where F (k) :=

(F
(m1+k)
1 , . . . , F

(mr+k)
r ), F

(mj+k)
j is an homogeneous polynomial of degree mj + k.

We shall say such a r-tuple F (k) is “homogeneous of degree k” when it does not lead
to confusion. The order of an r-tuple of formal power series is the greatest integer i
such that F (i) 6= 0.

Let us prove by induction on the degree k ≥ 1, that F (k) is uniquely determined
by

F (1) :=
(
S−1 ◦ π(T (0))

)(1)
, F (k) :=

(
S−1 ◦ π(T (Fm+1 + · · ·+ Fk−1))

)(k)
, k > 1.

By assumption, we have ord0T (0) ≥ q + 1. Since T strictly increases the order by
q, then

ord0(T (F )− T (0)) > q + 1, i.e. jq+1
0 (T (F )− T (0)) = 0.

According to the big denominators properties, we have

ord0
((
S−1(π(T (F ))) − S−1(π(T (0)))

))
> 1.

On the other hand, we have

F = S−1 ◦ π(T (0)) +
(
S−1(π(T (F ))) − S−1(π(T (0)))

)
.

Therefore, F (1) is uniquely defined by

F (1) :=
(
S−1(π(T (0)))

)(1)
.

Assume that F (1), . . . , F (k−1) are known by induction. Let us set Sk−1 :=
∑k−1

i=1 F
(i).

Let us show that F (k) =
(
S−1 ◦ π(T (Sk−1))

)(k)
. Indeed, we have

F = S−1 ◦ π(T (Sk−1)) +
(
S−1(π(T (F ))) − S−1(π(T (Sk−1)))

)
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We have

ord0
(
S−1(π(T (F ))) − S−1(π(T (Sk−1)))

)
≥ ord0 (T (F )− T (Sk−1))− q

Since T increases the order by q, we have

ord0 (T (F )− T (Sk−1)) > ord0 (F − Sk−1) + q.

Hence, we have

ord0
(
S−1(π(T (F ))) − S−1(π(T (Sk−1)))

)
> k

and we are done.

4.2 Existence of an analytic majorant

In the previous section, we proved that the problem has a formal solution. We
shall prove that this solution is dominated by a germ of analytic map. This germ
is defined to the solution of some system of analytic nonlinear ordinary differential
equations. The key statement in the proof of Theorem 3.6 is as follows.

Proposition 4.1. Under assumptions of theorem 3.6, there exists a nonnegative
integer k, a germ G(t, uj,l, 1 ≤ i ≤ r, 0 ≤ l ≤ mj) of analytic function of (m1+1)+
· · · + (mr + 1) + 1 variables and there exists germs of analytic functions f1, . . . , fr
of one variable vanishing at the origin such that, for all 1 ≤ j ≤ r,

1.

dmjzmj+q+kfj
dzmj

(z) = CG

(
z,
dlzmj+kfj(z)

dzl
, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)
. (4.1)

Here, C is the constant involved in the big denominators property.

2.
̂

Fj(z)− F
≤mj+k
j ≺ zmj+kfi(z), j = 1, . . . , r. (4.2)

We shall first construct the majorant function G and we shall then prove that if
the fj’s are formal solutions of the system (4.1), then the estimates (4.2) hold. On
the other hand, we shall prove that the system (4.1) has indeed a germ of analytic
solution vanishing at the origin. The regularity assumption will say that the system
has only a regular singularity at the origin.
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4.2.1 Construction of majorant system of differential equations with
regular singularity

The function G of m+ 2 variables in Proposition 4.1 can be constructed as follows,
from the map W : JmAr

n → Rs in Definition 3.1 and the constant C in item 2.2 of
Definition 3.5. Denote by

v = (x1, ..., xn, uj,α) , j ∈ {1, ..., k}, α = (α1, ..., αn), |α| ≤ m

the local coordinates in JmAr
n, where uj,α corresponds to the partial derivative

∂|α|/∂xα1
1 · · · ∂xαn

n of the j-th component of a vector function F ∈ Ar
n.

The mapping W = (W1, ...,Ws) is analytic in neighborhood of 0 and W (0) = 0.
We recall that the equation has a unique formal solution F = (F1, . . . , Fr). Let
k ≥ 1 and let us define

F≤k := (F≤k+m1
1 , . . . , F≤k+mr

r ).

In other words, F≤k is the vector which coordinates are the (k+mj)-jet a the origin
of Fj , 1 ≤ j ≤ r.

In order to simplify the notation, we shall also write

∂F≤k :=

(
∂|α|F≤mi+k

i

∂xα
, 1 ≤ i ≤ r, |α| ≤ mi

)

Let us write the formal solution as a sum F := F≤k + F>k where F>k =
(F>m1+k

1 , . . . , F>mr+k
r ) and ord0(F

>mi+k
i ) > mi + k. Let us Taylor expand T (F ) =

W (x, ∂F ) at the point (x, ∂F≤k) at order 2 with integral rest. We have

Wi (x, ∂F ) = Wi(x, ∂F
≤k) +

r∑

j=1

∑

|α|≤mj

∂Wi

∂uj,α
(x, ∂F≤k)

∂|α|F
>mj+k
j

∂xα

+

r∑

j,j′=1

∑

|α|,|α′|≤mj

Hi,j,j′,α,α′(x, ∂F≤k, ∂F>k)
∂|α|F

>mj+k
j

∂xα

∂|α
′|F

>m′
j+k

j′

∂xα
′ .

Here, Hi,j,j′,α,α′ is analytic in all its variables at the origin. The equation to solve is
S(F ) = π(W (x, ∂F )). We assume S to be linear and increases the order by
q. We also assume that π is a linear projection. This leads to

F>k = S−1 ◦ π (W (x, ∂F ))− F≤k.

Since F>k is of order > k at the origin, then

S(F>k) = π(W (x, ∂F ))− S(F≤k) = π
(
W (x, ∂F ) − S(F≤k)

)
(4.3)
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has order ≥ k + q + 1 at the origin. Since S (resp. T ) increases (resp. strictly) the
order by q, we have

ord0

(
S(F≤k)− S(F )

)
≥ ord0

(
F≤k − F

)
+ q ≥ k + 1 + q

ord0

(
T (F≤k)− T (F )

)
> ord0

(
F≤k − F

)
+ q > k + 1 + q.

Therefore, we have

ord0

(
S(F≤k)− T (F≤k)

)
≥ k + 1 + q. (4.4)

Therefore, we can majorize as follow :

Wi (x, ∂F ) − Si(F≤k) = wi,k +
r∑

j=1

∑

|α|≤mj

∂Wi

∂uj,α
(x, ∂F̄≤k)

∂|α|F̄
>mj+k
j

∂xα
(4.5)

+

r∑

j,j′=1

∑

|α|,|α′|≤mj

H̄i,j,j′,α,α′(x, ∂F̄≤k, ∂F̄>k)
∂|α|F̄

>mj+k
j

∂xα

∂|α
′|F̄

>mj′+k

j′

∂xα
′ .

where we have set wi,k :=Wi(x, ∂F≤k)− Si(F≤k).
We recall that

pj,|α| = max(0, |α| + q + 1−mj). (4.6)

According to 4.4 and by assumption, we have

ord0(wi,k) ≥ k + q + 1

ord0

(
∂Wi

∂uj,α
(x, ∂F≤k)

)
≥ pj,|α|

Let us fix the inter k > 0. Since each function Hi,j,j′,α,α′(x, ∂F≤k, up,β, 1 ≤ p ≤
r, 0 ≤ |β| ≤ mp) is analytic in a neighborhood of the origin in Rt, then there exists
positive constants M, c such that

Hi,j,j′,α,α′(x, ∂F≤k, up,β, 1 ≤ p ≤ r, 0 ≤ |β| ≤ mp) ≺
M

1− c
(
x1 + . . .+ xn +

∑r
p=1

∑mr

k=0

∑
|α|=k up,α

) .

Furthermore, each function wi,k and
∂Wi

∂uj,α
(x, ∂F≤k) is analytic in same neighborhood

of the origin in Rn. Hence, we have

wi,k(x) ≺
M(x1 + · · · xn)

k+q+1

1− c(x1 + · · · xn)
,

∂Wi

∂uj,α
(x, ∂F≤k) ≺

M(x1 + · · · xn)
pj,|α|

1− c(x1 + · · · xn)
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As a consequence, we have

Wi (x, ∂F )− Si(F≤k) ≺
M

1− c(x1 + · · · xn)

[
(x1 + · · · xn)

k+q+1+ (4.7)

r∑

j=1

∑

|α|≤mj

(x1 + · · · xn)
pj,|α|

∂|α|F̄
>mj+k
j

∂xα




+

M

(
∑r

j,j′=1

∑
|α|,|α′|≤mj

∂|α|F̄
>mj+k

j

∂xα

∂|α′|F̄
>m

j′+k

j′

∂xα′

)

1− c
(
x1 + . . . + xn +

∑r
p=1

∑mr

k=0

∑
|α|=k up,α

) .

We will show that, if k is large enough, then we can find germs of analytic
functions fj,k(z), 1 ≤ j ≤ r, vanishing at the origin, such that the formal solu-

tion to equation (3.1), F = (F≤m1+k
1 + F>m1+k

1 , . . . , F≤mr+k
r + F>mr+k

r ) satisfies

F̂
>mj+k
j (z) ≺ zmj+kfj,k(z) for 1 ≤ j ≤ r.

Lemma 4.2. Let Q = (q1, ..., qn) multiindex such that |Q| = l. Then, there exits a
positive constant cl such that for any power series f, g of n variables

1. ∂̂lf
∂xQ ≺ dlf̂

dzi
,

̂∑
|Q|=l

∂lf
∂xQ ≺ cl

dlf̂
dzl

,

2. f̂ g(z) ≺ f̂(z)ĝ(z).

Proof. Let us write f =
∑
fαx

α. We recall that ‖f (k)‖ =
∑

|α|=k |fα|. Hence,

f̂(z) = f̄(z, . . . , z). So, the last point follow from the fact that fg ≺ f̄ ḡ. We have

∂lf

∂xQ
=
∑ α1! · · ·αn!

(α1 − q1)! · · · (αn − qn)!
fαx

α−Q.

We have, if 0 ≤ m ≤ n and 0 ≤ k ≤ n, then

(1+t)m(1+t)n−m =

(
m∑

i=0

Ci
mt

i

)


n−m∑

j=0

Cj
n−mt

j


 =

n∑

k=0




∑

i+j=k

0≤i≤m, 0≤j≤n−m

Ci
mC

j
n−m


 tk,

where Ck
n = n!

k!(n−k)! . Therefore, we have

Ck
n =

∑

i+j=k

0≤i≤m, 0≤j≤n−m

Ci
mC

j
n−m.

As a consequence, we obtain by induction on n ≥ 1, that

α1! · · ·αn!

(α1 − q1)! · · · (αn − qn)!
≤

|α|!

(|α| − |Q|)!

q1! · · · qn!

|Q|!
≤

|α|!

(|α| − |Q|)!
. (4.8)
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Therefore for any p ≥ 0 one has
∥∥∥∥∥

(
∂lf

∂xQ

)(p)
∥∥∥∥∥ ≤

∥∥∥f (p+i)
∥∥∥ (p + l)!

p!
=

(
dlf̂

dzl

)(p)

.

which proves the first part of the first point. The second part is obtain as follow

∑̂

|Q|=l

∂lf

∂xQ
(z) =

∑

|Q|=l

∂lf̄

∂xQ
(z, . . . , z) =

∑

α

∑

|Q|=l

α1! · · ·αn!

(α1 − q1)! · · · (αn − qn)!
|fα|z

|α|−l

≺
∑

p≥l

∑

|α|=p

∑

|Q|=l

p!

(p − l)!

q1! · · · qn!

l!
|fα|z

p−l

≺
∑

p≥l

p!

(p− l)!


∑

|Q|=l

q1! · · · qn!

l!


 ∑

|α|=p

|fα|z
p−l

≺ cl
∑

p≥l

p!

(p− l)!
‖f (p)α ‖zp−l

≺ cl
dlf̂

dzl
(z)

Here we have set cl :=
(∑

|Q|=l
q1!···qn!

l!

)
if l > 0 and c0 := 1.

Remark 4.3. The previous lemma holds true if the norm of definition 2.2 is replaced
by the modified Belitskii norm : indeed, we have

∥∥∥∥∥
∂lf (p+l)

∂xQ

∥∥∥∥∥

2

=
∑(

α1! · · ·αn!

(α1 − q1)! · · · (αn − qn)!

)2

|fα|
2‖xα−Q‖2

=
∑

α

(
α1! · · ·αn!

(α1 − q1)! · · · (αn − qn)!

)2

|fα|
2 (α −Q)!

(|α| − |Q|)!

=
∑ α1! · · ·αn!

|α|!
|fα|

2 α1! · · ·αn!|α|!

(α−Q)!(|α| − |Q|)!

≤ ‖f (p+l)‖2
(

|α|!

(|α| − |Q|)!

)2

.

The last inequality is due to (4.8). The product inequality is proved in [LS10][proposition
3.6].

Therefore, if F̂
>mj+k
j (z) ≺ zmj+kfj,k(z) and 0 ≤ l ≤ mj , then

̂∑

|α|=l

∂|α|F
>mj+k
j

∂xα
≺ cl

dlzmj+kfj,k
dzl

(z).
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This leads us to define the following germ, at the origin, of analytic function of
(m1 + 1) + · · ·+ (mr + 1) + 1 variables :

G(z, zj,l, 1 ≤ j ≤ r, 0 ≤ l ≤ mp) :=
M

1− cnz


(nz)k+q+1 +

r∑

j=1

mp∑

l=0

(nz)pj,lclzj,l




+

M

(
∑r

j,j′=1

∑
1≤l≤mj

1≤l′≤m
j′

clcl′zj,lzp′,l′

)

1− c
(
nz +

∑r
j=1

∑mr

l=0 clzj,l

) (4.9)

Let us consider the following system of analytic nonlinear differential operators

Li(f) :=
dmizq+mi+kfi

dzmi
(z) −CG

(
z,
dlzmj+kfj

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)
.

(4.10)
Here, the constant C is the one defined by the big denominators property and
f = (f1, . . . , fr) is the unknown function, vanishing at the origin.

Let F be the formal solution of F = S−1 ◦ π(T (F )) as defined previously. Let

us prove that, for all 1 ≤ j ≤ r, F̂
>mj+k
j ≺ zmj+kfj. We recall that fj vanishes at

the origin.
Let us prove by induction on the degree i ≥ mj + k+1, 1 ≤ j ≤ r, of the Taylor

expansion that ‖F
(i)
j ‖ ≤ fi−mj−k. We recall that F>k = (F>m1+k

1 , . . . , F>mr+k
r ).

According to equation (4.3), we have

S(F>k) = π
(
T (F )− S(F≤k)

)
.

According to the big denominators property, we have

dmj

(
zqF̂

>mj+k
j

)

dzmj
≺ C ̂T (F )− S(F≤k), (4.11)

where
T̂ (F ) =

∑

i≥0

‖ (T (F ))(i) ‖zi.

We recall that (T (F ))(i) denotes the homogeneous (vector) component of degree i
in the Taylor expansion at 0 of T (F ). Its the norm is the maximum of the norms
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of its coordinates component (see definition 2.2). According to (4.7), we have

Wi (x, ∂F ) − Si(F≤k) ≺
M

1− c(x1 + · · · xn)

[
(x1 + · · · xn)

k+q+1+

r∑

j=1

∑

|α|≤mj

(x1 + · · · xn)
pj,|α|

∂|α|F̄>k
j

∂xα




+

M

(∑r
j,j′=1

∑
|α|,|α′|≤mj

∂|α|F̄>k
j

∂xα

∂|α′|F̄>k

j′

∂xα′

)

1− c
(
x1 + . . . + xn +

∑r
p=1

∑mr

k=0

∑
|α|=k up,α

) .

Let us set, for ≤ j ≤ r, k + 1 ≤ K :

F̂
mj+k+1,mj+K
j (z) :=

mj+K∑

i=mj+k+1

‖F
(i)
j ‖zi, f≤K(z) :=

K∑

i=1

fiz
i

Furthermore, we shall set, for convenience

F̂ k+1,K := (F̂m1+k+1,m1+K
1 , . . . , F̂mr+k+1,mr+K

r ).

Let us assume that, by induction on m ≥ 1, that we have

F̂
mj+k+1,mj+k+m
j ≺ zmj+kf≤m.

Let us prove that F̂
mj+k+1,mj+k+m+1
j ≺ zmj+kf≤m+1. Hence, we have for all 1 ≤

j ≤ r and nonnegative integer p ≤ mj,

dpF̂
mj+k+1,mj+k+m
j

dzp
(z) ≺

dpzmj+kf≤m

dzp
(z).

According to lemma 4.2, we have

∑

|α|=p

∂|α|F̄
mj+k+1,mj+k+m
j

∂xα
(z, . . . , z) ≺ cp

dpF̂
mj+k+1,mj+k+m
j

dzp
(z) ≺ cp

dpzmj+kf≤m

dzp
(z).

According to the definition (4.9) of G and estimate (4.7), we obtain, for 1 ≤ i ≤ r :

Wi (x, ∂F k+1,k+m)− Si(F≤k)(z, . . . , z) ≺ G

(
z,
dlzmj+kf≤m

j

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

(4.12)
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On the other hand, according to (4.11) and taking the (k+m+q+1)-jet at the origin,
we obtain

dmj

(
zqF̂

mj+k+1,mj+k+m+1
j

)

dzmj
=



dmj

(
zqF̂

>mj+k
j

)

dzmj




≤k+m+q+1

≺ C
(

̂T (F )− S(F≤k)
)≤k+m+q+1

.

Since both T and G strictly increase the order by q, then we have

(T (F ))≤k+m+q+1 =
(
T (F≤k+m)

)≤k+m+q+1
.

Indeed, the order at the origin of T (F )−cT (F≤k+m) is strictly greater than k+m+

1+q. Furthermore, the (k+q+m+1)-jet ofG

(
z,

dlzmj+kfj
dzl

(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

at the origin is nothing but (k+q+m+1)-jet ofG

(
z,

dlzmj+kf≤m
j

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

at the origin.
Combining all these last estimates, we obtain

dmj

(
zqF̂

mj+k+1,mj+k+m+1
j

)

dzmj
≺ C

(
̂T (F )− S(F≤k)

)≤k+m+q+1

= C
(

̂T (F≤k+m)− S(F≤k)
)≤k+m+q+1

≺

(
G

(
z,
dlzmj+kf≤m

j

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

))≤k+m+q+1

=

(
G

(
z,
dlzmj+kfj

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

))≤k+m+q+1

=
dmi

(
zq+mif≤k+m+1

)

dzmi

Hence, we have shown that

dmj

(
zqF̂

mj+k+1,mj+k+m+1
j

)

dzmj
≺
dmi

(
zq+mif≤k+m+1

)

dzmi
.

Comparing the coefficient of zk+m+q+1, we obtain

‖F
(mj+k+m+1)
j ‖ ≤ fk+m+1,

and we are done.
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4.2.2 Existence of an analytic solution of the the majorizing system

In this section, we shall prove that system of differential equation (4.1) has an
analytic solution vanishing a the origin. We shall show that this system has a kind
of regular singularity at the origin. In fact, if there were only one big denominator,
that is r = 1, then the system reduces indeed to a differential equation with regular
singularity at the origin. To prove the existence of an analytic solution, we shall
apply a modification of the argument used by B. Malgrange in order to prove the
existence of analytic solution of a regular differential equation [Mal89]. The way to
proceed is to rescale the equation by a scalar λ and then to prove that solving the
system of differential equation corresponds to find a solution of an implicit function
theorem in a suitable Banach space of analytic functions.

Let us rescale these equations by the mean of the map t 7→ λt. Let us denote
gλ(t) := g(λt). Then we have λ(dgdz )λ = dgλ

dz . Hence, we have

(Li(f))λ = λq+k d
mizmi+q+k(fi)λ

dzmi
(z)−CG

(
λz, λmj+k−ld

lzmj+k(fj)λ
dzl

, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

(4.13)
We have, with a short notation,

G

(
λz, λmj+k−ld

lzmj+k(fj)λ
dzl

)
=

M

1− cnλz

[
λk+q+1(nz)k+q+1

+
r∑

j=1

mp∑

l=0

λmj+pj,l+k−l(nz)pj,lcl
dlzmj+k(fj)λ

dzl




+A2(λ)

where we have written :

A2(λ) :=

M

(
∑r

j,j′=1

∑
1≤l≤mj

1≤l′≤m
j′

clcl′λ
mj′+mj+2k−l−l′ dlz

mj+k(fj)λ
dzl

dl
′
z
m

j′
+k

(fj′ )λ

dzl′

)

1− c

(
nλz +

∑r
j=1

∑mr

l=0 clλ
mj+k−l d

lzmj+k(fj)λ
dzl

) .

According definition (4.6) of pj,l, we have mj+pj,l+k− l−(q+k) ≥ 1. Furthermore,
assume k is large enough, that is such that

mj′ +mj + 2k − l − l′ − (q + k) ≥ 1 (4.14)

mj + k − l ≥ 0.

It is sufficient that
k ≥ q + 1. (4.15)
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As a consequence, dividing Li(f)λ by λq+k, we obtain the following system of dif-
ferential operators :

Li(fλ) :=
dmizmi+q+k(fi)λ

dzmi
− λG̃

(
λ, z,

dlzmj+k(fj)λ
dzl

, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

for some analytic G̃, in all its variables, at the origin.
Let us consider, for m ≥ 0, the space Hm of power series f =

∑
k≥1 alz

l such
that

‖f‖m :=
∑

l≥1

|al|l
m < +∞.

There exists a constant C, such that for any f ∈ Hmi , then

∥∥∥∥
dmizmi+q+kf

dzmi

∥∥∥∥
0

=
∑

l≥1

|fl|(mi + l + q + k) · · · (1 + l + q + k) ≤ C‖f‖mi
.

This means that dmizmi+q+kf
dzmi

∈ H0. Furthermore, since Hm →֒ Hm′
for m′ ≤ m,

then dlzmi+kf
dzl

∈ H0. On the other hand, according to lemma 5.4, H0 is a Banach
algebra since ‖fg‖0 ≤ ‖f‖0‖g‖0. As a consequence, we can consider the analytic
mapping

L(λ, f1, . . . , fr) : (R, 0) ×Hm1 × · · · ×Hmr → (H0)r

(λ, f1, . . . , fr) 7→

(
dmizmi+q+kfi

dzmi
− λG̃

(
λ, z,

dlzmj+kfj
dzl

, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

))

i=1,...,r

.

We have L(0) = 0. Moreover, the differential of L with respect to (f1, . . . , fl), at
the origin, in the direction v = (v1, . . . , vr) is

DfL(0)v =

(
dmizmi+q+kvi

dzmi

)

i=1,...,r

.

It is invertible from Hm1 × · · · ×Hmr on the subspace of (H0)r of elements of order
≥ k+ q+1. According to the analytic implicit function theorem, there exists a map

λ ∈ (R, 0) 7→ (f1(λ), . . . , fr(λ)) ∈ Hm1 × · · · ×Hmr

such that (f1(0), . . . , fr(0)) = 0 and L(λ, f1(λ), . . . , fr(λ)) = 0 for λ small enough.

4.3 Proof of the variation of the main theorem

Let us sketch briefly how to prove theorem 3.9. The construction of the formal
solution F = (F1, . . . , Fr) is the same as above up to shift of the order by d. We
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look for functions fj vanishing at the origin such that F̂j ≺ zmj+dfj. They will
solves the majorizing system

Li(f) :=
dmizq+mi+kfi

dzmi
(z)− CG

(
z,
dlzmj+d+kfj

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)
.

(4.16)
Now, equation 4.13 becomes

(Li(f))λ = λq+k d
mizmi+q+k(fi)λ

dzmi
(z)−CG

(
λz, λmj+k+d−l d

lzmj+k(fj)λ
dzl

, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)

(4.17)
Since T is d-regular, then we have mj + pj,l + k + d − l − (q + k) ≥ 1. Therefore,

G

(
λz, λmj+k+d−l d

lzmj+k(fj)λ
dzl

, 1 ≤ j ≤ r, 0 ≤ l ≤ mj

)
is divisible by λq+k+1. We

conclude as above.

5 Relative big denominators and Gevrey classes

In this section, we investigate what happens when the denominators do not growth
fast enough to overcome the divergence generated by the differentials of the un-
knowns involved. We use the same notation as in section 3 : we are given m =
(m, . . . ,m) ∈ Nr and we consider S,T , π be maps as in theorem 3.6. The equation
to be solved is still (3.1). We will assume that all item of the big denominators prop-
erty holds but (3.2) which is replaced by the weaker condition : for each 1 ≤ j ≤ r,
there exists 0 < α such that

zqŜ−1πG(z) ≺ zmC
∑

i≥q+1

‖G(i)‖

im−α
zi. (5.1)

for some constant C independent of G. In that case, we will say that the triple
(S,T , π) has the relative big denominator property of order m − α < m. In that
case, estimate (3.3) is replaced by

∥∥∥∥
(
S−1
j ◦ π(G)

)(i+m)
∥∥∥∥ ≤ C

‖G(i+q)‖

im−α
. (5.2)

In that situation, we cannot expect convergence of the solution. We will show
that the problem has a power series solution that diverges in a controlled way.

Definition 5.1. Let α ≥ 0. We say that a formal power series f =
∑

Q∈Nn fQx
Q is

α-Gevrey if there exists constantsM,C such that for all Q ∈ Nn, |fQ| ≤MCQ(|Q|!)α.

Theorem 5.2. Let (S,T , π) be maps as in theorem 3.6. Assume that the triple
(S,T , π) has the relative big denominator property of order m − α < m. Then,
equation (3.1) has an α-Gevrey formal solution F .
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Remark 5.3. For the problem of conjugacy of germs of vector fields vanishing at a
point (say 0), A.D. Brjuno proved that, provided that the (assumed to be) diagonal
linear vector field S satisfies a small divisors condition, and if an nonlinear analytic
perturbation R satisfies Brjuno’s condition A, then X := S+R is analytically conju-
gate to a normal form. If condition A is not satisfied then analytic counter examples
were constructed and one could see on these counter examples, that divergence of the
transformation is of Gevrey type. Theorem 5.2 shows that, in a much more general
context, the expected divergence is always Gevrey.

This Gevrey character of the formal transformation leads, in the case of vector
fields, to the approximation of the dynamics by an analytic normal form up to an
exponentially small remainder [LS10][theorem 6.11] (see also [RS96] for averaging).

Proof. Our proof is very inspired by Malgrange’s version of Maillet theorem [Mal89]
which proves the Gevrey character of formal solutions of holomorphic nonlinear
differential equations of one variable with irregular singularity. Let us define the
Banach space

Hs,β :=



f =

∑

i≥0

fit
i ∈ C[[t]] | ‖f‖s,β :=

∑

i≥0

|fi|i
β

(i!)s
< +∞



 .

Let us set

δ := t
∂

∂t
.

Let us start with an elementary lemma :

Lemma 5.4. 1. ∂kt (t
nψ) = tn−k(δ + n) · · · (δ + n− k + 1)ψ

2. tψ ∈ Hs,β ⇔ ψ ∈ Hs,β−s if ψ(0) = 0.

3. if β ≥ s, then ‖ψ‖s,β−s ≤ ‖tψ‖s,β.

4. Let g ∈ Hs,β then tqδpg ∈ Hs,0 whenever q ≥ max(0, 1s (p− β)).

5. Let g ∈ Hs,0 and m ≤ s. Then tqδpg ∈ Hs,s−m whenever p ≤ (q − 1)s +m.

6. ‖fg‖s,0 ≤ ‖f‖s,0‖g‖s,0.

7. Let a > 0 and f, g ∈ Hs,a. If f(0) = g(0) = 0 then fg ∈ Hs,a.

Proof. 1. The proof is obtained by induction on k since

∂t(t
nψ) = ntn−1ψ + tn∂t(ψ) = tn−1(δ + n)ψ.
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2. Let us first assume that β ≥ s. Let tψ ∈ Hs,β, then

‖ψ‖s,β−s ≤
∑

i≥1

|ψi|(i+ 1)β−s

i!s
=
∑

i≥1

|ψi|(i+ 1)β

(i+ 1)!s
= ‖tψ‖s,β < +∞. (5.3)

Moreover, for i ≥ 1,

(1/2)β−s(i+ 1)β−s ≤ iβ−s ≤ (i+ 1)β−s.

Hence,
(1/2)β−s‖xψ‖s,β ≤ ‖ψ‖s,β−s ≤ ‖xψ‖s,β.

In the case, β − s < 0, we have

‖tψ‖s,β =
∑

i≥1

|ψi|(i + 1)β

(i+ 1)!s
≤
∑

i≥1

|ψi|i
β−s

i!s
= ‖ψ‖s,β−s.

On the other hand, if i ≥ 1 then 1/i ≤ 2/(i+ 1). Hence,

‖ψ‖s,β−s =
∑

i≥1

|ψi|i
β−s

i!s
≤ 2s−β

∑

i≥1

|ψi|(i+ 1)β

(i+ 1)!s
= 2s−β‖tψ‖s,β .

3. Inequality (5.3) holds if ψ(0) 6= 0 and β − s ≥ 0.

4. We have tqδp(
∑

i≥1 git
i) =

∑
i≥1 gii

pti+q.So,

‖tqδpg‖s,0 =
∑

i≥1

|gi|i
p

(i+ q)!s
.

Since 1
[(i+1)···(i+q)]s ≤ 1

iqs then we have ip

(i+q)!s ≤ iβ

(i)!s if q ≥ max(0, 1s (p − β)).

Thus, under that condition, we have ‖tqδpg‖s,0 ≤ ‖g‖s,β .

5. Indeed, we have

‖tqδpg‖s,s−m =
∑

i≥1

|gi|i
p(i+ q)s−m

(i+ q)!s
.

Since

ip(i+ q)s−m

(i+ 1) · · · (i+ q)s
≤

ip

(i+ q)m(i+ 1) · · · (i+ q − 1)s
≤

ip

im+(q−1)s
≤ 1

then we have ‖tqδpg‖s,s−m ≤ ‖g‖s,0.
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6. We have

‖fg‖s,0 ≤
∑

i≥0

i∑

k=0

|fk|

k!s
|gk−i|

(k − i)!s
k!s(k − i)!s

i!s

≤
∑

i≥0

i∑

k=0

|fk|

k!s
|gk−i|

(k − i)!s
= ‖f‖s,0‖f‖s,0.

7. Since i ≤ 2k(i − k) if 1 ≤ k ≤ i− 1 and i ≥ 2 then

‖fg‖s,a ≤
∑

i≥2

i−1∑

k=1

|fk|k
a

k!s
|gk−i|(i− k)a

(k − i)!s
k!s(k − i)!s

i!s
.

(
i

k(i− k)

)a

≤ 2a‖f‖s,a‖g‖s,a.

The equation to be solved is equation (3.1). As above, that is as in the “big de-
nominators case”, this equation has a formal solution F . As above, we select an inte-
ger k ≥ 1 and we look for a majorant of the solution F>k = (F>m1+k

1 , . . . , F>mr+k
r )

of
S(F>k) = π

(
T (F )− S(F≤k)

)
. (5.4)

Let us define the following operator L that maps a formal power series of one variable
to : if f =

∑
i≥1 fit

i ∈ C[[t]], then

L(f)(z) :=
∑

i≥1

fiz
iim−α. (5.5)

According to (5.2), we have

L(zq ̂S−1
j π(G)) =

∑

i≥1

‖(S−1
j π(G)(i+m)‖zi+q+m(q + i+m)m−α

≺ C
∑

i≥1

‖G(i+q)‖zi+q+m = zmĜ

Hence, equation (5.4) leads to

L(zq
̂
F

>mj+k
j ) ≺ Czm

(
̂T (F )− S(F≤k)

)
. (5.6)

Let G be the function defined by (4.9). As above, we show by induction on the
truncation order, that there exists a formal power series fj, vanishing at the origin,
such that

F̂>m+k
j ≺ zm+kfj
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and such that the f = (f1, . . . , fr)s solves the system

Li(f) := L(zq+m+kfi)(z)− CzmCG

(
z,
dlzm+kfj

dzl
(z), 1 ≤ j ≤ r, 0 ≤ l ≤ m

)
= 0.

(5.7)
The only change in the proof is that we are using (5.6) instead of (4.11).

Let us show that such a solution fj is a α-Gevrey.
Let us first consider the case α ≤ m. Let us show that equation (5.7) has a unique

solution fj ∈ Hα,0. In order to prove this, we shall show that f = (f1, . . . , fj) ∈
Hα,0 × · · · × Hα,0 is solution of an analytic implicit equation in the Banach space
Hα,0.

Let s, β ≥ (m + k + q)s be non-negative numbers. Let us set g := tm+k+qf ,
where f stands for one the fi’s. According to the third point of the previous lemma,
if g = tm+k+qf ∈ Hs,β then f ∈ Hs,β−(m+k+q)s. Let us write L(g) = tm+k+qψ. We
have

‖L(g)‖s,β−m+α =
∑

i≥m+q+m+1

|gi|
iβ

(i)!s
= ‖g‖s,β .

Hence, if g ∈ Hs,β then L(g) = tq+m+kψ ∈ Hs,β−m+α. Again, if β − m + α ≥
(m+ k + q)s, then ψ ∈ Hs,β−(m+q+k)s−m+α. Let us set

β := (m+ k + q)s+m− α. (5.8)

Therefore, if m ≥ α, then β ≥ (m + k +m)s. In that case, if g = tm+q+kf ∈ Hs,β

we then have f ∈ Hs,m−α and ψ ∈ Hs,0. According the first point of lemma 5.4,
there are universal coefficients cp,j, 0 ≤ p ≤ m, 0 ≤ j ≤ p, such that

dptm+kf

dtp
= tm+k−p

p∑

j=0

cp,jδ
jf. (5.9)

Moreover, we have taδjf ∈ Hs,0 as soon as a ≥ max(0, 1s (j − (m−α)). Let us show
that if we set s := α, then tm+k−pδjf ∈ Hs,0 for 0 ≤ j ≤ p ≤ m. Indeed, let [α]
denotes the integer part of α, i.e. [α] ≤ α < [α] + 1. If 0 ≤ j ≤ m− ([α] + 1), then
j−m+α ≤ −([α]+1)+α < 0. Hence, max(0, 1s (j−(m−α)) = 0 so tm+k−pδjf ∈ Hs,0

for all j ≤ k ≤ m. If m − [α] ≤ j ≤ k ≤ m then (j − m + α)/s ≤ α/s. On the
other hand, we have m + k − p ≥ k ≥ 1. Therefore, if s := α then m + k − p ≥
max(0, 1s (j − (m− α)) for all m− [α] ≤ j ≤ k ≤ m.

As a consequence, we have :

• if p ≤ m− [α] − 1, then

dp(tm+kf)

dtp
= tm+k−p

∑

j≤p

cp,jδ
jf

︸ ︷︷ ︸
∈Hα,0

=: tm+k−pgp; (5.10)
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• if m− [α] ≤ p ≤ m, then

dp(tm+kf)

dtp
= tm+k−1−p

∑

j≤p

cp,jtδ
jf

︸ ︷︷ ︸
∈Hα,0

=: tm+k−1−p(tgp). (5.11)

Let us consider the system of equations (5.7) :

Li(f) := L(tq+m+kfi)(t)− CtmCG

(
t,
dltm+kfj

dtl
(t), 1 ≤ j ≤ r, 0 ≤ l ≤ m

)
= 0.

According to definition of pj,l (the mapping T is regular by assumption), we have
pj,l +m + k − 1 − l ≥ q + l. On the other hand, if k is large enough, then mj′ +

mj +2k− l− l′− (q+ k) ≥ 2. In that case, G
(
t,

dltm+kfj
dtl

(z), 1 ≤ j ≤ r, 0 ≤ l ≤ m
)

is not only divisible by tq+k but also it can be written as

G

(
t,
dltm+kfj

dtl
(t), 1 ≤ j ≤ r, 0 ≤ l ≤ m

)
= tq+kG̃ (t, tgj,p, 1 ≤ j ≤ r, 0 ≤ p ≤ m)

where the gj,p’s are defined by (5.10) and (5.11) for f = fj and where G̃ is an analytic
function of all its arguments. Let us rescale this equation by the mean of the map
t 7→ λt. Let us denote gλ(t) := g(λt). Then we have (δg)λ = δ(gλ). According to
the definition of the pj,l’s and the constraint on k then, as in section 4.2.2, we obtain
after dividing by λk+m+q :

Li(fλ) := L
(
tm+q+k(fi)λ

)
−λtm+q+kG̃ (λ, t, t(gj,p)λ, 1 ≤ j ≤ r, 0 ≤ p ≤ m) (5.12)

for some analytic G̃, in all its variables, at the origin.
According to (5.10), (5.11) then if fj ∈ Hα,m−α then tgj,p ∈ Hα,0 for all p ≤ m.

Then according to the last property of lemma 5.4,

G̃ (λ, t, t(gj,p)λ, 1 ≤ j ≤ r, 0 ≤ p ≤ m) ∈ Hα,0.

Let us consider the analytic mapping

A(λ, f) :=
1

tm+k+q
L(tm+k+qfi)− λG̃ (λ, t, tgj,p, 1 ≤ j ≤ r, 0 ≤ p ≤ m)i=1,...,r

from (C, 0) × (Hα,m−α)
r
into (Hα,0)r. We have A(0, 0) = 0 and the differen-

tial of A with respect tp f at the point 0,DfA(0, 0), is the linear mapping f 7→
1

tm+k+q (L(t
m+k+qfi))i=1,...,r. This map is invertible from the subspace of (Hα,m−α)r

vanishing at the origin into the subspace of (Hα,0)r vanishing at the origin. By the
implicit function theorem, for λ small enough, there exists a curve λ 7→ fλ ∈ (Hα,0)r

such that f0 = 0 and such that for (5.12) holds. We are done in the case α ≤ m.
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Let us now assume that α > m. Let us set β := (m + k + q)s instead of (5.8)
and let us set s := α. Then if g = tm+k+qf ∈ Hα,β then f ∈ Hα,0 and ψ ∈ Hα,α−m

where L(g) = tm+q+kψ ∈ Hα,(m+k+q)α−m+α. According to the fifth point of lemma
5.4, tδjf ∈ Hα,α−m whenever j ≤ m, which is the case. According to the last point
of lemma 5.4, the multiplication of tgp by any (nonnegative) power of t also belong
to Hα,α−m. Hence, if f ∈ Hα,0 then we have

G̃ (λ, t, t(gj,p)λ, 1 ≤ j ≤ r, 0 ≤ p ≤ m) ∈ Hα,α−m.

As above, we consider the analytic mapping

A(λ, f) :=
1

tm+k+q
L(tm+k+qfi)− λG̃ (λ, t, tgj,p, 1 ≤ j ≤ r, 0 ≤ p ≤ m)i=1,...,r

from (C, 0) ×
(
Hα,0

)r
into (Hα,α−m)r. Its differential DfA(0, 0), is the linear map-

ping f 7→ 1
tm+k+q (L(t

m+k+qfi))i=1,...,r. It is invertible from the subspace of (Hα,0)r

vanishing at the origin into the subspace of (Hα,α−m)r vanishing at the origin. We
conclude as above by the analytic implicit function theorem.

6 Applications

6.1 Singular vector fields with a fixed linear approximation

We consider the classical problem of classification of germs of vector field at a singular
point 0 ∈ Rn, with a fixed linear part ẋ = Ax at the origin, with respect to germs
of diffeomorphisms fixing the origin. Following the notations of section 2, we set

r = n, mi = 1, 1 ≤ i ≤ n, s = n, q = 1

so that Fr,m = (An
n)>1 and P (1)(x) = Ax. The action of the group of local diffeo-

morphisms is as follows:

(id+ F (x))∗ (Ax+R(x)) = (I +DF (x))−1 (Ax+AF (x) +R(x+ F (x))) .

It is an analytic differential action of order 1. The linear operator S is

S : (An
n)>1 → (An

n)>1 , S(F )(x) = AF (x)−DF (x)Ax

which is, in fact, the Lie bracket of the vector fields ẋ = Ax and ẋ = F (x). It

increases the order by 1 (we have to keep in mind that the space F
(i)
r,m is the space

of homogeneous vector fields of degree i− 1). Let us define

T (F )(x) =
(
(I +DF (x))−1 − (I −DF (x))

)
(Ax+AF (x) +R(x+ F (x)))

+R(x+ F (x))−DF (x)(AF (x) +R(x+ F (x)).
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Let us show that it is regular. Indeed, let F,G be formal vector field of order ≥ 2.
We have (with a clear abuse of notation)

∂T

∂F
(F )G(x) =

(
(I +DF (x))−1 − (I −DF (x))

)
(AG(x) +DR(x+ F (x))G)

+DR(x+ F (x))G −DF (x)(AG(x) +DR(x+ F (x))G)

Since R is of order ≥ 2, thenDR(x+F (x)), DF (x) and ((I+DF (x))−1−(I−DF (x))
have order ≥ 1 = pj,0 for any 1 ≤ j ≤ n. On the other hand, we have

∂T

∂F ′
(F )DG(x) =


∑

k≥2

(−1)kk(DF (x))k−1DG(x)


 (Ax+AF (x) +R(x+ F (x)))

−DG(x)(AF (x) +R(x+ F (x))).

Therefore, the coefficient in front of DG(x) has order ≥ 2 = pj,1, for any 1 ≤ j ≤ n.
Therefore, the analytic differential action is regular.

If A is a diagonal matrix, A = diag(λ1, ..., λn) and Q = (q1, ..., qn) ∈ Nn is a
multiindex, one has

S

(
xQ

∂

∂xj

)
= (λj − (Q,λ))xQ

∂

∂xj
.

Here we have written (Q,λ) =
∑n

i=1 qiλi. It follows that the simplest supplementary
space to the image of S(i), i ≥ 2 is the vector space R(i) of resonant vector fields:
it is generated by

xQ
∂

∂xj
, λj = (Q,λ), 1 ≤ j ≤ n, |Q| = i.

This supplementary spaceR(i) together with Proposition 2.8 give the classical formal
Poincaré-Dulac normal form. Let π be the projection nonresonant terms (i.e the
image of S) :

π




n∑

j=1

∑

Q,∈Nn,|Q|≥2

fQ,jx
Q ∂

∂xj


 =

n∑

j=1

∑

(Q,λ)6=λj

Q∈Nn,|Q|≥2

fQ,jx
Q ∂

∂xj
.

Assume that the tuple (λ1, ..., λn) belongs to the Poincaré domain. It means that
the eigenvalues λi lie on one side of a line through the origin of the complex plane
(the line is excluded). Then, it is classical that one has the following inequalities

|λj − (Q,λ)| ≥ C|Q|, j = 1, ..., n, for sufficiently large |Q| (6.1)
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where C > 0 is a constant which does not depend on Q and j. In that case, the big
denominators property of order 1 holds. Indeed, we have

S−1 ◦ π




n∑

j=1

∑

Q,∈Nn,|Q|=i≥2

fQ,jx
Q ∂

∂xj


 =

n∑

j=1

∑

(Q,λ)6=λj

Q∈Nn,|Q|=i≥2

fQ,j

λj − (Q,λ)
xQ

∂

∂xj
.

Hence, we have

‖S−1 ◦ π(f (i))‖ ≤
‖π(f (i))‖

Ci
≤

‖f (i)‖

Ci

Therefore Theorem 2.13 implies the following classical result.

Theorem 6.1 (Poincaré, see [Arn80]). If the eigenvalues of A belong to the Poincaré
domain then the Poincaré-Dulac normal form holds in the analytic category.

Our results of section 5 imply a stronger theorem for the case that instead of
(6.1) we have, for some α > 0 the estimate

|λj − (Q,λ)| ≥ C|Q|1−α, j = 1, ..., n, for sufficiently large |Q| (6.2)

In this case our Theorem 5.2 implies the following statement.

Theorem 6.2. If the eigenvalues satisfy (6.2) for some fixed α > 0 (with a constant
C that does not depend on Q and j) then the Poincaré-Dulac normal form holds in
the α-Gevrey category : for each analytic nonlinear perturbation of the linear vector
field S =

∑n
j=1 λixi

∂
∂xi

is conjugate to a formal normal form by the mean of formal
α-Gevrey transformation.

The particular case for which 0 < α < 1, is a recent result of P. Bonckaert and P.
De Measschalck in [BDM08]. In this case, according to the definition of the present
paper, we have relatively big denominators of order 1−α < 1. But our Theorem 5.2
holds for α ≥ 1 as well, i.e. in the case that we “do not have denominators” (α = 1)
or have small denominators (α > 1). Note that condition (6.2) with α = 1+ τ, τ > 0
is exactly the Siegel condition of type τ . Therefore in the case α > 1 we obtain, as
a direct corollary of Theorem 6.2, that if the eigenvalues satisfy the Siegel condition
of type τ > 0 : there exists a constant C > 0 such that for all Q ∈ Nn, with |Q| ≥ 2

0 6= |(Q,λ)− λi| ≥
C

|Q|τ

then the resonant normal form holds in the (1 + τ)-Gevrey category. The latter
result is also known, it was obtained by G. Iooss, E. Lombardi and L.Stolovitch in
the works [IL05] and [LS10]. In a more restricted situation, it is known that one
can find “holomorphic sectorial normalization” with Gevrey asymptotic expansion
[BS07].
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6.2 Normal form of (non isolated) singularities

Let On be the space of germs of holomorphic functions at the origin of Cn. It
is well know that a germ of analytic function f at the origin of Cn, having an
isolated singularity there (i.e. Df(0) = 0 and 0 is isolated among the p’s such that
Df(p) = 0) is analytically conjugated to a polynomial P . This means that there
exists a germ of analytic diffeomorphism of (Cn, 0) such that f ◦ Φ = P . This has
been extensively studied by V.I. Arnold and his school [AGZV85, Arn68, AA88].
The usual proof goes as follows : first of all, since the singularity is isolated then the
vector space On/Jf is a finite dimensional vector space. Here, Jf = ( ∂f

∂x1
, . . . , ∂f

∂xn
)

denotes the Jacobian ideal, the ideal in On generated by the partial derivative of f .
Then, according to Tougeron’s theorem [Tou72], [AGZV85][section 6.3], the Jacobian
ideal contains a certain power of the maximal ideal Mn : Mk

n ⊂ Jf . Then, using an
homotopy method, one shows that, for any rk ∈ Mk

n the exists a family {Φt}t∈[0,1] of
diffeomorphisms of (Cn, 0) such that Φ∗

t (f + trk) = f . Then, we obtain the desired
result if we set rk := −(f − jk−1(f)).

What does happen when the singularity is a priori not isolated ? We shall
consider the case where f is a perturbation of a homogeneous polynomial f0 of
higher order. Both of them are supposed not to have an isolated singularity at the
origin. In that case, the vector space On/Jf0 is not finite dimensional. Nevertheless,
we shall prove that f = f0 + R is formally conjugate to a formal normal form.
It’s, a priori, a formal power series satisfying some specific conditions to be defined
below. If this normal form was holomorphic in a neighborhood of the origin (that’s
the case for a polynomial normal form for instance), then we could conclude, by
Artin’s theorem, that there actually exists an holomorphic transformation to that
normal form. The main problem in the general situation is that there no reason
why f should have a priori an holomorphic normal form (it is the case for isolated
singularity).

In the following, we shall first give a definition of a normal form of a perturbation
of f0 with respect to f0. Then we shall prove that there exists an analytic change of
coordinates to such a normal form. Let us first recall the division theory developed
by H. Grauert, H. Hauser and A. Galligo.

6.2.1 Division theorem

Let us consider α0, α1, . . . , αn be nonnegative real numbers which are linearly inde-
pendent over Q. Let us consider the affine linear form L(v) := α0(v0−1)+

∑n
i=1 αivi

on R1+n. Let f =
∑

Q∈Nn fQx
Q ∈ (C[[x1, . . . , xn]])

q a formal map. We shall

denote xQ∂i := (0, . . . , 0, xQ, 0, . . . , 0) where xQ is ith component of the vector.
Hence, f can be written as f =

∑
Q∈Nn,i∈{1,...,q} fi,Qx

Q∂i. With this notation, the

ith component reads fi :=
∑

Q∈Nn fi,Qx
Q. The initial part of f is defined to be
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In(f) := fi0,Q0x
Q0∂i0 where (Q0, i0) ∈ Nn × {1, . . . , q} is the unique minimum

L((i0, Q0)) = min(i,Q)∈Supp(f) L(Q) and fi0,Q0 6= 0.

Let us define for s > 0 sufficiently small, |f |s :=
∑

Q∈Nn |fQ|s
L(1,Q) where f =∑

Q∈Nn fQx
Q ∈ On. If f =

∑
Q∈Nn,i∈{1,...,q} fi,Qx

Q∂i ∈ Oq
n, then we shall write

|f |s :=
∑q

i=1 s
L(i,0)|fi|s. Consider the On-submodule I of Oq

n generated by the
germs of holomorphic maps f1, . . . , fr. Let us define the initial module In(I) of I to
be On-submodule I of Oq

n generated by In(f1), . . . , In(fr). Let us define

∆(I) := {g ∈ On |no monomial of the Taylor expansion at 0 belongs to In(I)}.

Let m1, . . . ,mp be a standard basis of I with initial terms µ1, . . . , µp respectively.
Let us split the support of In(I) into a disjoint union

⋃r
i=1Mi of sets Mi such that

Mi ⊂ supp (Onµi). Let us define

∇(I) := {a = (a1, . . . , ap) ∈ Op
n | supp (aiµi) ⊂Mi, i = 1, . . . , p}.

Theorem 6.3. [Gal79, HM94] Let l : Op
n → Oq

n be the On-linear map defined by
l(a) =

∑p
i=1 aimi. Assume that the mi’s form a standard basis of I := Im (l). Let

K := Ker l. Then the following holds:

1.
Oq

n = I ⊕∆(I), Op
n = K ⊕∇(I); (6.3)

2. There is a constant c > 0, such that for all small enough s > 0 : for each
e ∈ Oq

n with |e|s < +∞, then there exists a unique a ∈ ∇(I) and b ∈ ∆(I)
with |a|s, |b|s < +∞ such that e = l(a) + b =

∑p
i=1 aimi + b and

(min
i

|mi|s)|a|s + |b|s ≤ c|e|s.

For q = 1, I is just an ideal on On and the decomposition (6.3) reads On =
I ⊕ ∆(I). The previous theorem asserts that, for any g ∈ On, there exists a :=
(a1, . . . , ap) ∈ ∇(I) and h ∈ ∆(I), such that g =

∑p
i=1 aimi + h and there exists

constant cr (independent of g) such that |h|r < cr|g|r, |a|r < cr|g|r..

Remark 6.4. If e vanishes up to order k at the origin then each ai vanishes up to
order k− ki, where ki is the order of mi at the origin. The remainder b vanishes up
to order k.

6.2.2 Normal form of deformations of a homogeneous polynomial

Let f0 be a homogeneous polynomial of degree q ≥ 2. Let us consider an holomorphic
perturbation f of f0 of higher order : R = f − f0 is a germ of holomorphic function
of order ≥ s+ 1 at the origin. Let I := J∇f0 be the Jacobian ideal of f0. With the
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notation above, we set r := n and fi :=
∂f0
∂xi

. Let m1, . . . ,mp be a standard basis of
I. We can write mj =

∑n
k=1mj,kfk for some analytic germs mj,k at the origin.

Let us define the cohomological operator S : On
n → On to be

S(U) := Df0.U.

Let U be a germ of holomorphic vector field of positive order k ≥ 2. Let us consider
conjugacy of f with respect to the diffeomorphism Φ = id+ U : we have

f(id+ U) = f0 +Df0.U +R+ f0(id+ U)− f0 −Df0.U︸ ︷︷ ︸
=:Σ1

(6.4)

+R(id+ U)−R︸ ︷︷ ︸
=:Σ2

.

The orders of Df0.U and R are are greater or equal than k + s − 1 and q + 1
respectively. On the other hand, the orders of Σ1 and Σ2 are greater or equal than
2k + q − 2 and k + q respectively. Both are ≥ q + 2.

Proposition 6.5 (Formal normal form of singularity). There exists a formal change
of coordinates Φ̂ such that

f ◦ Φ̂− f0 ∈ ∆(I)⊗ Ôn

Proof. Indeed, we construct by induction on the order l, a formal vector field U =∑
l≥2 Ul such that

Df0.U +R+Σ1 +Σ2 ∈ ∆(I),

Hence, the homogeneous part of degree i ≥ q+1 of the Taylor expansion at 0 reads

Df0.Ui−q+1 +R(i) + {Σ1 +Σ2}
(i) ∈ ∆(I)

where {Σ1+Σ2}
(i) denotes the homogeneous of degree i of Σ1+Σ2. It is a polynomial

in the Uj ’s, j < i − q + 1. Let us decompose Ri + {Σ1 + Σ2}i along (6.3) : there
exists Ui−q+1 and h(i) ∈ ∆(I) such that Df0Ui−q+1 − h(i) = −R(i) − {Σ1 + Σ2}

(i),
that is Df0Ui−q+1 +R(i) + {Σ1 +Σ2}

(i) = h(i) ∈ ∆(I).

Now we apply the variation of our main theorem, Theorem 3.9 with m = 0,
d = 1 to prove

Theorem 6.6. Let f0 be a homogeneous polynomial of degree q. Let f = f0 +R>q

be an analytic deformation of f0 by R>q which is a order greater than q. Then there
exists an analytic change of coordinates Φ in a neighborhood of the origin of Cn such
that f ◦ Φ− f0 ∈ ∆(I).
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Proof. Set SU := Df0U . We have

Df0U =

p∑

i=1

aimi =

p∑

i=1

ai

(
n∑

k=1

mi,kfk

)
=

n∑

k=1

(
p∑

i=1

aimi,k

)
fk

According to theorem 6.3, the problem to solve has the big denominator property
of order 0. Indeed, we obtain a good estimate of the ai’s in term of Df0U ; so, we
obtain good estimate of Ui :=

∑p
i=1 aimi,k in term of Df0U . Moreover, according

to the second point of that theorem, the projection π onto the image Jf0 satisfies

|π(f)|r ≤

∣∣∣∣∣
n∑

i=1

ai
∂f0
∂xi

∣∣∣∣∣
r

≤ cr|f |r.

where f =
∑n

i=1 ai
∂f0
∂xi

+ h and h ∈ ∆(I). Furthermore, since R has order ≥ q + 1

at the origin, then ∂R
∂xj

has order ≥ q at the origin. That is,the associated operator

T is 1-regular. Therefore Theorem 6.6 is a direct corollary of Theorem 6.3 and our
Theorem 3.9 with m = 0, q = s and d = 1.

Remark 6.7. In the case of isolated singularity, our proof of conjugacy to a poly-
nomial normal form is a direct one. Theorem 6.3 shows that ∆(Jf0) contains only
a finite number of monomials. This replaces Tougeron’s theorem. Our method re-
places the usual “homotopic method”. Our proof is also quite different from Arnold’s
original one [Arn68] which is a kind a Newton method.

Remark 6.8. In the non-isolated case and if the perturbation is formally conjugated
to an analytic normal form g then, Artin’s theorem [Art68] shows that there exists
a germ of analytic diffeomorphism that conjugates f to g. Our result shows that the
same holds if g is only a formal normal form (and such a formal conjugacy always
exists) without using the difficult theorem of Artin.

A Normal form for n-tuples of linearly independent vec-

tor fields on Rn, Riemannian metrics and conformal
structures by M. Zhitomirskii

A.1 Analytic normal forms

A Riemannian metrics on Rn can be treated as an n-tuple of pointwise linearly
independent vector fields on Rn defined up to multiplication by an n × n matrix
T (x) ∈ SO(n). A conformal structure on Rn can be treated as an n-tuple of point-
wise linearly independent vector fields on Rn defined up to multiplication by an n×n
matrix T (x) ∈ SO(n) and by a non-vanishing function H(x).

It is convenient to associate to each of the object in the title of this section an
n× n matrix whose entries are analytic function germs.
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Definition A.1. Given an n-tuple of vector fields

Vi = f1i(x)
∂

∂x1
+ · · ·+ fni(x)

∂

∂xn
, i = 1, . . . , n

we associate to it an n × n matrix M(x) in which the kth column is the tuple
(f1k(x), ..., fnk(x))

t of coefficients of the vector field Vk. Given a Riemannian metrics,
respectively a conformal structure on Rn, we treat it as a tuple of pointwise linearly
independent vector fields V1, ..., Vn on Rn defined up to multiplication by an n × n
matrix T (x) ∈ SO(n), respectively up to multiplication by T (x) ∈ SO(n) and by a
scalar function H(x), and we associate to the Riemannian metrics, respectively the
conformal structure, the matrix M(x) associated with (V1, ..., Vn).

Theorem A.2. An n-tuple of pointwise linearly independent analytic vector field
germs on Rn can be reduced by a local analytic diffeomorphism to a normal form
with the associated matrix M(x) satisfying the equation

M(x) ·



x1
...
xn


 ≡ 0. (A.1)

A germ of analytic Riemannian metrics on Rn can be reduced by a local analytic
diffeomorphism to a normal form with the associated matrix M(x) satisfying (A.1)
and the equation

M t(x) ≡M(x). (A.2)

A germ of analytic conformal structure on Rn can be reduced by a local analytic
diffeomorphism to a normal form with the associated matrix M(x) satisfying (A.1),
(A.2) and the equation

trace M(x) ≡ 0. (A.3)

For n = 2 the given normal form for Riemannian metrics is close (though not
the same) to the Gauss lemma on a certain property of geodesic coordinates, see
[Eps75]. The Gauss lemma can be generalized to any n. Its proof, in formal category
and for any n, in terms of normal forms, can be found in [GNS10].

Note that any matrix n× n matrix M(x) satisfying (A.1) and (A.2) starts with
terms of order ≥ 2. Its quadratic part can be identified with the space of Riemannian
curvature tensors. If n = 2 then such a quadratic part be written as

M (2)(x) = K ·

(
x22 −x1x2

−x1x2 x21

)
, K ∈ R

and the parameter K can be identified with the curvature of Gauss.
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Note also that any 2 × 2 matrix M(x) satisfying (A.1), (A.2), (A.3) is the zero
matrix. This matches the well known theorem that for n = 2 any conformal structure
is locally conformally flat, see [Ste83].

For n = 3, respectively n ≥ 4, any n × n matrix M(x) satisfying (A.1), (A.2),
(A.3) starts with terms of order ≥ 3, respectively of order ≥ 2. If n = 3 then the
terms of order 3 can be identified with the Cotton tensor, and if n ≥ 4 then the
terms of order 4 can be identified with the Weyl tensor.

Certainly these relations between the normal form and the classical tensors do
not require analytic normal form. For these relations it is enough to have the given
normal form in formal category and moreover, a normal form for a jet of small order
will be enough.

In the following subsections we will explain:

(a) how the normal forms of Theorem A.2 were obtained in the formal category;

(b) how Theorem A.2 follows from the same results in the formal category and our
Theorem 2.13, i.e. we will prove that in the three classification problems of this
section there are big denominators.

A.2 Explanation of formal normal forms. Belitskii inner product

We will use the following notations:

• By An(Mr×r) we denote the space of r × r matrices whose entries are germs at
0 ∈ Rn of analytic functions of n variables.

• By A
(i)
n (Mr×r) we denote the subspace of An(Mr×s) consisting of matrices whose

entries are homogeneous functions of degree i.

• By An(Mr×r)>d we denote the subspace of An(Mr×r) consisting of matrices whose
entries have zero d-jet at 0.

• An(so(n)) =
{
M ∈ An(Mr×r) : M(x) = −M t(x)

}
, i.e. the space of skew-symmetric

matrices whose entries are analytic function germs.

• Finally we will use notation x =



x1
...
xn


 .

For the problem of local classification of n-tuples of vector field germs on Rn of
the form

V1 =
∂

∂x1
+ h.o.t., · · · , Vn =

∂

∂xn
+ h.o.t. (A.4)

with respect to local diffeomorphisms one has, in terms of notations of section 2,

r = n, mi = 1, 1 ≤ i ≤ n, s = n2, q = 0, F1,m = (An
n)>1 .
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The group G acts on the affine space I+An(Mn×n)>0. Here, I denotes the constant
matrix I = diag(1, . . . , 1). The action is as follows

(id+ φ(x))∗(I +M(x)) = (I +Dφ(x))−1 (I +M(x+ φ(x)) .

It is a differential action of order 1. The linear operator S is the operator

S1 : (An
n)>1 → An(Mn×n)>0, S1(φ) = −Dφ(x). (A.5)

Hence, we define

T1(M ;φ) :=
[
(I +Dφ(x))−1 − I +Dφ(x)

]
(I +M(x+ φ(x))

−Dφ(x)M(x+ φ(x)) +M(x+ φ(x)).

Therefore, we have

(id+ φ(x))∗(I +M(x)) = I + S1(φ) + T1(M ;φ)

We have T (M, 0) has order ≥ 1 at the origin. Let us investigate the regularity of
T1. We have,

∂T1
∂φ

(φ)G(x) =
[
(I +Dφ(x))−1 − I +Dφ(x)

]
DM(x+ φ(x))G

+Dφ(x)DM(x+ φ(x))G(x) +DM(x+ φ(x))G(x).

Since M vanishes at the origin, the coefficient in front of G has order ≥ 0 = pj,0.
On the other hand, we have

∂T1
∂φ′

(φ)DG(x) =


∑

k≥2

(−1)kk[Dφ(x)]k−1DG


 (I +M(x+ φ(x))

+DG(x)M(x + φ(x)).

Since φ has order ≥ 2 at the origin, then Dφ(x) has order ≥ 1. Moreover, M has
order ≥ 1 at the origin. Hence the coefficient in front of DG has order ≥ 1 = pj,1,
for all 1 ≤ j ≤ n. Therefore, the differential analytic map T1 is regular.

To find a complementary space to the image of S
(i)
1 , the restriction of S1 to

(An
n)

(i) we use the following inner product introduced by G. Belitskii (in fact, it
goes back to [Fis17]) and used by G. Belitskii him to construct a number of formal
normal forms in various local classification problems [Bel79].

Definition A.3. The Belitskii inner product of two homogeneous functions of n
variables of the same degree i, is defined as follows:

f =
∑

|α|=i

fαx
α, g =

∑

|α|=i

gαx
α =⇒ < f, g >=

∑

|α|=i

α!fαḡα.
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Here α = (α1, ..., αn) is a multiindex, xα = xα1
1 · · · xαn

n and α! = α1! · · ·αn!. The

inner product of tuples of functions f, g ∈
(
Ak
n

)(i)
, f = (f1, ..., fk), g = (g1, ..., gk) is

defined by < f, g >=< f1, g1 > + · · ·+ < fk, gk >.

This inner product is very convenient because of the following statement.

Proposition A.4 ([Bel79]). The operator f → ∂f
∂xj

has conjugate operator, with

respect to the Belitskii inner product, g → xjg.

As an immediate corollary of this proposition we obtain that the adjoint operator
to the operator (A.5) with respect to Belitskii inner product has the form M(x) →

−M(x) · x. Therefore the orthogonal complement to the image of S
(i)
1 consists of

matrices M(x) such that M(x) · x = 0. Now the first normal form of Theorem A.2
holds in the formal category by Proposition 2.8.

Now, for the problem of local classification of Riemannian metrics on Rn, viewed
as the problem as classification the n-tuples of vector fields of form (A.4) with respect
to local diffeomorphisms and multiplication by a matrix-function expQ(x), Q(x) ∈
so(n)(x), one has, in terms of notations of section 2

r = n+ n(n− 1)/2, mi = 1, 1 ≤ i ≤ n, mi = 0, n+ 1 ≤ i ≤ r

s = n2, q = 0, F = (An
n)>1 × An(so(n))>0.

The group G = id+ F acts the affine space I + An(Mn×n)>0 as follows:

((id+ φ(x), expQ(x))∗ (I +M(x)) = expQ(x) · (I +Dφ(x))−1 (I +M(x+ φ(x)) .

The linear operator S is the operator

S : (An
n)>1 × An(so(n))>0 → An(Mn×n)>0,

S2(φ(x), Q(x)) = −Dφ(x) +Q(x)
(A.6)

Let us define

T2(M ;φ,Q) := (I +Q)T1(M ;φ) +QS1(φ) +


∑

k≥2

Qk

k!


 (I + S1(φ) + T1(M ;φ)).

We have ord0(T2(M ; 0)) ≥ 1. From the previous computation and the fact that Q
has order ≥ 1 at the origin, we obtain

ord0

(
∂T2
∂φ

)
≥ 0 = pj,0, 1 ≤ j ≤ n

ord0

(
∂T2
∂φ′

)
≥ 1 = pj,1, 1 ≤ j ≤ n

ord0

(
∂T2
∂Q

)
≥ 1 = pj,0, , n+ 1 ≤ j ≤ r.
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Therefore, T2 is regular. Using Proposition A.4 it is easy to prove that the adjoint
operator to (A.7) with respect to Belitskii inner product has the form

M(x) →

(
−M(x) · x,

1

2

(
M(x)−M t(x)

))
.

Indeed, since we have Q +Qt = 0, then 〈Q,M〉 = −
〈
Q,M t

〉
for any matrix germ.

As a consequence, we have

〈S2(φ(x), Q(x)),M〉 = 〈−Dφ(x) +Q(x),M〉

= 〈φ,−M.x〉+ 〈Q,M〉

= 〈φ,−M.x〉+

〈
Q,

1

2
(M −M t)

〉

As a consequence the orthogonal complementary space with respect to the Belitskii
inner product gives the normal form of Theorem A.2 for Riemannian metrics in the
formal category.

In the same way we obtain the normal form of Theorem A.2 for conformal struc-
tures. In this case we have

r = n+ n(n− 1)/2 + 1, mi = 1, 1 ≤ i ≤ n, mi = 0, n+ 1 ≤ i ≤ r.

s = n2, q = 0, F = (An
n)>1 ×An(so(n))>0 ×

(
A1
n

)
>0
.

The action is define to be

((id+ φ(x), expQ(x), 1 + h(x))∗ (I+M(x)) = (1+h(x))expQ(x)·(I +Dφ(x))−1 (I +M(x+ φ(x)) .

and the operator S3 has the form

S3 : (An
n)>1 × An(so(n))>0 ×

(
A1
n

)
>0

→ An(Mn×n)>0,

S(φ(x), Q(x), h(x)) = −Dφ(x) +Q(x) + h(x) · I.
(A.7)

We define the associates differential analytic map of order (1, . . . , 1, 0, . . . , 0, 0) :

T3(M ;φ,Q, f) := T2(M ;φ,Q) + hS2(φ,Q) + hT2(M ;φ,Q).

We have ord0(T3(M ; 0)) ≥ 1. Moreover, we have

ord0

(
∂T3
∂φ

)
≥ 0 = pi,0, 1 ≤ i ≤ n

ord0

(
∂T3
∂φ′

)
≥ 1 = pi,1, 1 ≤ i ≤ n

ord0

(
∂T3
∂Q

)
≥ 1 = pi,0, n+ 1 ≤ i ≤ r − 1

ord0

(
∂T3
∂h

)
≥ 1 = pr,0.
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The conjugate linear operator with respect to the Belitskii inner product has the
form

M(x) →

(
−M(x) · x,

1

2
(M(x)−M t(x)), trace M(x)

)

which implies the last normal form of Theorem A.2 in the formal category.

A.3 Big denominators. Proof of Theorem A.2

The action of the group in each of the classification problems of this section is a
differential action of order
m = (1, . . . , 1) ∈ Nn for tuples of vector fields;

m = (1, . . . 1, 0, . . . , 0) ∈ Nn+n(n−1)/2 for Riemannian metrics;

m = (1, . . . 1, 0, . . . , 0, 0) ∈ Nn+n(n−1)/2+1 for conformal structures.

In this section we will prove that we have big denominators of order 1 and that
the formal normal form in Theorem A.2 is uniformly bounded. In other words,
we will prove that the assumptions of Theorem 2.13 hold true and consequently
Theorem A.2 holds not only in formal, but also in analytic category. Introduce

N = {A ∈ An(Mn×n) : A(x) · x ≡ 0}

NRM =
{
A ∈ An(Mn×n) : A(x) · x = 0, A(x) ≡ At(x)

}

NCS =
{
A ∈ An(Mn×n) : A(x) · x ≡ 0, A(x) ≡ At(x), trace A(x) ≡ 0

}
.

To prove that that the assumptions of Theorem 2.13 hold true we have to work with
the equations

A−Dφ ∈ N (A.8)

A−Dφ+Q ∈ NRM , Q = −Qt (A.9)

A−Dφ+Q+ h · I ∈ NCS, Q = −Qt (A.10)

with respect to φ ∈ An(Mn×1), Q ∈ An(Mn×n), h ∈ An. The fact that the as-
sumptions of Theorem 2.13 hold true follows from the following proposition.

Proposition A.5. Consider equations (A.8), (A.9), (A.10) with A ∈ A
(i)
n (Mn×n),

i ≥ 2. In the case of equation (A.10) assume that n ≥ 3. Each of these equations

has a unique solution such that Dφ ∈ A
(i+1)
n (Mn×1), Q ∈ A

(i)
n (Mn×n), h ∈ A

(i)
n

and for some C > 0 which depends neither on i nor on A one has the estimates

||φ|| <
C

i
||A||, ||R|| < C||A||, ||h|| < C||A||

where the norm || · || of a matrix whose entries are homogeneous functions is the
maximum of the norms of the entries and the norm of a homogeneous function is
the sum of the absolute values of its coefficients.
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The rest of the section is devoted to the proof of this proposition. The proof is
very simple for equation (A.8) and more involved for (A.9) and (A.10), especially
for (A.10). Throughout the proof we will use the Euler vector field

E = x1
∂

∂x1
+ · · ·+ xn

∂

∂xn
.

Proof of Proposition A.5 for equation (A.8). This equation can be written
in the form A(x) · x − φ′(x) · x ≡ 0 or equivalently E(φ(x)) = A(x) · x (E(φ(x))

denotes the vector (E(φi(x))i=1,...,n). SinceA(x) ∈ A
(i)
n×n(x) this equation has unique

solution φ(x) = 1
i+1A(x) · x ∈ A

(i+1)
n (Mn×1) which implies Proposition A.5 for

equation (A.8).

Proof of Proposition A.5 for equation (A.9). This equation can be expressed
in the form

φ′(x)−
(
φ′(x)

)t
− 2Q(x) = A(x)−At(x)(

φ′(x)−Q(x)
)
· x = A(x) · x.

We can exclude Q(x) from the first equation

Q(x) =
1

2

(
φ′(x)−

(
φ′(x)

)t
−A(x) +At(x)

)
. (A.11)

The second equation takes the form

(
φ′(x) +

(
φ′(x)

)t)
· x =

(
A(x) +At(x)

)
· x. (A.12)

Introduce the function

U(x) = < φ(x),x > and ∇U(x) =
(

∂U
∂x1

, · · · , ∂U
∂xn

)t
(A.13)

where < · > denoted the standard inner product of two n-tuples. Note that

φ′(x) · x = E(φ(x)),
(
φ′(x)

)t
· x = ∇U(x)− φ(x).

Therefore equation (A.12) can be expressed in the form

E(φ)− φ = −∇U(x) +
(
A(x) +At(x)

)
· x. (A.14)

Take the inner product of this equation with the vector x. We obtain

〈E(φ(x))),x〉 − U(x) = −〈∇U(x),x〉 +
〈(
A(x) +At(x)

)
· x,x

〉
(A.15)
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Note that 〈E(φ),x〉 = E(U(x)) − U(x) and 〈∇U(x),x〉 = E(U(x)). Therefore
equation (A.15) gives the following equation for U(x):

E(U(x))− U(x) =
1

2

〈(
A(x) +At(x)

)
· x,x

〉
. (A.16)

Since A ∈ A
(i)
n (Mn×n) it follows

〈(
A(x) +At(x)

)
· x,x

〉
∈ A

(i+2)
n (M1×1). Therefore

equation (A.16) has unique solution

U(x) =
1

2(i+ 1)

〈(
A(x) +At(x)

)
· x,x

〉
.

Returning to equations (A.14) we obtain that φ(x) satisfies the equation

E(φ(x)) − φ(x) = f(x)−
1

2(i+ 1)
∇〈f(x),x〉

where
f(x) =

(
A(x) +At(x)

)
· x. (A.17)

Since f ∈ A
(i+1)
n we see that this equations have unique solutions

φ(x) =
1

i
f(x)−

1

2 · i · (i+ 1)
∇〈f(x),x〉 . (A.18)

Thus equation (A.9) has unique solution φ ∈ A
(i+1)
n (Mn×1), Q ∈ A

(i)
n (Mn×n)

where φ is defined by (A.18) and Q is defined by (A.11). The vector function f
is defined by (A.17). We see from (A.17) that ||f || < C1||A||. Since 〈f(x),x〉 is a
homogeneous degree (i+2) function, it follows ||∇ 〈f(x),x〉 || < C2(i+2)||A||. Here
C1, C2 do not depend on i. Now we see from (A.18) that ||φ|| < C3

i ||A|| and using
this estimate we see from (A.11) that ||Q|| < C4||A|| for some C3, C4 which do not
depend on i.

Proof of Proposition A.5 for equation (A.10) This equation can be ex-
pressed in the form

φ′(x)−
(
φ′(x)

)t
− 2Q(x) = A(x)−At(x)(

φ′(x)−Q(x)
)
· x = A(x) · x+ h(x) · x

trace φ′(x) = trace A(x) + nh(x).

We can exclude Q(x) from the first equation

Q(x) =
1

2

(
φ′(x)−

(
φ′(x)

)t
−A(x) +At(x)

)
. (A.19)

Substituting to the second and the third equations we obtain the following system
for φ(x) and h(x):

(
φ′(x) +

(
φ′(x)

)t)
· x =

(
A(x) +At(x)

)
· x+ 2h(x) · x. (A.20)
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trace φ′(x) = trace A(x) + nh(x). (A.21)

Our way of solving this system is as follows. We solve equation (A.20) with respect
to φ(x) in the same way as in the previous subsection. After that (A.21) becomes
an equation for h(x) only. Thus we work with equation (A.20). Introduce, as in
the previous subsection, the function U(x) by (A.13). In the same way as in the
previous section we obtain

E(φ) − φ = −∇U(x) +
(
A(x) +At(x)

)
· x+ 2h(x) · x. (A.22)

Let
f(x) =

(
A(x) +At(x)

)
· x. (A.23)

We have
||f || < C1||A|| (A.24)

for some C1 which does not depend on i. Taking the inner product of (A.22) with
the vector x we obtain, like in the previous subsection

E(U(x)) − U(x) =
1

2
〈f(x) · x,x〉 + h(x)(x21 + · · · + x2n)

and it follows

U(x) =
1

2(i + 1)
〈f(x) · x〉+

1

i+ 1
h(x)(x21 + · · ·+ x2n).

Introduce
g(x) = ∇ (〈f(x) · x〉) . (A.25)

From (A.24) it follows
||g|| < C2 · i · ||A|| (A.26)

for some C2 which does not depend on i. Returning to equation (A.22) we obtain

E(φ) − φ = f(x)−
1

2(i+ 1)
g(x) −

1

i+ 1
∇
(
h(x)(x21 + · · ·+ x2n)

)
+ 2h(x) · x.

Since
∇
(
h(x)(x21 + · · ·+ x2n)

)
= (x21 + · · ·+ x2n)∇h(x) + 2h(x) · x

and φ ∈ A
(i+1)
n (Mn×1) we obtain

φ(x) =
1

i
f(x)−

1

2i(i + 1)
g(x) −

1

i(i+ 1)
(x21 + · · ·+ x2n)∇h(x) +

2

i+ 1
h · x. (A.27)

Let φ(x) = (φ1(x), ..., φn(x))
t and let

s(x) =
1

i
f(x)−

1

2i(i+ 1)
g(x) = (s1(x), ..., sn(x))

t

w(x) =
∂s1(x)

∂x1
+ · · · +

∂sn(x)

∂xn
.

(A.28)
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From (A.24) and (A.26) it follows

||w|| < C3||A|| (A.29)

for some C3 which does not depend on i. We have, for each k ∈ {1, ..., n}:

∂φk(x)

∂xk
=
∂sk(x)

∂xk
−

2

i(i + 1)
xk

∂h

∂xk
−

1

i(i+ 1)
(x21+· · ·+x2n)

∂2h

∂x2k
+

2

i+ 1
xk

∂h

∂xk
+

2

i+ 1
h

and it follows

trace φ′(x) = +w(x)−
1

i(i+ 1)
(x21 + · · ·+ x2n)

(
∂2h

∂x21
+ · · · +

∂2h

∂x2n

)
+

+
2(i− 1)

i(i+ 1)
E(h(x)) +

2n

i+ 1
h(x).

Since h(x) ∈ A
(i)
n we have E(h(x)) = ih(x) and consequently

traceφ′(x) = −
1

i(i+ 1)
(x21+ · · ·+x2n)

(
∂2h

∂x21
+ · · · +

∂2h

∂x2n

)
+
2(i + n− 1)

i+ 1
h(x)+w(x).

Now we return to equation (A.21). Let

z := w − trace A ∈ A(i)
n .

From (A.29) we obtain
||z|| < C4||A|| (A.30)

for some C4 which does not depend on i. Equation (A.21) takes the form

1

i(i+ 1)
(x21 + · · ·+ x2n)

(
∂2h(x)

∂x21
+ · · ·+

∂2h(x)

∂x2n

)
+

(n− 2)(i − 1)

i+ 1
h(x) = z(x)

(A.31)

Now we need the following statement.

Lemma A.6. Let n ≥ 3 and i ≥ 2. For any given z ∈ A
(i)
n , equation (A.31) has a

unique solution h ∈ A
(i)
n and one has ||h|| < C||z|| where the constant C does not

depend on i.

This proposition is proved below. Proposition A.5 for equation (A.10) and i ≥ 2
is a direct corollary of Proposition A.6, the formula (A.27) expressing φ in terns of
h, the formula (A.19) expressing Q in terms of φ, and the estimates (A.30), (A.24),
(A.26). Indeed, w is known from A, so is z with estimate (A.30). According to the
previous proposition, h solves (A.31) with estimate ‖h‖ ≤ C̃‖A‖. Since s is known

48



from A, so is φ (A.27) and it satisfies ‖φ‖ ≤ C
i ‖A‖. Finally, Q is known from A

and satisfies ‖Q‖ ≤ ‖A‖ and so does R. To complete the proof of Proposition A.5
it remains to prove Lemma A.6.

Proof of Lemma A.6 Consider the linear operator Li : A
(i)
n → A

(i)
n ,

Li(h) =
1

i(i+ 1)
(x21 + · · · + x2n)

(
∂2h(x)

∂x21
+ · · ·+

∂2h(x)

∂x2n

)
+

(n− 2)(i− 1)

i+ 1
h(x).

The key point is that the operator Li is selfadjoint with respect to Belitskii scalar
product. It is easy to see that this property of Li reduces the lemma to the following
statement: the eigenvalues of Li are bigger than a positive constant which does not
depend on i. We will prove that all eigenvalues of Li are bigger than 1/2.

Consider any eigenvector h(x) ∈ M
(i)
1×1 of Li corresponding to eigenvalue λ:

1

i(i + 1)
(x21 + · · ·+ x2n)

(
∂2h(x)

∂x21
+ · · ·+

∂2h(x)

∂x2n

)
= (λ− λ1)h(x).

λ1 =
(n − 2)(i − 1)

i+ 1
.

If ∂2h(x)
∂x2

1
+ · · · + ∂2h(x)

∂x2
n

= 0 then λ = λ1. If
∂2h(x)
∂x2

1
+ · · ·+ ∂2h(x)

∂x2
n

6= 0 then h(x) must

have the form h(x) = (x21 + · · ·+x2n)h̃(x), h̃(x) ∈ M
(i−2)
1×1 and it is easy to compute

that h̃(x) satisfies the equation

1

i(i+ 1)
(x21 + · · · + x2n)

(
∂2h̃(x)

∂x21
+ · · ·+

∂2h̃(x)

∂x2n

)
= (λ− λ1 − λ2) h̃(x),

λ2 =
4(i− 2) + 2n

i(i+ 1)
.

If ∂2h̃(x)
∂x2

1
+ · · · + ∂2h̃(x)

∂x2
n

= 0 then λ = λ1 + λ2 > λ1. If
∂2h̃(x)
∂x2

1
+ · · · + ∂2h̃(x)

∂x2
n

6= 0 then

h̃(x) must have the form

h̃(x) = (x21 + · · ·+ x2n)ĥ(x), ĥ(x) ∈ M
(i−4)
1×1 .

In this case ĥ(x) satisfy the equation

1

i(i+ 1)
(x21 + · · ·+ x2n)

(
∂2ĥ(x)

∂x21
+ · · ·+

∂2ĥ(x)

∂x2n

)
= (λ− λ1 − λ2 − λ3) ĥ(x),

λ3 =
4(i− 4) + 2n

i(i+ 1)
.

Continuing in the same way we come to conclusion λ ≥ λ1 for any eigenvalue λ of
Li. Since n ≥ 3 and i ≥ 2 we have λ ≥ 1

2 for any eigenvalue λ of Li.
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