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The raising steps method. Application to the ∂̄ equation in

Stein manifolds.

Eric Amar

Abstract

In order to get estimates on the solutions of the equation ∂̄u = ω on Stein manifold, we

introduce a new method the ”raising steps method”, to get global results from local ones. In

particular it allows us to transfer results form open sets in C
n to open sets in a Stein manifold.

Using it we get Lr − Ls results for solutions of equation ∂̄u = ω with a gain, s > r, in

strictly pseudo convex domains in Stein manifolds.

1 Introduction.

We shall introduce a new method, the ”raising steps method” to get from local results on
solutions u of equation Du = ω, global ones in a smooth manifold X. This method works because
we get a quantified better regularity on the solution u of the D equation with respect to the
regularity of the data.

On any complex manifold X we define first the ”Lebesgue measure” as in Hörmander’s book [7]
section 5.2, with a hermitian metric locally equivalent to the usual one on any analytic coordinates
patch. Associated to this metric there is a volume form dm and we take it for the Lebesgue measure
on X.

There already exist results on solutions of the ∂̄ equation in bounded strictly pseudo convex
domains in complex manifolds. For instance Hörmander [7] solve the ∂̄ equation with L2 − L2

estimates for any (p, q) currents. Kerzman [8] proved a Lr − Lr estimate on solution of ∂̄ for any
r ∈ [1,∞[ and a Hölder estimate in case r = ∞ for (0, 1) currents. In [6], chap. 4, Henkin and
Leiterer built global kernels on a Stein manifold for (0, q) forms and get some uniform estimates.
Demailly and Laurent [4], built global kernels on a Stein manifold for (p, q) forms and get Lr − Lr

estimate on solution of ∂̄ for any r ∈ [1,∞[ in the case the Stein manifold is equipped with a
hermitian metric with null curvature.

As an application of this ”raising steps” method we get the following theorems

Theorem 1.1 Let Ω be a smoothly bounded relatively compact strictly pseudo convex domain in
the Stein manifold X.
There is a constant C = C(p, q, r) > 0 such that if ω ∈ Lr

(p,q)(Ω), ∂̄ω = 0 if 1 ≤ r ≤ 2, there is a

(p, q − 1) current u such that, with γ := min(
1

2(n+ 1)
,
1

r
−

1

2
), and

1

s
=

1

r
− γ,

1



∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖Ls

(p,q−1)
(Ω) ≤ C‖ω‖Lr

(p,q)
(Ω).

Let Hr
p(Ω) be the set of all (p, 0) ∂̄ closed forms in Ω and in Lr(Ω).

To deal with r > 2 we have to make the assumption that ω has a compact support, i.e. ω ∈ Lr,c

(p,q)(Ω)

if q < n and ω ⊥ Hr′

p (Ω) if q = n.

Theorem 1.2 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold

X. Let
2(n+ 1)

n+ 2
≤ r < 2(n+1), there is a constant C = Cr > 0 such that if ω ∈ Lr,c

(p,q)(Ω), ∂̄ω = 0

if 1 ≤ q < n and ω ∈ Lr
(p,q)(Ω), ω ⊥ Hr′

p (Ω) if q = n, then there is a (p, q − 1) current u such that,

with
1

s
=

1

r
−

1

2(n+ 1)
,

∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖s ≤ C‖ω‖r.

In the case of (0, 1) currents, this assumption is not necessary, thanks to the results of N.
Kerzman [8].

Theorem 1.3 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold
X.

• If 1 ≤ r < 2(n + 1) there is a constant C = Cr > 0 such that if ω ∈ Lr
(0,1)(Ω), ∂̄ω = 0 then

there is a function u such that, with
1

s
=

1

r
−

1

2(n+ 1)
,

∂̄u = ω and u ∈ Ls(Ω), ‖u‖Ls(Ω) ≤ C‖ω‖Lr
(0,1)

(Ω).

• If r = 2(n+ 1) then for any s <∞ there is a function u such that
∂̄u = ω and u ∈ Ls(Ω), ‖u‖Ls(Ω) ≤ C‖ω‖Lr

(0,1)
(Ω).

• if 2(n+ 1) < r <∞ there is a function u such that
u ∈ Λβ(Ω) :: ∂̄u = ω, ‖u‖Λβ(Ω) ≤ C‖ω‖Lr

(0,1)
(Ω),

where β =
1

2
−

(n + 1)

r
and Λβ is the Hölder class of functions of order β.

Another way to release the compact support assumption is to have a Stein manifold equipped
with a hermitian metric of null curvature in the sense of Demailly Laurent [4], because then we can
use their Lr − Lr estimates for any r ∈ [1,∞[.

Theorem 1.4 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold X
equipped with a metric with null curvature.

• If 1 ≤ r < 2(n+ 1) and ω ∈ Lr
(p,q)(Ω), ∂̄ω = 0. Then there is a (p, q − 1) current u such that

∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖s ≤ C‖ω‖Lr

(p,q)
(Ω) with

1

s
=

1

r
−

1

2(n+ 1)
.

• If r = 2(n+ 1) and ω ∈ Lr
(p,q)(Ω), ∂̄ω = 0. Then for any s <∞ there is a (p, q − 1) current

u such that
∂̄u = ω and u ∈ Ls

(p,q−1)(Ω), ‖u‖Ls
(p,q−1)

≤ C‖ω‖Lr
(p,q)

(Ω).

We notice that N. Kerzman in [8], in order to solve ∂̄ for (0, 1) forms, also use local solutions
and to find a global one he used also the Hörmander L2 solution, but his method is based on ”bump”
around point at the boundary and is completely different from the raising steps method introduced
here.
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2 The ”raising steps” method.

We shall deal with the following situation : we have a C∞ smooth manifold X admitting
partitions of unity and a decreasing scale {Br}r≥1, s ≥ r ⇒ Bs ⊂ Br of Banach spaces of functions
or forms defined on open sets of X. These Banach spaces must be modules over D, the space of C∞

functions with compact support, i.e.
∀Ω open in X, ∀χ ∈ D(Ω), ∃C(χ) > 0 :: ∀f ∈ Br, χf ∈ Br(Ω) and ‖χf‖Br

≤ C(χ)‖f‖Br
.

For instance Br = Lr the Lebesgue spaces, or Br = H2
r the Sobolev spaces, etc...

We are interested in solution of the linear equation Du = ω, where D is a linear operator, with
eventually the constraint ∆ω = 0, where ∆ is also a linear operator such that ∆2 = 0. In case there
is no constraint we take ∆ ≡ 0. One aim is that we want to apply this to the ∂̄ equation.

We shall put the following hypotheses on D, for any domain Ω ⊂ X :
(i) ∀χ ∈ D(Ω), Dχ ∈ D(Ω) ;
(ii) ∀χ ∈ D(Ω), ∀f ∈ Br(Ω), D(χf) = Dχ · f + χDf ;

as can be easily seen, a linear differential operator D verifies these assumptions.
Let Ω be a relatively compact domain in X. Now we shall make the following assumptions on

X and Ω. There is a r0 > 1 and a δ > 0 such that, setting
1

s
=

1

r
− δ,

(iii) there is a covering {Uj}j=1,...,N of Ω̄ such that, ∀r ≤ r0, if ω ∈ Br(Ω), ∆ω = 0, we can
solve Duj = ω in Uj ∩ Ω with Br(Ω)−Bs(Ω ∩ Uj) estimates, i.e. ∃C0 > 0 such that

Duj = ω in Ωj := Uj ∩ Ω and ‖uj‖Bs(Ωj)
≤ C0‖ω‖Br(Ω).

(iv) We can solve Dw = ω globally in Ω with Br0 −Br0 estimates, i.e.
∃E > 0, ∃w :: Dw = ω in Ω and ‖w‖Br0 (Ω) ≤ E‖ω‖Br0(Ω) provided that ∆ω = 0.

Then we have

Theorem 2.1 (Raising steps theorem) Under the assumptions above, there is a constant C > 0,

for r ≤ r0, if ω ∈ Br(Ω), ∆ω = 0 there is a u ∈ Bs(Ω) with γ := min(δ,
1

r
−

1

r0
), and

1

s
=

1

r
− γ,

such that
Du = ω and u ∈ Bs(Ω), ‖u‖Bs(Ω) ≤ C‖ω‖Br(Ω).

Proof.
Let r ≤ r0 and ω ∈ Br(Ω), ∆ω = 0 ; we start with the covering {Uj}j=1,...,N and the local solution
Duj = ω with uj ∈ Bs(Ωj) given by hypothesis (iii).
Let χj be a C∞ smooth partition of unity subordinate to {Uj}j=1,...,N and set

v0 :=

N
∑

j=1

χjuj.

Then we have

• v0 ∈ Bs0(Ω) because Bs is a module over D(Ω) and ‖v0‖Bs0 (Ω) ≤ C‖ω‖Br(Ω) with
1

s0
=

1

r
−δ

and C = NC0 max
j=1,...,N

C(χj) by hypothesis (iii).

• Dv0 =
∑N

j=1 χjDuj +
∑N

j=1Dχj ∧ uj by hypothesis (ii) hence

Dv0 =

N
∑

j=1

χjω +

N
∑

j=1

Dχj ∧ uj = ω + ω1
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with
ω1 :=

∑N

j=1Dχj ∧ uj.
But, by hypothesis (i), Dχj ∈ D(Ω) hence because Bs is a module over D(Ω), we have ω1 ∈ Bs0(Ω),

with
1

s0
=

1

r
− δ and ‖ω1‖Bs0 (Ω) ≤ G‖ω‖Br(Ω) with G = C0N maxj=1,...,N C(Dχj).

Hence the regularity of ω1 is higher of one step δ than that of ω.
Moreover ∆ω1 = ∆2v0 −∆ω = 0 because ∆2 = 0 and ∆ω = 0.

Two cases

Case 1 : if
1

s0
=

1

r
− δ ⇒ s0 ≥ r0 we can solve a global D in Br0(Ω), by assumption (iv) i.e.

∃w ∈ Br0(Ω) :: Dw = ω1, ‖w‖Br0(Ω) ≤ E‖ω1‖Br0 (Ω) ⇒ ‖w‖Br0 (Ω) ≤ EG‖ω‖Br(Ω).
It remains to set

u := v0 − w
to have, by the linearity of D,

Du = ω

and, with
1

s
=

1

r
− γ, γ := min(δ,

1

r
−

1

r0
), and F := EG,

u ∈ Bs(Ω), ‖u‖Bs(Ω) ≤ F‖ω‖Br(Ω).

Case 2 : if
1

s0
=

1

r
− δ ⇒ s0 < r0 then we continue :

∃v1 ∈ Bs1(Ω), Dv1 = ω1 + ω2

with
‖v1‖Bs1 (Ω) ≤ C‖ω1‖Bs0 (Ω) ≤ CG‖ω‖Br(Ω),

ω2 ∈ Bs1(Ω), ‖ω2‖Bs1 (Ω) ≤ G‖ω1‖Bs0 (Ω),

1

s1
=

1

s0
− δ =

1

r
− 2δ,

∆ω2 = 0.
And

D(v0 − v1) = ω + ω1 −Dv1 = ω − ω2.
Hence by induction :

∃v0, ..., vN :: vj ∈ Bsj(Ω),
1

sj
=

1

r
− (j + 1)δ, ‖vj‖Bsj

(Ω) ≤ CGj−1‖ω‖Br(Ω)

and
D(

∑N

j=0 (−1)jvj) = ω + (−1)NωN

with

ωN ∈ BsN−1
(Ω), ‖ωN‖BsN−1

(Ω) ≤ GN‖ω‖Br(Ω),
1

sN−1
=

1

r
−Nδ

and ∆ωN = 0.
Hence the regularity of ωN raises of N steps δ from that of ω.

Now let s0 ::
1

s0
=

1

r
− δ and suppose that s0 ≤ r0 then take N such that

1

sN−1

=
1

r
−Nδ ≤

1

r0
then ωN ∈ BsN−1

(Ω) ⊂ Br0(Ω) and now we can solve a global D in Br0(Ω), by assumption (iv) i.e.
∃w ∈ Br0(Ω) :: Dw = ωN , ‖w‖Br0 (Ω) ≤ E‖ωN‖Br0 (Ω) ⇒ ‖w‖Br0(Ω) ≤ ECGN‖ω‖Br(Ω).

It remains to set

u :=

N
∑

j=0

(−1)jvj + (−1)Nw

4



to have
Du = ω

and, with
1

s
=

1

r
− δ and F := ECGN ,

u ∈ Bs(Ω), ‖u‖Bs(Ω) ≤ F‖ω‖Br(Ω). �

3 Applications.

We proved in [2] the following theorem for strictly pseudo convex (s.p.c.) domains in Cn.

Theorem 3.1 Let Ω be a s.p.c. domain in C
n then

• for 1 < r < 2n + 2 we have
∀ω ∈ Lr

(p,q)(Ω), ∂̄ω = 0, ∃u ∈ Ls
(p,q−1)(Ω) :: ∂̄u = ω, ‖u‖Ls(Ω) . ‖ω‖Lr

(p,q)
(Ω),

with
1

s
=

1

r
−

1

2(n+ 1)
.

• For r = 2n+ 2 we have
∃u ∈

⋂

r≥1

Lr
(p,q−1)(Ω) :: ∂̄u = ω.

If ω is a (p, 1) form we have also :
• for r = 1, we have

∃u ∈ Ls,∞
(p,0)(Ω) :: ∂̄u = ω, ‖u‖Ls,∞(Ω) . ‖ω‖L1(Ω)

with
1

s
= 1−

1

2(n+ 1)
.

• for r > 2n+ 2 we have
∃u ∈ Λβ(Ω) :: ∂̄u = ω, ‖u‖Λβ(Ω) . ‖ω‖Lr(Ω),

where β =
1

2
−

(n + 1)

r
and Λβ is the Hölder class of functions of order β.

Moreover the solution u is linear on the data ω.

In fact the theorem we have gave results on BMO(Ω) instead of
⋂

r≥1

Lr
(p,q−1)(Ω) with control of

the norm and on an anisotropic Hölder class Γβ(Ω) instead of the usual Hölder class. But because
we are mainly interested in classical results, it is not necessary to go further here. The aim is to
have this kind of results with a Stein manifold instead of Cn.

3.1 The transfer from Cn to Stein manifold.

We shall apply the raising steps method to the case of D = ∂̄, ∆ = ∂̄, Br = Lr
(p,q) the space of

(p, q) currents with coefficients in the Lebesgue space Lr and X a Stein manifold. Clearly (i) and
(ii) are verified.

Lemma 3.2 Let Ω be a relatively compact domain, C∞ smoothly bounded and strictly pseudo
convex in the complex manifold X. There is a covering {(Uj, ϕj)}j=1,...,N of Ω̄ by coordinates patches
of X such that Ωj := Uj ∩ Ω is still relatively compact, C∞ smoothly bounded and strictly pseudo
convex in X.

5



Proof.
Let z ∈ Ω̄ and (Gz, ϕz) a coordinates patch such that z ∈ Gz. Set Vz := ϕz(Gz) ⊂ Cn and
ζ := ϕz(z).
We have two cases
(i) if z ∈ Ω take a ball Bζ centered at ζ and contained in Vz. B is spc in Cn ; set Uz := ϕ−1

z (B) then
Uz = Uz ∩ Ω is still spc with smooth boundary in X, because ϕz is biholomorphic in Gz, and Uz is
a neighbourhood of z.
(ii) if z ∈ ∂Ω we look at Vz ⊂ Cn and we make the completion of the part of the boundary of
ϕz(Gz ∩ Ω) in Vz to get a smoothly bounded strictly pseudo convex domain Γz in Vz as in [1].

Now we extend Γz on the other side of ϕz(Gz ∩ ∂Ω) in Vz as an open set Wz such that
Wz ∩ ϕz(Uz ∩ Ω) = Γz. Now we set Uz := ϕ−1

z (Wz), then Ωz := Uz ∩Ω = ϕ−1
z (Γz) is strictly pseudo

convex with smooth boundary in X.
Hence we have that {Uz}z∈Ω̄ is a covering of the compact set Ω̄ and we can extract of it a finite

subset {Uj}j=1,...,N which is still a covering of Ω̄ with all the required properties. �

Remark 3.3 We have that the Lebesgue measure on X restricted to Uj is equivalent to the restric-
tion of the Lebesgue measure of Cn to ϕj(Uj). This equivalence is uniform with respect to j = 1, ..., N
of course. Moreover we have that the distance in Ω∩Uj is also uniformly equivalent to the distance
in Γj because ϕj is biholomorphic in Uj and there is only a finite number of Uj to deal with.

3.2 Case with use of the L2 estimates of Hörmander.

Let Ω be a relatively compact domain, C∞ smoothly bounded and strictly pseudo convex in
the Stein manifold X. We plan to apply the raising steps method to extend estimates from domains
in Cn to domains in a Stein manifold.

By lemma 3.2 we have a covering {Uj}j=1,...,N of Ω̄ by coordinates patches (Uj , ϕj) such that
Ωj = Uj ∩ Ω is spc in X and Γj = ϕj(Ωj) is spc in Cn with C∞ smooth boundary.

Let ω ∈ Lr
(p,q)(Ω), we have by remark 3.3, that Lebesgue measures on Ωj and on Γj are equivalent,
ω ∈ Lr

(p,q)(Ω) implies ϕ∗
jω ∈ Lr

(p,q)(Γj).

Hence we can apply theorem 3.1 to each Γj to get a u′j ∈ Ls
(p,q−1)(Γj), ∂̄u

′
j = ϕ∗

jω with
1

s
=

1

r
−

1

2(n+ 1)
. So we have here δ =

1

2(n+ 1)
.

Back to X, we have a uj ∈ Ls
(p,q−1)(Ωj), ∂̄uj = ω in Uj ∩ Ω = Ωj with control of the norm. So

assumption (iii) is fulfilled.
We get the assumption (iv) by the well known theorem [7], [5].

Theorem 3.4 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold
X. There is a constant C > 0 such that if ω ∈ L2

(p,q)(Ω), ∂̄ω = 0 there is a (p, q − 1) current

u ∈ L2
(p,q−1)(Ω), ∂̄u = ω and ‖u‖2 ≤ C‖ω‖2.

So an application of the ”raising steps” theorem 2.1 gives

Theorem 3.5 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold
X. There is a constant C > 0 such that if ω ∈ Lr

(p,q)(Ω), ∂̄ω = 0, with r ≤ 2,

set γ := min(
1

2(n+ 1)
,
1

r
−

1

2
) and

1

s
=

1

r
− γ, then there is a (p, q − 1) current u such that
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∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖Ls

(p,q−1)
(Ω) ≤ C‖ω‖Lr

(p,q)
(Ω).

To deal with the case r > 2 we shall proceed by duality and ask that ω has compact support,
i.e. ω ∈ Lr,c

(p,q)(Ω) when q < n.

Recall that Hr
p(Ω) is the set of all (p, 0) ∂̄ closed forms in Ω and in Lr(Ω).

Theorem 3.6 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold X.

Let
2(n+ 1)

n+ 2
≤ r ≤ 2(n+1) and ω ∈ Lr,c

(p,q)(Ω), ∂̄ω = 0 if 1 ≤ q < n and ω ∈ Lr
(p,q)(Ω), ω ⊥ Hr′

p (Ω)

if q = n ; then there is a (p, q − 1) current u such that, with
1

s
=

1

r
−

1

2(n+ 1)
,

∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖s ≤ C‖ω‖r.

Proof.
We use the same technique of duality we already use in [3] inspired by the Serre duality theorem [9].
As usual let s′ the conjugate exponent to s.

Lemma 3.7 For Ω, ω as in the theorem, consider the function L = Lω, defined on (n−p, n−q+1)
form α ∈ Ls′(Ω), ∂̄ closed in Ω, as follows:

L(α) := (−1)p+q−1〈ω, ϕ〉, where ϕ ∈ Lr′(Ω) is such that ∂̄ϕ = α in Ω.
Then L is well defined and linear.

Proof.

First notice that if
1

s
=

1

r
−

1

2(n+ 1)
then

1

r′
=

1

s′
−

1

2(n+ 1)
. Such a current ϕ with ∂̄ϕ = α

exists since s′, the conjugate exponent of s verifies s′ ≤ 2, hence we can apply theorem 3.5, with
the remark that this time s′ ≤ r′.
Suppose first that q < n.
In order for L to be well defined we need

∀ϕ, ψ ∈ Lr′

(n−p,n−q)(Ω), ∂̄ϕ = ∂̄ψ ⇒ 〈ω, ϕ〉 = 〈ω, ψ〉.

This is meaningful because ω ∈ Lr,c(Ω), r > 1, Suppω ⋐ Ω.
Then we have ∂̄(ϕ − ψ) = 0 hence ϕ − ψ ∈ Lr′(Ω) ⊂ Ls′(Ω) so we can solve ∂̄ in Lr′(Ω) because
s′ ≤ 2 by theorem 3.5 :

∃γ ∈ Lr′

(n−p,n−q−1)(Ω) :: ∂̄γ = (ϕ− ψ) ∈ Lr′(Ω).

So 〈ω, ϕ− ψ〉 =
〈

ω, ∂̄γ
〉

= (−1)p+q−1
〈

∂̄ω, γ
〉

= 0 because ω being compactly supported in Ω there
is no boundary term.
Hence L is well defined in that case.

Suppose now that q = n.
Of course ∂̄ω = 0 but we have that ϕ, ψ are (p, 0) forms hence ∂̄(ϕ−ψ) = 0 means that h := ϕ−ψ
is a ∂̄ closed (p, 0) form hence h ∈ Hp(Ω). The hypothesis ω ⊥ Hr′

p (Ω) gives 〈ω, h〉 = 0, and L is
also well defined in that case. We notice that ω with compact support is not needed in that case,
but in order that the scalar product be defined, we need h ∈ Hr′

p (Ω).

It remains to see that L is linear, so let α = α1 + α2, with αj ∈ Ls′(Ω), ∂̄αj = 0, j = 1, 2 ; we
have α = ∂̄ϕ, α1 = ∂̄ϕ1 and α2 = ∂̄ϕ2, with ϕ, ϕ1, ϕ2 in Lr′(Ω) so, because ∂̄(ϕ− ϕ1 − ϕ2) = 0,
we have

7



if q < n :
ϕ = ϕ1 + ϕ2 + ∂̄ψ, with ψ in Lr′(Ω), as we did above,

so
L(α) = (−1)p+q−1〈ω, ϕ〉 = (−1)p+q−1

〈

ω, ϕ1 + ϕ2 + ∂̄ψ
〉

= L(α1)+L(α2)+(−1)p+q−1
〈

ω, ∂̄ψ
〉

,

but
〈

ω, ∂̄ψ
〉

=
〈

∂̄ω, ψ
〉

= 0, because Suppω ⋐ Ω implies there is no boundary term.
Hence L(α) = L(α1) + L(α2).

if q = n :
because ∂̄(ϕ − ϕ1 − ϕ2) = 0, we have h := ϕ − ϕ1 − ϕ2 ∈ Hr′

p (Ω) and the hypothesis ω ⊥ Hr′

p (Ω)
gives 〈ω, h〉 = 0, so

L(α) = (−1)p+q−1〈ω, ϕ〉 = (−1)p+q−1〈ω, ϕ1 + ϕ2 + h〉 = L(α1)+L(α2)+(−1)p+q−1〈ω, h〉,

hence L(α) = L(α1) + L(α2).
We notice again that ω with compact support is not needed in that case.

The same for α = λα1 and the linearity. �

Lemma 3.8 Still with the same hypotheses as above there is a (p, q − 1) current u such that
∀α ∈ Ls′

(n−p,n−q+1)(Ω), 〈u, α〉 = L(α) = (−1)p+q−1〈ω, ϕ〉,
and

sup
α∈Ls′ (Ω), ‖α‖

Ls′ (Ω)
≤1

|〈u, α〉| ≤ C‖ω‖Lr(Ω).

Proof.
By lemma 3.7 we have that L is a linear form on (n − p, n − q + 1) forms α ∈ Ls′(Ω), ∂̄ closed in
Ω.
We have

∃ϕ ∈ Lr′

(n−p,n−q)(Ω) :: ∂̄ϕ = α, ‖ϕ‖Lr′(Ω) ≤ C2‖α‖Ls′ (Ω)

and by its very definition
L(α) = 〈ω, ϕ〉.

By Hölder inequalities
|L(α)| ≤ ‖ω‖Lr(Ω)‖ϕ‖Lr′(Ω) = ‖ω‖Lr(Ω)‖ϕ‖Lr′(Ω).

But there is a constant C such that
‖ϕ‖Lr′(Ω) ≤ C‖α‖Ls′ (Ω).

Hence
|L(α)| ≤ C‖ω‖Lr(Ω)‖α‖Ls′(Ω).

So we have that the norm of L is bounded on the subspace of ∂̄ closed forms in Ls′(Ω) by
C‖ω‖Lr(Ω).

We apply the Hahn-Banach theorem to extend L with the same norm to all (n− p, n− q + 1)
forms in Ls′(Ω). As in Serre duality theorem ( [9], p. 20) this is one of the main ingredient in the
proof.

This means, by the definition of currents, that there is a (p, q − 1) current u which represents
the extended form L, i.e.

∀α ∈ Ls′

(n−p,n−q+1)(Ω), 〈u, α〉 = L(α) = (−1)p+q−1〈ω, ϕ〉,
and such that
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sup
α∈Ls′ (Ω), ‖α‖

Ls′ (Ω)
≤1

|〈u, α〉| ≤ C‖ω‖Lr(Ω).

�

The lemma 3.8 says that
∀α ∈ Ls′

(n−p,n−q+1)(Ω), 〈u, α〉 = L(α) = (−1)p+q−1〈ω, ϕ〉,

hence applied to ϕ ∈ D(n−p,n−q)(Ω) we get α = ∂̄ϕ ∈ D(n−p,n−q+1) ⊂ Ls′(Ω) and
〈

u, ∂̄ϕ
〉

= L(∂̄ϕ) = (−1)p+q−1〈ω, ϕ〉 ⇒
〈

∂̄u, ϕ
〉

= 〈ω, ϕ〉
because ϕ has compact support in Ω, hence ∂̄u = ω in the sense of distributions.
Moreover the fact that

sup
α∈Ls′ (Ω), ‖α‖

Ls′ (Ω)
≤1

|〈u, α〉| ≤ C‖ω‖Lr(Ω)

gives, by an easy duality, that
‖u‖Ls

(p,q−1)
(Ω) ≤ C‖ω‖Lr

(p,q)
(Ω)

which completes the proof of theorem 3.6. �

Remark 3.9 The theorem is valid up to r = 2(n+ 1) because there we have to take s′ = 1 and we
get

sup
α∈L1(Ω), ‖α‖

L1(Ω)≤1

|〈u, α〉| ≤ C‖ω‖Lr(Ω)

which implies that u ∈ L∞
(p,q−1)(Ω) with control of the norm.

3.3 Case of (0, 1) forms by use of Kerzman’s estimates.

In the special case of (0, 1) forms ω, we apply the raising steps method with Kerzman’s esti-
mates [8] for the global solution.

Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold X. As above

we have the assumption (iii) fulfilled with δ =
1

2(n+ 1)
. We shall prove

Theorem 3.10 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold
X.

• If 1 ≤ r < 2(n + 1) there is a constant C = Cr > 0 such that if ω ∈ Lr
(0,1)(Ω), ∂̄ω = 0 then

there is a function u such that, with
1

s
=

1

r
−

1

2(n+ 1)
,

∂̄u = ω and u ∈ Ls(Ω), ‖u‖Ls(Ω) ≤ C‖ω‖Lr
(0,1)

(Ω).

• If r = 2(n+ 1) then for any s <∞ there is a function u such that
∂̄u = ω and u ∈ Ls(Ω), ‖u‖Ls(Ω) ≤ C‖ω‖Lr

(0,1)
(Ω).

• if r > 2(n + 1) there is a function u such that
u ∈ Λβ

(p,0)(Ω) :: ∂̄u = ω, ‖u‖Λβ(Ω) . ‖ω‖Lr
(0,1)

(Ω),

where β =
1

2
−

(n + 1)

r
and Λβ is the Hölder class of functions of order β.

Proof.

9



The assumption (iv) is true for any r0 ∈ [1,∞] by Kerzman’s estimates [8] so starting with a

r ∈ [1, 2(n+ 1)[, we choose r0 = s with
1

s
=

1

r
−

1

2(n+ 1)
> 0, hence an application of the raising

steps theorem 2.1 gives the first point.

For the second point the proof of the raising steps theorem gives that we have v0 :=

N
∑

j=1

χjuj with

uj ∈
⋂

1≤t

Lt(Ω ∩ Uj) hence v0 ∈
⋂

1≤t

Lt(Ω ∩ Uj) because the χj are in D(Ω∩Uj). Choose a s <∞ and

r0 = s, then apply Kerzman’s result : there is a correction w ∈ Ls(Ω) such that ∂̄(v0 −w) = ω and
v0 − w ∈ Ls(Ω).

For the third point the proof of the raising steps theorem gives that we have again v0 :=
N
∑

j=1

χjuj

with uj ∈ Λβ(Ω ∩ Uj) because the distance in Cn and in Ω ∩ Uj are equivalent and the ϕj are
biholomorphic, as in remark 3.3, hence the ϕj send Hölder classes to the same Hölder classes.

Then we apply the Hölder part of Kerzman’s result [8] :
∀ϕ ∈ L∞

(0,1)(Ω), ∂̄ϕ = 0, ∃w ∈ L∞(Ω) :: ∂̄w = ω and ∀α < 1/2, w ∈ Λα(Ω), ‖w‖Λα(Ω) ≤
Cα‖ϕ‖L∞(Ω) ;

i.e. we choose r0 = ∞, and we have a correction w ∈ Λα for any α < 1/2. Hence again ∂̄(v0−w) = ω
and v0 − w ∈ Λβ because β < 1/2 and we choose of course α = β. �

3.4 Case of (p, q) forms by use of Demailly-Laurent’s estimates.

We can also remove the fact that ω must have compact support when r ≥ 2 by using a theorem
of Demailly-Laurent( [4], Remarque 4, page 596) but the price to paid here is that the manifold has
to be equipped with a metric with null curvature, in order to avoid parasitic terms.

The proof is identical to the previous one and we get

Theorem 3.11 Let Ω be a smoothly bounded relatively compact spc domain in the Stein manifold
X equipped with a metric with null curvature.

• If 1 ≤ r < 2(n+ 1) and ω ∈ Lr
(p,q)(Ω), ∂̄ω = 0. Then there is a (p, q − 1) current u such that

∂̄u = ω and u ∈ Ls
(p,q−1)(Ω), ‖u‖s ≤ C‖ω‖Lr

(p,q)
(Ω) with

1

s
=

1

r
−

1

2(n+ 1)
.

• If r = 2(n+ 1) and ω ∈ Lr
(p,q)(Ω), ∂̄ω = 0. Then for any s <∞ there is a (p, q − 1) current

u such that
∂̄u = ω and u ∈ Ls

(p,q−1)(Ω), ‖u‖s ≤ C‖ω‖Lr
(p,q)

(Ω).
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