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Abstract

The aim of this paper is to present a numerical scheme to compute
Saint-Venant equations with a source term, due to the bottom topog-
raphy, in a one-dimensional framework, which satisfies the following
theoretical properties: it preserves the steady state of still water, sat-
isfies an entropy inequality, preserves the non-negativity of the height
of water and remains stable with a discontinuous bottom. This is
achieved by means of a kinetic approach to the system, which is the
departing point of the method developed here. In this context, we use
a natural description of the microscopic behaviour of the system to
define numerical fluxes at the interfaces of an unstructured mesh. We
also use the concept of cell-centered conservative quantities (as usual
in the finite volume method) and upwind interfacial sources as advo-
cated by several authors. We show, analytically and also by means of
numerical results, that the above properties are satisfied.

Key-words: Saint-Venant system, finite volume method, upwind
interfacial sources, kinetic schemes.

1 Introduction

The Saint-Venant equations, a particular case of shallow water equations,
are commonly used to describe physical situations such as flows in rivers or
coastal areas. The one-dimensional version is well adapted for ideal rectan-
gular rivers. It allows to describe the flow, at time t ≥ 0 and at point x ∈ R,
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through the height of water h(t, x) ≥ 0 and its velocity u(t, x) ∈ R, by the
hyperbolic system

∂h

∂t
+
∂(hu)

∂x
= 0, (1.1)

∂(hu)

∂t
+

∂

∂x
(hu2 +

g

2
h2) + gh

∂Z

∂x
= 0, (1.2)

where g denotes the gravity intensity and Z(x) is the bottom height; therefore
h + Z is the level of the water surface (in what follows, we also denote the
discharge by q = hu).

These equations were originally written by A. de Saint-Venant in [21]
and more complete systems can be derived from the Navier-Stokes equations
(see [8] and its references). In fact, the system (1.1)-(1.2) corresponds to a
particularly simple case: other terms can be added to the right-hand side in
order to take into account frictions on the bottom and the surface; a more
general system can also be stated for rivers with variable sections.

The bottom topography introduces a source term in equation (1.2), in-
fluencing the unknowns of the problem. Hence, analytical properties of the
system of isentropic Euler equations are deeply modified in comparison with
the homogeneous model. For instance, a well-known problem is the occur-
rence of different kinds of steady states.

Several methods for solving hyperbolic systems of conservation laws with
source terms have been investigated. The main problem is related to the
approximation of such a source term, to assure the numerical preservation
of properties fulfilled by the continuous model. A classical approach consists
in using finite volume schemes (refer to [9], [16] and [6]), the finite volume
method displaying the remarkable property of being water height conserva-
tive. But of course other methods are possible, such as finite elements (see [2]
and the references therein).

A difficulty arising specifically with the Saint-Venant system is that of
forcing the scheme to preserve steady states given by a lake at rest (u = 0,
h+Z = Cst), as has been pointed out by several authors. To treat these par-
ticular problems, a specific numerical approach is needed. Here it is based on
two concepts: first, the conservative quantities are cell-centered, as usual for
finite volume schemes; second, as introduced by Roe [20], the source terms are
upwinded at the cell interfaces. Initially for scalar conservation laws, Green-
berg and LeRoux [14], then Gosse and LeRoux [10],[11] introduced the notion
of well-balanced scheme and they use a reformulation of the source terms by
means of non-conservative products to derive their numerical fluxes; this
kind of numerical processing has been recently extended by Gosse [12],[13]
to hyperbolic systems of balance laws. A kinetic scheme, which introduces
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the notion of reflexions on bottom jumps and maintains steady states, is pre-
sented in Botchorishvili, Perthame and Vasseur [4] , which is proved to be
convergent. Still using the interface values, instead of the cell-averages, for
the source terms, Jin proposes in [15] a rather simple method for capturing
the steady state solutions with a high order accuracy. Quite recently, vari-
ous approaches appeared to build stable schemes which preserve the steady
states: previous schemes have been modified for this purpose by Bermudez
and Vasquez [3]; the Godunov scheme for an appropriately extended system
is developed in [17]; an appropriate linearized Godunov scheme preserving
all steady states has also been obtained by Gallouët, Hérard and Seguin [7].

But to our knowledge none of these methods are proved to satisfy all the
stability properties: (i) water height remains nonnegative, (ii) the energy
(entropy) inequality is satisfied, (iii) it preserves the steady states of still
water. Certainly, Godunov schemes as modified in [14] or [7] can do that, at
the expense of a fixed point, but this has not been proved.

In this paper, we consider a particular class of numerical schemes to
compute the Saint-Venant equations, based on the kinetic interpretation of
the system, which is presented in [1]. These kinetic schemes have many good
properties that other solvers have difficulty in achieving; in particular, they
are able to treat the case of a vacuum (h = 0 here, corresponding to dry soils,
when the system loses hyperbolicity) and satisfy the properties (i), (ii), (iii)
above. We refer to Perthame [19] for a survey of the theoretical properties
of these schemes. We only note that kinetic schemes are a simple way to
generate efficient building blocks (interpolations at the interfaces) in finite
volume methods; they do not involve rarefied flows except for the technique
used in proving their theoretical properties.
We present a numerical scheme for the system (1.1)-(1.2) by using a new
kinetic solver, which exhibits all the advantages of this specific approach. We
propose a way to take the source term directly into account in the definition
of the numerical fluxes, whose structure relies on a natural description of the
microscopic behaviour of the system through a potential barrier which is the
bottom Z(x).

The paper is organized in four sections. In the second section, we recall
some properties of the Saint-Venant equations and we explain the kinetic
approach to this system. In the third, we illustrate the kinetic scheme “with
reflexions” and we demonstrate the properties (i), (ii), (iii). Several test
problems for the flat and non-flat bottom cases are reported in the last sec-
tion. We leave the extension of this method to higher order accuracy for a
future work. Implementation in two spatial dimensions is also in progress
(see [1] for a first attempt).
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2 Preliminaries about the Saint-Venant equa-

tions

We recall here some well-known properties of the shallow water system.
We take them into account to develop our numerical method so as to be
coherent with the physical model. Then, by analogy with the Euler equations
of compressible gas dynamics, we link the macroscopic Saint-Venant system
to a microscopic description of the fluid, on which the method proposed in
this paper is based.

2.1 Properties of the system

First of all, the system is naturally posed for h(t, x) ≥ 0 and the wa-
ter height h can indeed vanish (flooding zones, dry soils, tidal flats); this
fact leads to a theoretical and numerical difficulty, because the system loses
hyperbolicity at h = 0.

Another fundamental property is related to the entropy inequality of the
Saint-Venant system, satisfied by the weak solutions, defined as in the fol-
lowing theorem.

Theorem 2.1. The system (1.1)-(1.2) is strictly hyperbolic for h > 0.
It admits a mathematical entropy, which is also the physical energy,

E(h, u, Z) = h
u2

2
+
g

2
h2 + gZh, (2.1)

which satisfies the “entropy inequality”

∂E

∂t
+

∂

∂x
[u(E +

g

2
h2)] ≤ 0. (2.2)

We do not prove this theorem, which relies on the classical theory of hyper-
bolic equations (see Serre [22], Dafermos [5]) and simple algebraic calcula-
tions. We remark only that for smooth solutions the inequality (2.2) becomes
an equality.

Also, the system admits a family of smooth steady states characterized
by the relations

hu = C1, (2.3)

u2

2
+ g(h+ Z) = C2, (2.4)

where C1 and C2 are two arbitrary constants. In particular, the simplest is
the traditional steady state of a lake at rest, given by u = 0, h+ Z = Cst.
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2.2 Kinetic approach

We pass to explain how it is possible to introduce a kinetic approach for
the Saint-Venant system. We describe it for the one-dimensional problem,
but the construction is similar in two dimensions.

We consider a real function χ defined on R, with the following properties,

χ(ω) = χ(−ω) ≥ 0,

∫
R
χ(ω)dω = 1,

∫
R
ω2χ(ω)dω =

g

2
(2.5)

and define the density of particles M(t, x, ξ) by a so-called Gibbs equilibrium

M(t, x, ξ) = M(h, ξ − u) =
√
h(t, x)χ

(
ξ − u(t, x)√

h(t, x)

)
. (2.6)

These definitions allow to obtain a kinetic representation of the system.

Theorem 2.2. The pair of functions (h, hu) is a strong solution of the Saint-
Venant system (1.1)-(1.2) if and only if M(h, ξ − u) satisfies the kinetic
equation

∂M

∂t
+ ξ · ∂M

∂x
− g∂Z

∂x
· ∂M
∂ξ

= Q(t, x, ξ), (2.7)

for some “collision term” Q(t, x, ξ) which satisfies, for a.e. (t, x),∫
R
Qdξ = 0,

∫
R
ξQdξ = 0. (2.8)

Proof. The proof relies on a very obvious computation. The two Saint-Venant
equations are obtained by taking the moments of the kinetic equation (2.7)
in dξ, against 1, ξ and ξ2 respectively: the right-hand side vanishes according
to (2.8) and the left-hand sides coincide exactly thanks to hypothesis (2.5).
These are consequences of the easy relations,

h =

∫
R
M(h, ξ − u)dξ, (2.9)

hu =

∫
R
ξM(h, ξ − u)dξ, (2.10)

hu2 +
g

2
h2 =

∫
R
ξ2M(h, ξ − u)dξ, (2.11)

directly obtained from the microscopic equilibrium (2.6).
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This theorem produces a very useful consequence: the non-linear shallow
water system can be viewed as a single linear equation on a non-linear quan-
tity M , for which it is easier to find simple numerical schemes with good
theoretical properties.
We note that this form is much weaker than the kinetic formulation proposed
by Lions, Perthame and Tadmor in [18], which represents all the entropies
of the system.

We characterize the function χ which defines the density of particles
M(t, x, ξ) in the kinetic approach; in particular, we justify the interpretation
of such a density as the microscopic equilibrium of the system, the Gibbs
equilibrium. These facts are stated in the following propositions.

Lemma 2.3. The minimum of the energy

E(f) =

∫
R

[
ξ2

2
f(ξ) +

π2g2

6
f 3(ξ) + gZf(ξ)

]
dξ, (2.12)

under the constraints

f ≥ 0,

∫
R
f(ξ)dξ = h,

∫
R
ξf(ξ)dξ = hu,

is attained by the function M(h, ξ − u) =
√
hχ
(
ξ−u√
h

)
, with χ defined by

χ(ω) =

√
2

π
√
g

(
1− ω2

2g

) 1
2

+

. (2.13)

Remark 2.4. The cubic term in the functional (2.12) takes the internal
energy into account. In one dimension, it results from the transverse trans-
lational energy. Indeed the corresponding two-dimensional variational prob-
lem, for Z = 0, gives

1

2
h(u2 + v2) +

g

2
h2 = min

{∫
R2

|ξ|2

2
f(ξ)dξ;

f ≥ 0,

∫
R2

f(ξ)dξ = h,

∫
R2

ξf(ξ)dξ = (hu, hv)

}
and we deduce f(ξ1) =

∫
R g(ξ1, ξ2) dξ2.

Proof. Because of the constraints, it is sufficient to minimize the functional

E0(f) =

∫
R

[
ξ2f(ξ) +

π2g2

3
f 3(ξ)

]
dξ.
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Since E0(f) is a convex functional, the formula for M (and thus for χ) follows
directly from the Euler-Lagrange equation associated to the minimization
problem, for f > 0,

ξ2 + π2g2f 2 = λ+ µξ,

where λ(h, u) and µ(h, u) are Lagrange multipliers. One readily checks by
convexity that it is a strict minimizer.

Recalling the formula (2.1), we see that the minimum considered in
Lemma 2.3 is given by

E(M(h, ξ − u)) = E(h, u, Z),

again an immediate consequence of the relations stated in (2.9)-(2.11) and

by the choice of the specific value π2g2

6
in the energy. Hence, the properties

of the function χ are consistent with the kinetic approach to the system, as
introduced above.

We conclude this section by pointing out another motivation for the choice
of χ in Lemma 2.3.

Lemma 2.5. The function χ(ω) =
√

2
π
√
g

(
1− ω2

2g

) 1
2

+
is the only choice such

that M(h, ξ − u) =
√
hχ
(
ξ−u√
h

)
satisfies the equation

ξ · ∂M
∂x
− g∂Z

∂x
· ∂M
∂ξ

= 0 (2.14)

on all steady states given by a lake at rest,

u(t, x) = 0, h(t, x) + Z(x) = H, ∀t ≥ 0.

Proof. Exploiting the hypotheses, we compute

∂M

∂x
=

1

2
√
h

∂h

∂x

[
χ

(
ξ√
h

)
− ξ√

h
χ′
(

ξ√
h

)]
,

∂Z

∂x
= −∂h

∂x
,

∂M

∂ξ
= χ′

(
ξ√
h

)
,

so that the equation (2.14) becomes

ξ

2
√
h

∂h

∂x
χ

(
ξ√
h

)
− ξ2

2h

∂h

∂x
χ′
(

ξ√
h

)
+ g

∂h

∂x
χ′
(

ξ√
h

)
= 0.
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Let ω = ξ√
h
, the last relation can be rewritten as

1

2

∂h

∂x

[
ωχ(ω) + (2g − ω2)χ′(ω)

]
= 0.

A characterization for χ is therefore given by the equation

ωχ(ω) + (2g − ω2)χ′(ω) = 0,

that admits, under the constraints (2.5), the unique solution

χ(ω) =
(
2g − ω2

) 1
2

+
.

Remark 2.6. We note that the difficulty in preserving such steady states at
the kinetic level might explain why the Maxwellian case does not work well
(see Xu [24]).

3 The kinetic scheme with reflections

We present a finite volume scheme for the one-dimensional Saint-Venant
system, based on the kinetic approach described in Section 2, which has the
property of preserving the steady state of a lake at rest. Also, it preserves the
stability properties of the usual kinetic solvers and satisfies a precise in-cell
entropy inequality.

3.1 The formulas

We consider a uniform mesh of R, whose vertices are denoted xi, i ∈ Z.
Let Ci = [xi− 1

2
, xi+ 1

2
) be the control volume (cell), with xi+ 1

2
= xi+1+xi

2
, and

we denote the space-step by ∆x = length(Ci), so that xi = i∆x, i ∈ Z. We
also consider a discretization in time by introducing a time-step ∆t and we
set tn = n∆t, n ∈ N.
If Z(x) is the function describing the bottom height, its piecewise constant
representation is given by Z̄(x) = Zi1Ci

(x), with Zi = 1
∆x

∫
Ci
Z(x)dx, for

example.
We start from the microscopic equation (2.7), to perform a discretization

directly on the density of particles

fn+1
i (ξ)−Mn

i (ξ) +
∆t

∆x
ξ
(
M−

i+ 1
2

(ξ)−M+
i− 1

2

(ξ)
)

= 0, (3.1)
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where the interface equilibrium densitiesM±
i+ 1

2

are defined later. As usual, the

“collision term” Q(t, x, ξ) in the kinetic representation (2.7) of Saint-Venant
equations, which relaxes the kinetic density to an equilibrium M , is neglected
in the numerical scheme; at each time-step we project fni (ξ) on Mn

i (ξ), which
is a way of performing all collisions at once and to recover the Gibbs equilib-
rium without computing it.

Note that the fluxes can also be written as

M−
i+ 1

2

(ξ) = Mi+ 1
2
(ξ) +

(
M−

i+ 1
2

(ξ)−Mi+ 1
2
(ξ)
)

and the quantity δM−
i+ 1

2

(ξ) = M−
i+ 1

2

(ξ)−Mi+ 1
2
(ξ) holds for the discrete con-

tribution of the force term h∂Z
∂x

in the system, for negative velocities; indeed,
δM−

i+ 1
2

(ξ) = 0 for ξ ≥ 0 in the scheme to be presented below. This is the

principle of the Interfacial Upwind Sources method: the source is not treated
as a volumic term but at the interfaces and it is upwinded.

Now, we integrate the equation (3.1) in dξ against 1 and ξ, with notation

Un+1
i = (hn+1

i , (hu)n+1
i ), (3.2)

hn+1
i =

∫
R
fn+1
i (ξ)dξ, (hu)n+1

i =

∫
R
ξfn+1

i (ξ)dξ (3.3)

and we obtain the macroscopic scheme

Un+1
i − Un

i +
∆t

∆x

[
IF−
i+ 1

2

− IF+
i− 1

2

]
= 0. (3.4)

The numerical fluxes are thus given by the kinetic fluxes

IF−
i+ 1

2

=

∫
R
ξ

(
1
ξ

)
M−

i+ 1
2

(ξ)dξ, (3.5)

IF+
i− 1

2

=

∫
R
ξ

(
1
ξ

)
M+

i− 1
2

(ξ)dξ. (3.6)

In order to take the neighboring cells into account by means of a nat-
ural interpretation of the microscopic features of the system, we formulate
a peculiar discretization for the fluxes in (3.1), computed by the upwind
formulas

M−
i+ 1

2

(ξ) = Mn
i (ξ)1ξ≥0 +Mn

i+ 1
2
(ξ)1ξ≤0, (3.7)

M+
i− 1

2

(ξ) = Mn
i− 1

2
(ξ)1ξ≥0 +Mn

i (ξ)1ξ≤0, (3.8)
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where we define

Mn
i+ 1

2
(ξ) = Mn

i (−ξ)1|ξ|2≤2g∆Z
i+ 1

2

+Mn
i+1

(
−
√
|ξ|2 − 2g∆Zi+ 1

2

)
1|ξ|2≥2g∆Z

i+ 1
2

,

Mn
i− 1

2
(ξ) = Mn

i (−ξ)1|ξ|2≤2g∆Z
i− 1

2

+Mn
i−1

(√
|ξ|2 − 2g∆Zi− 1

2

)
1|ξ|2≥2g∆Z

i− 1
2

.

The figure below illustrates the typical situation occurring in a cell Ci of
the mesh, centered at the point xi ∈ R; without loss of generality, we con-
sider here the case of an increasing bottom slope, so that the bottom jumps
are positive and negative for the neighboring cells Ci−1 and Ci+1 respectively.

-sxisxi−1 sxi+1

xi− 1
2

xi+ 1
2

Zi−1

Zi

Zi+1

� ��
−ξ

���

|ξ|2 − 2g∆Zi+ 1
2

-��|ξ|2 − 2g∆Zi− 1
2

The effect of the source term is made explicit by treating it as a physical
potential. The definitions (3.7)-(3.8) are thus a mathematical formalization
to describe the physical microscopic behaviour of the system: contributions
to the value fn+1

i (ξ) are also given by particles in Ci+1 and in Ci−1 at time tn,
with kinetic energy sufficient to surpass the potential difference (speeded up
or down through the potential jump) and by particles coming at velocity −ξ,
reflected on the bottom jumps according to classical mechanics, when their
energy is too small (i.e. |ξ|2 ≤ 2g∆Zi+ 1

2
).

Remark 3.1. We see immediately that the kinetic scheme (3.4)-(3.6) is
water height conservative. In fact, still referring to the figure, we compute
the first component of the numerical fluxes at the interface xi+ 1

2
of the mesh
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by the formulas (3.5)-(3.6),

(IFh)
−
i+ 1

2
=

∫
ξ≥0

ξMn
i (ξ)dξ +

∫
ξ≤0

ξMn
i (−ξ)1|ξ|2≤2g∆Z

i+ 1
2

dξ

+

∫
ξ≤0

ξMn
i+1

(
−
√
|ξ|2 − 2g∆Zi+ 1

2

)
1|ξ|2≥2g∆Z

i+ 1
2

dξ

and

(IFh)
+
i+ 1

2
=

∫
ξ≤0

ξMn
i+1(ξ)dξ +

∫
ξ≥0

ξMn
i

(√
|ξ|2 − 2g∆Zi+ 1

2

)
dξ,

so that a simple change of variable |ξ′|2 = |ξ|2− 2g∆Zi+ 1
2
, ξ′dξ′ = ξdξ allows

to conclude that
(IFh)

−
i+ 1

2
= (IFh)

+
i+ 1

2
, ∀i ∈ Z.

The conservation of water height and momentum is also obvious for the sys-
tem with a flat bottom: the continuous system (1.1)-(1.2) becomes homoge-
neous (∂Z

∂x
= 0) and we obtain a conservative scheme, with the flux-splitting

form of the standard kinetic scheme.
We emphasize that to show the property of the numerical scheme (3.4)-(3.6)
to be consistent cannot be achieved in the classical manner. Because of
the presence of the source term and the choice to process it implicitly, this
question is much more delicate here.

3.2 Properties of the numerical scheme

We establish some theoretical properties of the numerical scheme intro-
duced in the previous subsection, which represent the discrete analogue of
the main properties of the Saint-Venant system stated in Section 2.

Theorem 3.2. We assume the CFL condition

∆t max
(
|uni |+

√
2ghni

)
≤ ∆x. (3.9)

Then, (i) the kinetic scheme (3.4)-(3.6) keeps the water height positive, i.e.
hni ≥ 0 if this is the case initially; (ii) it satisfies the conservative in-cell
entropy inequality,

En+1
i − En

i +
∆t

∆x

[
ηn
i+ 1

2
− ηn

i− 1
2

]
≤ 0,

with the discrete entropy fluxes given in the formulas (3.11)-(3.12) below and
the discrete energy

En
i = hni

|uni |2

2
+
g

2
(hni )2 + gZih

n
i ;
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(iii) the scheme (3.4)-(3.6) preserves the steady states of the system given by
a lake at rest,

uni = 0, hni + Zi = H, ∀i ∈ Z, ∀n ∈ N.

Proof. To prove the first stability property (i) of the scheme, we come back
to the kinetic interpretation and we proceed by induction. We assume that
hni ≥ 0, ∀i ∈ Z, and we prove that hn+1

i ≥ 0, ∀i ∈ Z; since

hn+1
i =

∫
R
fn+1
i (ξ)dξ,

it is sufficient to prove that fn+1
i (ξ) ≥ 0. We introduce the quantities

ξ+ = max(0, ξ), ξ− = max(−ξ, 0), σ =
∆t

∆x
,

so that we can rewrite the microscopic scheme (3.1), (3.7)-(3.8) in the form

fn+1
i (ξ) = Mn

i (ξ)− σξ
(
M−

i+ 1
2

(ξ)−M+
i− 1

2

(ξ)
)

= (1− σ|ξ|)Mn
i (ξ) + σξ−

[
Mn

i (−ξ)1|ξ|2≤2g∆Z
i+ 1

2

+Mn
i+1

(
−
√
|ξ|2 − 2g∆Zi+ 1

2

)
1|ξ|2≥2g∆Z

i+ 1
2

]
+ σξ+

[
Mn

i (−ξ)1|ξ|2≤2g∆Z
i− 1

2

+Mn
i−1

(√
|ξ|2 − 2g∆Zi− 1

2

)
1|ξ|2≥2g∆Z

i− 1
2

]
.

(3.10)

Since the function χ has a compact support, it follows that

Mn
j (ξ) = 0 if |ξ − unj | ≥

√
2ghnj ;

we deduce that

fn+1
i (ξ) ≥ 0 if |ξ − unj | ≥

√
2ghnj , ∀j ∈ Z,

as a sum of non-negative quantities.
Now, if Mn

i (ξ) 6= 0 then |ξ − uni | ≤
√

2ghni and

|ξ| ≤ |ξ − uni |+ |uni | ≤
√

2ghni + |uni |.

We use the CFL condition to conclude that σ|ξ| ≤ 1, so that fn+1
i (ξ) is a

convex combination of three non-negative quantities and thus fn+1
i (ξ) ≥ 0,
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∀ξ ∈ R, ∀i ∈ Z.
For the entropy inequality (ii), the conclusion results from the relation (3.10),
which describes fn+1

i (ξ) as a convex combination of density functions. Recall-
ing the definition (2.12) for the energy convex functional E(f), we calculate
it on the previous convex formula and, thanks to the relations stated in the
proof of Theorem 2.2, we obtain

E(fn+1
i )− En

i +
∆t

∆x

[
ηn
i+ 1

2
− ηn

i− 1
2

]
≤ 0,

where the entropy fluxes have the expressions

ηn
i+ 1

2
=

∫
ξ≥0

[
ξ3

2
Mn

i (ξ) +
π2g2

6
ξ [Mn

i (ξ)]3 + gZi ξM
n
i (ξ)

]
dξ

+

∫
ξ≤0

[
ξ3

2
Mn

i+ 1
2
(ξ) +

π2g2

6
ξ
[
Mn

i+ 1
2
(ξ)
]3

+ gZi ξM
n
i+ 1

2
(ξ)

]
dξ,

(3.11)

ηn
i− 1

2
=

∫
ξ≥0

[
ξ3

2
Mn

i− 1
2
(ξ) +

π2g2

6
ξ
[
Mn

i− 1
2
(ξ)
]3

+ gZi ξM
n
i− 1

2
(ξ)

]
dξ

+

∫
ξ≤0

[
ξ3

2
Mn

i (ξ) +
π2g2

6
ξ [Mn

i (ξ)]3 + gZi ξM
n
i (ξ)

]
dξ.

(3.12)

Next, we use Lemma 2.3 to deduce

En+1
i = E(Mn+1

i ) ≤ E(fn+1
i ).

Finally, we can again give a direct proof of the last statement (iii) at the
microscopic level. We emphasize that this approach is also justified by the
result stated in Lemma 2.5. From the formula (3.1) for the numerical scheme,
it is enough to prove that

M−
i+ 1

2

(ξ) = M+
i− 1

2

(ξ), ∀ξ ∈ R

and (iii) follows: indeed, this implies fn+1
i (ξ) = Mn

i (ξ), which also gives
hn+1
i = hni , un+1

i = uni , ∀i ∈ Z.
According to the definition (3.7)-(3.8), we can distinguish two cases of the
previous equality, for ξ ≥ 0 and ξ ≤ 0; since these cases present the same
difficulty, we only consider the case ξ ≥ 0. We also remark that, exploiting
the hypothesis ui = 0, we have

Mn
i (ξ) =

√
2

π
√
g

√
hni

(
1− ξ2

2ghni

) 1
2
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and

Mn
i±1

(
∓
√
|ξ|2 − 2g∆Zi± 1

2

)
=

√
2

π
√
g

√
hni±1

(
1−

ξ2 − 2g∆Zi± 1
2

2ghni±1

) 1
2

.

Next, for the case ξ ≥ 0 and |ξ|2 ≤ 2g∆Zi− 1
2
, the result is obvious. There

remains the case ξ ≥ 0 and |ξ|2 ≥ 2g∆Zi− 1
2
, for which the statement reduces

to verifying the equality

√
hni

(
1− ξ2

2ghni

) 1
2

=
√
hni−1

(
1−

ξ2 − 2g∆Zi− 1
2

2ghni−1

) 1
2

.

Thanks to the hypothesis hni + Zi = hi−1 + Zi−1, ∀i ∈ Z, it follows that
∆Zi− 1

2
= hni − hni−1, so that a simple algebraic computation completes the

proof.

4 Numerical implementation

To proceed to the actual implementation of the scheme (3.4)-(3.6), we
have to compute the numerical fluxes explicitly. Since their expressions are
not always immediate to calculate, it is necessary to use an approximation
technique for some of them; in this section we indicate some fundamental
properties and we give a possible appropriate approximation.

4.1 Computation of the integrals

According to the kinetic representation of the Saint-Venant system, the
density of particles Mn

i (ξ) in the formulas (3.7)-(3.8) is defined by

Mn
i (ξ) =

√
hni χ

(
ξ − uni√

hni

)
,

which represents the discrete analogue of the microscopic Gibbs equilibrium
considered in Section 2. With this definition, the formula (3.5) becomes

IF−
i+ 1

2

=

∫
ξ≥0

ξ

(
1
ξ

)
Mn

i (ξ)dξ +

∫
ξ≤0

ξ

(
1
ξ

)
Mn

i+ 1
2
(ξ)dξ

=
√
hni

∫
ξ≥0

ξ

(
1
ξ

)
χ

(
ξ − uni√

hni

)
dξ

+
√
hni

∫
ξ≤0

ξ

(
1
ξ

)
χ

(
−ξ − uni√

hni

)
1|ξ|2≤2g∆Z

i+ 1
2

dξ
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+
√
hni+1

∫
ξ≤0

ξ

(
1
ξ

)
χ

−
√
|ξ|2 − 2g∆Zi+ 1

2
− uni+1√

hni+1

 1|ξ|2≥2g∆Z
i+ 1

2

dξ.

We consider a change of variable ξ′ = −
√
|ξ|2 − 2g∆Zi+ 1

2
, ξ′dξ′ = ξdξ, in

the third term to obtain∫
ξ≤0

ξ

(
1
ξ

)
χ

−
√
|ξ|2 − 2g∆Zi+ 1

2
− uni+1√

hni+1

 1|ξ|2≥2g∆Z
i+ 1

2

dξ

=

∫
ξ′≤0

ξ′

(
1

−
√
|ξ′|2 + 2g∆Zi+ 1

2

)
χ

(
ξ′ − uni+1√

hni+1

)
1|ξ′|2≥−2g∆Z

i+ 1
2

dξ′;

then, a simple computation allows to conclude that

IF−
i+ 1

2

= hni

∫
ω≥−

un
i√
hn
i

(ω
√
hni + uni )

(
1

ω
√
hni + uni

)
χ(ω)dω

− hni
∫

(ω
√
hni + uni )

(
1

−(ω
√
hni + uni )

)
× χ(ω)1

0≤ω
√
hni +uni ≤

√
2g(∆Z

i+ 1
2

)+
dω

+ hni+1

∫
ω≤
−
√

2g(∆Z
i+ 1

2
)−−un

i+1√
hn
i+1

(ω
√
hni+1 + uni+1)

×

(
1

−
√
|ω
√
hni+1 + uni+1|2 + 2g∆Zi+ 1

2

)
χ(ω)dω,

where we have used the classical algebraic notations

(∆Zi+ 1
2
)+ = max(0,∆Zi+ 1

2
), (∆Zi+ 1

2
)− = max(−∆Zi+ 1

2
, 0).

Similar manipulations in the formula (3.6) lead to

IF+
i− 1

2

= −hni
∫

(ω
√
hni + uni )

(
1

−(ω
√
hni + uni )

)
× χ(ω)1−

√
2g(∆Z

i− 1
2

)+≤ω
√
hni +uni ≤0

dω

+ hni−1

∫
ω≥

√
2g(∆Z

i− 1
2

)−−un
i−1√

hn
i−1

(ω
√
hni−1 + uni−1)

×

(
1√

|ω
√
hni−1 + uni−1|2 + 2g∆Zi− 1

2

)
χ(ω)dω
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+ hni

∫
ω≤−

un
i√
hn
i

(ω
√
hni + uni )

(
1

ω
√
hni + uni

)
χ(ω)dω.

Remark 4.1. As observed earlier, we are not able to compute all the integrals
in the previous formulas. In fact, the choice of function χ in Section 2,
which is necessary to achieve the properties of the numerical scheme stated
in Theorem 3.2, leads to integrals which do not generically have an explicit
primitive function.

We distinguish three terms, for each component, in the formula of IF−
i+ 1

2

stated above. We point out that similar integrals characterize the expression
of IF+

i− 1
2

, only with changes of sign in the domains of integration; thus we

proceed to describe the flux IF−
i+ 1

2

.

Recalling that the function χ is defined as in (2.13), some elementary ma-
nipulations lead to obtain

IFh
i+ 1

2
=

2
√

2g

π

[
(hni )

3
2 IIh1(Fri) + (hni )

3
2 IIh2(Fri, K

−
i+ 1

2

) + (hni+1)
3
2 IIh3(Fri+1, K

+
i+ 1

2

)
]

and

IFq
i+ 1

2

=
4g

π

[
(hni )2IIq1(Fri) + (hni )2IIq2(Fri, K

−
i+ 1

2

) + (hni+1)2IIq3(Fri+1, K
+
i+ 1

2

)
]
,

where we introduce the dimensionless numbers

Fri =
uni√
2ghni

, K−
i+ 1

2

=
∆Zi+ 1

2

hni
, K+

i+ 1
2

=
∆Zi+ 1

2

hni+1

,

with, dropping the indices when no ambiguity is possible,

IIh1 =

∫
ω≥−Fr

ω
(
1− ω2

) 1
2

+
dω + Fr

∫
ω≥−Fr

(
1− ω2

) 1
2

+
dω,

IIh2 = −
∫
−Fr≤ω≤

√
(K−)+−Fr

ω
(
1− ω2

) 1
2

+
dω

− Fr
∫
−Fr≤ω≤

√
(K−)+−Fr

(
1− ω2

) 1
2

+
dω,

IIh3 =

∫
ω≤−
√

(K+)−−Fr
ω
(
1− ω2

) 1
2

+
dω

+ Fr

∫
ω≤−
√

(K+)−−Fr

(
1− ω2

) 1
2

+
dω,
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IIq1 =

∫
ω≥−Fr

ω2
(
1− ω2

) 1
2

+
dω + 2 Fr

∫
ω≥−Fr

ω
(
1− ω2

) 1
2

+
dω

+ Fr2

∫
ω≥−Fr

(
1− ω2

) 1
2

+
dω,

IIq2 =

∫
−Fr≤ω≤

√
(K−)+−Fr

ω2
(
1− ω2

) 1
2

+
dω

+ 2 Fr

∫
−Fr≤ω≤

√
(K−)+−Fr

ω
(
1− ω2

) 1
2

+
dω

+ Fr2

∫
−Fr≤ω≤

√
(K−)+−Fr

(
1− ω2

) 1
2

+
dω

and, finally,

IIq3 = −
∫
ω≤−
√

(K+)−−Fr
(ω + Fr)

√
(ω + Fr)2 +K+

(
1− ω2

) 1
2

+
dω.

Note that almost all the previous terms reduce to the same basic forms,
except the last term which is quite different from the others and we will
treat it later on. Classical techniques of integration, along with the usual
goniometric equalities, allow us to conclude that∫ b

a

ω(1− ω2)
1
2dω = −1

3
(1− ω2)

3
2

∣∣∣∣b
a

,∫ b

a

(1− ω2)
1
2dω =

1

2

(
arccosω − ω

√
1− ω2

)∣∣∣∣a
b

,∫ b

a

ω2(1− ω2)
1
2dω = −1

3
ω(1− ω2)

3
2

∣∣∣∣b
a

+
1

12

[
3

2
arccosω + ω

√
1− ω2

(
ω2 − 5

2

)]∣∣∣∣a
b

.

The choice of limits in these integrals is made according to the support of
the function χ, so that

−1 ≤ a = a(Fr,K−, K+,±1) ≤ 1,

−1 ≤ b = b(Fr,K−, K+,±1) ≤ 1;

we specify the values of a and b at the moment of writing the final procedures
in the actual implementation of the numerical method.
Then, a short computation leads to the following results:

IIh1 =
1

3
(1− α2)

3
2 +

1

2
Fr arccosα− 1

2
Frα
√

1− α2,
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IIq1 =
1

3
(1− α2)

3
2 (2Fr + α) +

1

2
arccosα

(
1

4
+ Fr2

)
+

1

2
α
√

1− α2

(
1

6
α2 − 5

12
− Fr2

)
,

where α = min {1,max{−1,−Fr}};

IIh2 =
1

3
(1− β2)

3
2 − 1

3
(1− α2)

3
2 +

1

2
Fr(arccos β − arccosα)

+
1

2
Fr(α

√
1− α2 − β

√
1− β2),

IIq2 =
1

3
(1− α2)

3
2 (2Fr + α)− 1

3
(1− β2)

3
2 (2Fr + β)

+
1

2

(
1

4
+ Fr2

)
(arccosα− arccos β)

+
1

2
β
√

1− β2

(
5

12
− 1

6
β2 + Fr2

)
− 1

2
α
√

1− α2

(
5

12
− 1

6
α2 + Fr2

)
,

where α = min {1,max{−1,−Fr}} and β = max
{
−1,min{

√
(K−)+ − Fr, 1}

}
;

IIh3 = −1

3
(1− β2)

3
2 +

1

2
Fr(π − arccos β)− 1

2
Frβ

√
1− β2,

where β = max
{
−1,min{−

√
(K+)− − Fr, 1}

}
.

We now return to the most complicated term IIq3. Setting α = −1 and

β = max
{
−1,min{−

√
(K+)− − Fr, 1}

}
, we can rewrite it as

IIq3 =

∫ β

α

f(ω, Fr,K+)dω,

with
f(ω, Fr,K+) = −(ω + Fr)

√
(ω + Fr)2 +K+

(
1− ω2

) 1
2

+
.

The presence of the square root makes it impossible to compute immediately;
we need to formulate a suitable approximation, preserving the main theoret-
ical features of the real integral. We propose a rather natural choice, based
on a numerical method of integration, by means of a quadrature formula: in
particular, comparison tests lead us to prefer a classical repeated midpoint
formula,

IIq3(Fr,K+) ' II∗(Fr,K+) =
β − α
N

N∑
j=1

f

(
α + (j − 1

2
)
β − α
N

)
,
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where N is chosen in order to assure the best compromise between the ac-
curacy of the numerical method and a reasonable computating time. Of
course faster algorithms are possible but at this level we are only interested
in testing the method and we leave it for further extensions to improve the
computational performance.

4.2 Some numerical tests

We conclude these notes with some numerical examples, that illustrate the
results stated in the previous sections, in order to confirm that the properties
of the Saint-Venant system (1.1)-(1.2) are preserved by the numerical scheme
(3.4)-(3.6) introduced in this paper and to evaluate its performance on other
classical test cases.
We check the properties of the scheme on different test cases for which analyt-
ical solutions of the equations are available and on more realistic applications
(most of the experiments simulated here come from a workshop on dam-break
wave simulation).

4.2.1 We begin with a non-stationary test case, a dam-break problem in
a rectangular channel with flat bottom (Z = 0). The initial conditions are

u(0, x) = 0,

h(0, x) =

{
hl for x ≤ 0
hr for x > 0,

where hl > hr in order to be consistent with the physical phenomenon of a
dam-break from the left to the right.
Note that this case corresponds to a Riemann problem for the simpler ho-
mogeneous model of system (1.1)-(1.2) and we can compare the numerical
solution with the exact solution (plotted with a dotted line), computed by
the classical theory (see Dafermos [5], Serre [22]).
The channel length is L = 2000m and the computational domain is chosen
to be symmetric around the point x = 0; the mesh size is Ds = L/100 and
the time-step Dt is computed according to the CFL condition (3.9), in order
to verify numerically that the water height positivity is preserved.
The Figures (1)-(2) and (3)-(4) present respectively the results observed at
time T = 200s for a dam-break on a wet bed (hl = 1m, hr = 0.5m) and at
time T = 150s for a dam-break on a dry soil (hl = 1m, hr = 0m).
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Figure (1): DAM BREAK on a WED BED  final water level

1000 800 600 400 200 0 200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Figure (2): final velocity values
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Figure (3): DAM BREAK on a DRY SOIL  final water level
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Figure (4): final velocity values

4.2.2 We now consider a test case concerning the steady state of a lake at
rest, on a non-trivial topography, in order to validate the numerical scheme
on a steady flow: we show that this steady state is preserved, up to the
accuracy in the approximation of the integral we have discussed at the end
of Subsection 4.1.
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Figure (5): LAKE AT REST  final water level
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Figure (7): LAKE AT REST  final water level
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The initial conditions are

u(0, x) = 0,

h(0, x) + Z(x) = H,

with H = 2m and we set the same computational parameters as in the first
test case, except for the channel length L = 20m. The solution plotted in
the Figures (5)-(6) corresponds to a channel with a parabolic bump on the
bottom, described by the function

Z(x) =
(
0.2− 0.05 ∗ x2

)
+

;

in the Figures (7)-(8) we present the same test case on a different topography,
given by a discontinuous step

Z(x) =

{
Zl for x ≤ 0
Zr for x > 0,

with Zl = 0m and Zr = 0.3m (note that the geometry of the source term
is not regular here, which is not in agreement with the assumptions of the
classical theory).

4.2.3 Our purpose in the following test cases is to study the convergence in
time towards a more general steady state. We consider a rectangular channel
with the same geometry as in Figure (5) and we compute the steady state
occurring since a constant discharge is imposed at the upstream boundary
condition. We compare the numerical solution with the analytical solution,
provided by the means of the formulas (2.3)-(2.4) in Section 1.
According to the boundary and initial conditions, the flow may be subcritical
(or fluvial), transcritical without shock (the flow becomes torrential at the
top of the bump and the outflow is torrential) and transcritical with shock
(the flow becomes torrential at the top of the bump and the outflow is flu-
vial). We impose an upstream boundary condition Qin on the discharge and
a downstream boundary condition Hout on the water level, as follows:

· subcritical flow

{
Qin = 4.42m2/s
Hout = 2m,

· transcritical flow without shock

{
Qin = 1.53m2/s
Hout = 0.66m,

if the outflow is subcritical (remark that no condition is imposed on the
downstream limit when the outflow becomes supercritical),

· transcritical flow with shock

{
Qin = 0.18m2/s
Hout = 0.33m.
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Figure (9): RIVER at FLUVIAL FLOW  final water level
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Figure (10): final discharge

For all these cases, the initial conditions are

u(0, x) = 0,

h(0, x) + Z(x) = H,

where H is the constant level of the water surface prescribed downstream. All
solutions are plotted at time T = 200s (analytical solutions are also plotted
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with a dotted line) and a mesh with Ds = L/100 is used, but of course some
results can improve according to the mesh refinement.
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Figure (11): RIVER at TORRENTIAL FLOW without shoch  final water level
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Figure (12): final discharge

Notice that Figures (10), (12) and (14) refer to steady states generally not
at rest (u 6= 0) and thus property (iii) does not apply. To the best of our
knowledge, only the results in [7] are comparable to these tests.
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Figure (13): RIVER at TORRENTIAL FLOW with shock  final water level
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Figure (14): final discharge

4.2.4 The last test case we deal with in this paper is the quasi-stationary
case proposed by LeVeque in [17], to compute small perturbations of the
steady state of a lake at rest. According to the parameters fixed by the
author, as bottom topography we take

Z(x) =
(

0.25 (cos (π(x− 0.5)/0.1) + 1)
)

+
,
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centered in a rectangular channel of length L = 1m and the mesh size is
Ds = L/100. The initial conditions are

u(0, x) = 0,

h(0, x) + Z(x) = H + ε(x),

with H = 1m and we consider a perturbation of the water surface

ε(x) = e 10.1<x<0.2.
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Figure (15): QUASI STATIONARY CASE   e = 0,001
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Figure (16): QUASI STATIONARY CASE   e = 0,2
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Figure (15) and Figure (16) show the water surface given by the numerical
solution at time T = 0.7s (the usual simplification g=1 is also assumed in
this example), respectively for e = 10−3 and e = 0.2.
We only remark that perturbations in quasi-steady problems are computed by
our scheme with the same resolution as would be expected if calculating small
perturbations about constant states for the homogeneous system (∂Z

∂x
= 0).
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