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Random symmetric matrices on Clifford algebras

D. Bakry ∗ , M. Zani †

December 21, 2013

Abstract

We consider Brownian motions and other processes (Ornstein-Uhlenbeck processes, spher-
ical Brownian motions) on various sets of symmetric matrices constructed from algebra
structures, and look at their associated spectral measure processes. This leads to the identi-
fication of the multiplicity of the eigenvalues, together with the identification of the spectral
measures. For Clifford algebras, we thus recover Bott’s periodicity.
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1 Introduction

Many works on random matrix theory deal with the law of the spectrum on some specific sets:
real symmetric, Hermitian, orthogonal or unitary, etc. There exists a large literature on this
topic. We shall mention the early works of Wigner [17], Dyson [6], Mehta [15], Marčenko and
Pastur [14], Soshnikov [16] and more recently Anderson, Guionnet and Zeitouni [1], Erdös
and co [8, 9, 7], Forrester [10] and references therein. One may also consider stochastic pro-
cesses on these sets of matrices (Euclidean Brownian motions, Ornstein-Uhlenbeck operators,
spherical Brownian motions, Brownian motions on groups, see e.g. [5]): they are diffusion
processes which are reversible under the laws we consider. One then consider the stochastic
process which is the empirical measure of the spectrum of the matrix. It turns out that in
many situation, these empirical measures are again stochastic diffusion processes, and their
reversible measures are the image of the measure on the set of matrices. It may then be an
easy way of computing those spectral measures, but the study of those spectral processes is
by itself a topic of interest.

For, say Gaussian, symmetric, Hermitian or quaternionic matrices, when one considers the
law of their eigenvalues (λ1, · · · , λn), ordered for example as λ1 < · · · < λn, it has a density

with respect to the Lebesgue measure dλ1 · · · dλn which is C(
∏

i<j |λi − λj |)ae−1/2
∑

i λ
2
i ,

where C is a normalizing constant and a = 1, 2, 4 according to the fact that we are in the
real, complex or quaternionic case. This factor (

∏

i<j |λi −λj |)a also appears in many other
situations (SO(n), SU(n), Sp(n) matrices, for example). There are even some results for
octonionic 2×2 matrices where a = 8. On the other hand, if one considers the real symmetric,
Hermitian and quaternionic n×n matrices as real matrices (with size n×n, (2n)× (2n) and
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(4n)× (4n) respectively), their eigenspaces have dimension 1, 2 and 4 respectively (and 8 in
the special case of octonionic matrices). Therefore, one may think that this factor a is due
to the multiplicity of the eigenvalues for the real form of the matrices. We shall see that this
is not the case.

In this paper, we go beyond the cases of real symmetric, Hermitian and quaternionic cases,
and we consider some associative dimension 2p algebras of the Clifford type. With the help of
the algebra structure, one may define real symmetric matrices with size (n× 2p)× (n× 2p),
which have eigenspaces with dimension 2k, where k is related to p in some specific way
described below, and may be chosen as large as we wish. We then consider Brownian motion
on these set of matrices, compute the spectral measure processes, which appear to be in many
situations symmetric diffusion processes. This fact depends indeed on the algebra structure,
and this leads to the computation of the law of the spectrum. It turns out that there is still
a factor (

∏

i<j |λi − λj |)a with a = 1, 2, 4, and we do not produce in this way other values
for a : these values reflect in fact a phenomenon which is known as Bott’s periodicity, and
has nothing to to with the dimension of the eigenspaces ( for references on Bott’s Periodicity
Theorem, see [2, 3, 12] ).

In order to deal with spectral measures, we consider processes on the characteristic poly-
nomials P (X) = det(M − XId). Indeed, functions of the spectral measures are nothing
else than symmetric functions of the roots of P . Usually, in order to characterize the laws
of the spectral measure, one works with its moments, that is the functions

∑n
i λ

k
i , where

(λ1, · · · , λn) denote the eigenvalues of the matrix. We find more convenient to deal with
the elementary symmetric functions of the roots, that is the coefficients of P . Curiously,
this approach is not that popular, although very close to the study of Stieltjes transform
of the measure, and we therefore develop some light machinery in order to perform those
computations. To understand the various quantities appearing in the computations, we first
consider the diagonal cases (that is when we start directly on some processes on the roots
of P (X)), that we analyze in the case of flat Brownian motion, Ornstein-Uhlenbeck oper-
ators and spherical brownian motions. Then, we pass to the analysis of the laws of the
characteristic polynomials in various sets of symmetric matrices, starting with the classical
settings(real symmetric, Hermitian and quaternionic), before going to the case of general
Clifford algebras.

The paper is organized as follows. Section 2 is a short introduction to the methods and
language of symmetric diffusion processes. In Sections 3, 4 and 5 we consider the simpler
cases of diagonal matrices in the flat Euclidean, Gaussian and spherical cases respectively.
We describe how to handle and identify various quantities (discriminants, metric structures,
etc) which appear in the computations through the characteristic polynomials. Sections 6
and 7 are devoted to the analysis of the real symmetric, Hermitian and quaternionic cases
(although the quaternionic case is just sketched since it is not simpler to handle than the
general Clifford case). In Section 8 we introduce the general Clifford algebras we are dealing
with, through a presentation which is quite handy for our purpose and does not seem to be
classical. Finally, in Section 9, we give the complete description of the laws of the spectra for
the standard Clifford algebras, where we recover Bott’s periodicity through the various laws
appearing in the spectra of the matrices , for different values of the dimension of the algebra.
For references on Clifford algebras see [13] and for some generalized Clifford algebras see [11].

2 Symmetric diffusion generators and their images

The general setting for symmetric diffusion generators we deal with is inspired from [4] and
is the following: let E be a smooth manifold endowed with a σ-finite measure µ and let A0

be be some algebra of smooth function on E; typically when E is an open set in Rn, A0 is
the smooth compactly supported functions or polynomials functions on E. Any function of
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A0 belongs to every Lp(µ), for any 1 ≤ p < ∞, and A0 is dense in very Lp(µ). Moreover,
A0 is stable under any transformation (f1, · · · , fn) 7→ Φ(f1, · · · , fn), where Φ is a smooth
function R

n 7→ R such that Φ(0) = 0. For any linear operator L : A0 7→ A0, one defines its
carré du champ operator

Γ(f, g) =
1

2

(

L(fg)− fL(g)− gL(f)
)

.

We have the following

Definition 2.1. A symmetric diffusion operator is a linear operator L: A0 ⊕ 1 7→ A0, such
that

1. L(1) = 0,

2. ∀f, g ∈ A0 ⊕ 1,
∫

fL(g) dµ =
∫

gL(f) dµ,

3. ∀f ∈ A0,Γ(f, f) ≥ 0,

4. ∀f = (f1, · · · , fn), where fi ∈ A0 , ∀Φ : Rn 7→ R,

L(Φ(f)) =
∑

i

∂iΦ(f)L(fi) +
∑

i,j

∂2
ijΦ(f)Γ(fi, fj).

Such an operator describes the law of a stochastic process with generator L and reversible
measure µ. It is often important to be able to extend L on a larger class of functions (typically
smooth functions), and we shall do this without further comments. For a consistent reference
on these operators, see [4].

Let us consider an open set Ω ⊂ E, and a given system of coordinates (xi), then we can
write

L(f) =
∑

ij

gij(x)∂2
ijf + bi(x)

∑

i

∂if,

where
gij(c) = Γ(xi, xj), bi(x) = L(xi).

The positivity condition (see point 3. in Definition 2.1 above) imposes that for any
x ∈ Ω, the symmetric matrix (gij(x)) is non negative. Moreover, provided µ has a smooth
positive density ρ with respect to the Lebesgue measure dx1 · · · dxn, the operator L is entirely
described, up to a normalizing factor, by

L(f) =
1

ρ

∑

ij

∂j(g
ijρ∂jf). (2.1)

Suppose that one may find functions (a1, · · · , ak) such that for some smooth functions Bi

and Gij

L(ai) = Bi(a1, · · · , ak), Γ(ai, aj) = Gij(a1, · · · , ak),
then, writing a = (a1, · · · , ak), we get readily

L(f(a)) =
∑

ij

Gij(a)∂2
ijf(a) +

∑

i

Bi(a)∂if(a),

and the operator

L̂ =
∑

ij

Gij∂2
ij +

∑

i

Bi∂i

is nothing else than the operator L acting on functions depending only on a = (a1, · · · , ak).
We shall say that L̂ is the image of the operator L through a = (a1, · · · , ak). As a con-
sequence, the operator L̂ is symmetric with respect to the image measure of µ through
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a = (a1, · · · , ak). With the help of equation (2.1), it will be a good way to identify the image
measure.

A special case concerns Laplace operators, where (gij) is everywhere non degenerate and
ρ is by definition det(g)−1/2. When x 7→ a = (a1, · · · , an) is a local diffeomorphism (a simple
change of coordinates), then the image of L is again a Laplace operator, (the Laplace operator
written in the new system of coordinates), and the density measure is again det(G)−1/2 is
the new system of coordinates. It is however important to notice that we shall use this
procedure even when x 7→ a is not a diffeomorphism, for example with the map M 7→ P (X),
where M is a matrix and P its characteristic polynomial.

Those operators L are related with the associated stochastic processes (Xt) by the re-

quirement that, for any smooth function f , f(Xt)−
∫ t

0
L(f)(Xs) ds is a local martingale (a

true martingale if for example f and L(f) are bounded). This is enough to describe the
law of (Xt), or the joint laws of (Xt1 , · · · , Xtn) from the starting point X0 = x and the
knowledge of the operator L, see [4]. Anyhow, we shall not really use this interpretation
in terms of stochastic processes in what follows, since we shall mainly concentrate on the
properties of the operator L. As mentioned above, we deal with operators acting on the
space of polynomials i.e. on Rn, when identifying Rn with the set of the coefficients of the
polynomial. The polynomials shall be monic in general, i.e. P (X) = Xn +

∑n−1
0 aiX

i,
where (a0, · · · , an−1) is the stochastic process, and X may be considered as a parameter.
The coefficients (ai) can be viewed as coordinates in this set of polynomials, writing for
example L

(

P (X)
)

=
∑

iX
iL(ai), and doing similarly for the operator Γ

(

P (X), P (Y )
)

. One
may also consider a fixed X and see P (X) as an application Rn 7→ R, for which one can take
log(P (X)) or P (X)β . Last, those function can be described as series in the variable X (
even formal series, regardless of their domain of convergence), all computations on these ex-
pressions boiling down to algebraic computations involving L, Γ and polynomial expressions
in the coefficients ai (see for example Lemma 7.2 below).

3 The image of the Euclidean Laplacian under elemen-

tary symmetric functions

Let x = (x1, · · · , xn) ∈ Rn and

P (X) =
n
∏

i=1

(X − xi) =
n
∑

i=0

aiX
i,

such that (−1)iai(x1, · · · , xn) are the elementary symmetric functions. If we want to describe
the image of the Laplace operator ∆E on Rn under symmetric functions of (x1, · · · , xn), we
may look at smooth functions F (a0, · · · , an−1). At least in the Weyl chamber {x1 < x2 · · · <
xn} the application (x1, · · · , xn) 7→ Φ(x1, · · · , xn) = (a0, · · · , an−1) is a local diffeomorphism.
We first have to look at the image of the Lebesgue measure dx = dx1 · · · dxn under Φ. For
that purpose, we recall the definition of the discriminant of a polynomial P . We consider
monic polynomials: for two monic polynomials P (X) =

∑n
i=0 aiX

i and Q(X) =
∑p

i=0 biX
i,

the resultant R(P,Q) is a polynomial in the coefficients (a0, · · · , an−1, b0, · · · , bp−1) which
vanishes exactly when P and Q have a common root (in the complex plane). Indeed, R(P,Q)
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is the determinant of the n× p Sylvester matrix

































1 an−1 an−2 · · · a0 0 · · · 0
0 1 an−1 · · · a1 a0 · · · 0
0 0 1 · · · a2 a1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · ap−2 · · · a1 a0
1 bp−1 bp−2 · · · b0 0 · · · 0
0 1 bp−1 · · · b1 b0 · · · 0
0 0 1 · · · b2 b1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · b1 b0

































It can be viewed as the determinant of the following system of linear equations in the unknown
variables {1, X, · · · , Xn+p−1}:

{P (X) = 0, XP (X) = 0, · · · , Xp−1P (X) = 0, Q(X) = 0, XQ(X) = 0, · · · , Xn−1Q(X) = 0}

It turns out that, when P (X) =
∏

i(X − xi) and Q(X) =
∏

j(X − yj), then R(P,Q) =
∏

i,j(xi − yi).

The discriminant discr(P ) is D(P ) = (−1)n(n−1)/2R(P, P ′) and expresses a necessary
and sufficient condition for P to have a double root. Then, when P (X) =

∏

(X − xi), one
has discr(P ) =

∏

i<j(xi − xj)
2.

The discriminant is not an easy expression of the coefficients (a0, · · · , an−1), and the
following computations are here to make them easier.

Proposition 3.1. The image measure of dx under Φ is

dµ0 = n!|discr(P )|−1/21lD>0da0 · · · dan−1,

where D is the connected component of the set {discr(P ) > 0} where all the roots of the
polynomial P are real.

Proof. —
Let is first observe that for a polynomial P having only distinct real roots, discr(P ) > 0.

However, the condition discr(P ) > 0 is not sufficient to assert that P has only real roots: it
is also positive for example when P has an even number of pairs of complex conjugate roots.
The set where all the roots are real and distinct is obviously connected, and therefore there
is only one connected component of this set where all the roots are real. This is our set D,
the set which contains for example the point

∏n−1
0 (X − i).

To compute the image measure of Φ, it is enough to identify the image of Φ when
restricted to the Weyl chamber {x1 < · · · < xn}, since the same computation will hold true
in any other Weyl chamber (that is the image of the first one under a permutation of the
coordinates), and there are n! of such chambers.

First, it is clear that the support of the image measure is included in the closure of
D ⊂ {discr(P ) > 0}, and, from the explicit expression of the discriminant in terms of the
roots, is strictly positive in any Weyl chamber. The boundary of this set is a subset of the
algebraic surface (in the space of the (ai) coordinates) {discr(P ) = 0}.

Indeed, it is quite easy to see this result by induction on the degree n. It is clear that it
is true for n = 1, since a1 = −x1

Let us assume that the result is true for n and set P (X) = (X−xn+1)Q(x) =
∑n+1

0 aiX
i,

where Q(X) =
∑n

0 biX
i =

∏n
1 (X − xi). Then

an = bn−1 − xn+1, an−1 = bn−2 − xn+1bn−1, · · · , a1 = b0 − xn+1b1, a0 = −xn+1b0.
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The Jacobian of the transformation (xn+1, b0, b1, · · · , bn−1) 7→ (a0, · · · , an) is easily seen to
be

|xn
n+1 + bnx

n−1
n+1 + · · ·+ b0| = |Q(xn+1)| = |

n
∏

1

(xn+1 − xi)|.

Therefore, if db0 · · · dbn−1 = |∏1≤i<j≤n(xi − xj)|dx1 · · · dxn, then

da0 · · · dan = |
∏

1≤i<j≤n+1

(xi − xj)|.

From what precedes, it is clear that the Jacobian of the transformation (x1, · · · , xn) 7→
(a0, · · · , an−1) is non zero on any Weyl chamber, and then the boundary of the image is
included in the algebraic set {discr(P ) = 0}. This is enough to identify the support of the
image measure as the closure of D.

Let us now compute the image of the Laplace operator ∆E on Rn under Φ. In what
follows, and throughout the paper, ΓE denotes the Euclidean carré du champ, that is, in the
standard system of coordinates,

ΓE(f, g) =
∑

i

∂if∂ig.

Fix X ∈ R, and consider the function

R
n \ {∃i, xi = X} 7→ R

(x1, · · · , xn) 7→ logP (X) =
∑

i

log(X − xi)

We get

Proposition 3.2. 1. For any X ∈ R, ∆E(P (X)) = 0

2. For any (X,Y ) ∈ R
2,

ΓE(log(P (X), logP (Y )) =
1

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

. (3.2)

Proof. — The first assertion is immediate, since every function ai is an harmonic function
on Rn ( as a polynomial of degree 1 in any coordinate xi).

For the second one, one has

ΓE(logP (X), logP (Y )) =
∑

i

∂xi logP (X)∂xi logP (Y ) =
∑

i

1

(X − xi)(Y − xi)
.

But
1

(X − xi)(Y − xi)
=

1

Y −X
(

1

X − xi
− 1

Y − xi
)

and
∑

i

1

(X − xi)(Y − xi)
=

1

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

.
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Corollary 3.3. Setting αi,j = (i+ 1)ai+1aj, where ai = 0 if i > n and an = 1, one has

∑

i,j

ΓE(ai, aj)X
iY j =

∑

i6=j

αi,j
X iY j −XjY i

Y −X
,

from which
ΓE(ak, ap) =

∑

(p−k)+≤l≤p

αp−l,k+l+1 −
∑

(k−p)+≤l≤k

αp+l+1,k−l. (3.3)

Moreover
∂ak

ΓE(ak, ap) = 1lp≥k(k − p− 2)ap+2 + 1lp=k−1kap+2. (3.4)

and
∑

k

∂ak
ΓE(ak, ap) = −1

2
(p+ 1)(p+ 2)ap+2. (3.5)

Proof. — This is straightforward from equation (3.2), which gives

ΓE(P (X), P (Y )) =
1

Y −X
(P ′(X)P (Y )− P ′(Y )P (X)).

On the other hand, by bilinearity, one has

ΓE(P (X), P (Y )) =
∑

ij

ΓE(ai, aj)X
iY j .

We then obtain
∑

i,j

ΓE(ai, aj)X
iY j =

∑

i6=j

αi,j
X iY j −XjY i

Y −X
,

from which formula (3.3) follows easily.
Formulae (3.4) and (3.5) are easy consequences of the first one.

The application (x1, · · · , xn) 7→ (a0, · · · , an−1) is a local diffeomorphism. Therefore,
the image of the Laplace operator in coordinates (x1, · · · , xn) is the Laplace operator in
coordinates (a0, · · · , an−1). This leads to some formulae which are not immediate.

Corollary 3.4. One has

1. discr(P ) = det(ΓE(ai, aj)).

2. For any i ∈ {0, · · · , n− 1}, ∑j ΓE(ai, aj)∂aj log discr(P ) = 2
∑

j ∂ajΓE(ai, aj).

3. For any i ∈ {0, · · · , n− 1}, ∑i,j X
iΓE(ai, aj)∂aj log discr(P ) = −P ′′(X).

Proof. —
One the one hand, we know that in the coordinates (a0, · · · , an−1), the Laplace operator

has carré du champ ΓE(ai, aj) and reversible measure (here the Riemann measure) density
discr(P )−1/2da0 · · · dan−1.

One the other hand, we know that this density measure is always, (for any Laplace
operator) det(ΓE(ai, aj)

−1/2). This is enough to get point 1.
Point 2 comes from the observation that in these coordinates (ai), ∆(ai) = 0. Setting

Gij = ΓE(ai, aj), and ρ = det(Gij)−1/2, the Laplace operator writes

∆(f) =
∑

ij

Gij∂2
ijf +

∑

ij

∂j(G
ij)∂if +

∑

ij

Gij∂if∂j log ρ.
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From this, we know that

∆(ai) =
∑

j

∂jG
ij − 1

2

∑

j

Gij∂j log discr(P ).

Applying ∆(ai) = 0, point 2 is the direct translation of the previous.
For point 3, it suffices to combine point 2 together with formula (3.3) to obtain, for

i = 0, · · · , n− 1

∑

j

ΓE(ai, aj)∂aj log discr(P ) = −(i+ 2)(i+ 1)ai+2.

As a consequence

Proposition 3.5. ΓE(P, log discr(P )) = −P ′′.

Proof. — This is just a rephrasing of point 3. in Corollary 3.4 .

4 The image of the Ornstein-Uhlenbeck operator under

elementary symmetric functions

In Euclidean spaces, the Ornstein-Uhlenbeck operator is defined as

LOU(f) = ∆E(f)−
1

2
ΓE(‖x‖2, f) = ∆E(f)−

n
∑

i=1

xi∂if.

It shares the same carré du champ operator than the Laplace operator, but has the standard
Gaussian measure as reversible measure. It also admits a complete orthonormal system of
eigenvectors, namely the Hermite polynomials, which are total degree k polynomials in the
variables (x1, · · · , xn) with associated eigenvalue LOU(H) = −kH .

Proposition 4.1. For P (X) =
∏n

i=1(X − xi) =
∑n

i=0 aiX
i, one has

1. LOU(P ) = −∑

i xi∂iP =
∑

i(n− i)aiX
i = −nP (X) +XP ′(X).

2. 1
2ΓE(a

2
n−1 − 2an−2, P (X)) = nP (X)−XP ′(X).

3. ∀i = 0, · · · , n− 1, an−1ΓE(ai, an−1)− ΓE(ai, an−2) = (n− i)ai.

4. The image of the Gaussian measure is

n!

(2π)n/2
exp(an−2 −

a2n−1

2
)discr(P )−1/21lD

n−1
∏

0

dai =
n!

(2π)n/2
exp(an−2 −

a2n−1

2
)dµ0.

Proof. — The first item 1 comes from the fact that since ∆(ai) = 0, one has

LOU(P ) =
∑

i

X iLOU(ai) = −
∑

ij

X ixj∂j(aj).

But the functions aj are homogeneous polynomial of degree n − i in the variables xi, and
therefore

∑

j xj∂j(aj) = (n− i)ai.

If we observe that
∑

ij xj∂if = 1
2Γ(‖x‖2, f), and that ‖x‖2 = a2n−1−2an−2, one sees that

1

2
ΓE(ai, a

2
n−1 − 2an−2) = (n− i)ai,
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from which
1

2
ΓE(a

2
n−1 − 2an−2, P (X)) = nP (X)−XP ′(X).

Points 3. and 4. are immediate consequences.

Remark 4.2. Observe also that if U = a2n−1 − 2an−2, then, for the Euclidean quantities,
ΓE(U,U) = 4U and ∆E(U) = 2n, as expected.

It is worth to observe that the measure n!
(2π)n/2 exp(an−2 − a2

n−1

2 )dµ0, contrary to the

Gaussian measure, does not have in general exponential moments. Nevertheless, polynomials
are dense in L2(µ). Indeed, any function f in L2(µ) which is orthogonal for the Gausian

measure to any polynomial Q(a0, · · · , an−1) may be lifted into a function f̂ : Rn 7→ R which
is invariant under permutation of the variables (x1, · · · , xn) and orthogonal to any symmetric
polynomial. But such a function would then be orthogonal to any polynomial, (even non
symmetric), and therefore zero since polynomials are dense for the Gaussian measure.

Since ΓE(ai, aj) are bilinear functions of the (ai), and LOU(ai) are linear, it is clear from
the change of variable formula that, for any k ∈ N, if Q(ai) is a polynomial of total degree less
than k, then so is LOU((Q). Since the set of polynomials in the variables ai are dense in L2(µ),
the operator LOU may be then diagonalized in a basis formed of orthogonal polynomials in
the variables (a0, · · · , an−1).

Remark 4.3. As a consequence, it is worth to observe that if Q is the mean value of P ,
i.e. Q := 〈P 〉 =

∫

P (X)dµ(P ), where µ is the image of the gaussian measure, then since
∫

LOU((P )dµ(P ) = 0
XQ′ = nQ.

Then, Q(X) = Xn, which was obvious from the explicit expression of the ai in terms of xi,
which are independent centered Gaussian. But we shall see later (Remark 6.4) that the same
computation performed on symmetric matrices leads to a more interesting result.

5 The image of the spherical Laplacian under elementary

symmetric functions

In an Euclidean n-dimensional space, the spherical Laplace operator ∆S may be written
as the restriction to the unit sphere ‖x‖2 = 1 of some combinations of ∆E and the Euler
operator D(f) =

∑

i xi∂if , namely

∆S(f) = ∆E(f)−D2(f)− (n− 2)Df.

Indeed, when considering the restriction to the sphere of coordinate xi as a function S
n−1 7→

R, one may describe the spherical Laplace operator ∆S from

ΓS(xi, xj) = δij − xixj , ∆S(xi) = −(n− 1)xi.

From this, when considering a smooth function F (x1, · · · , xn), the change of variable formula
gives immediately ∆S(F ) = ∆E(f)−D2f − (n− 2)Df .

In the study of Ornstein-Uhlenbeck processes, we already computed the action of D on
P (X). Then, we get

Proposition 5.1. For the Laplace-Beltrami operator ∆S acting on the unit sphere Sn−1 ⊂
Rn, and for the polynomial P (X) =

∏

(X − xi), one has

1. ΓS(logP (X), logP (Y )) =
1

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

−
(

n−X
P ′(X)

P (X)

)(

n− Y
P ′(Y )

P (Y )

)

9



2. ∆S(P (X)) = −2n(n− 1)P (X) + 3(n− 1)XP ′(X)−X2P ′′(X).

Proof. — From

ΓS(P (X), P (Y )) = ΓE(P (X), P (Y ))−DP (X)DP (Y ),

we get point 1. Moreover,

∆S(P (X) = −D(nP (X)−XP ′(X)) = −(n(nP (X)−XP ′(X)) +D(
∑

i

iaiX
i).

And
D(

∑

i

iaiX
i) =

∑

i

i(n− i)aiX
i = nXP ′(X)−X2P ′′(X)−XP ′(X) ,

which gives point 2.

The support of the image measure is included in the set {a2n−1 − 2an−2 = 1}. It does
not have a density with respect to he Lebesgue measure da0 · · · dan−1. To deal with it, it is
more convenient to look at a more general operator, defined on the unit ball B ⊂ Rn, and
defined, for any p > 1 from

ΓB(xi, xj) = δij − xixj , ∆(xi) = −pxi.

Indeed, for any integer p > n − 1, this operator is nothing else than the projection on the
unit disk of the previous spherical operator on the sphere Sp. If one observes that

ΓB(1− ‖x‖2, xi) = −2(1− ‖x‖2)xi,

comparing with equation (2.1), which gives for the density ρ of the associated invariant
measure Γ(log ρ, xi) = (n+ 1− p)xi, one sees that this operator has invariant measure

Cp,n(1− ‖x‖2)(p−n−1)/2dx1 · · · dxn

on the unit ball Bn.
Then, letting p converging to n − 1, the measure concentrates on the uniform measure

on the unit sphere Sn−1.
One may then consider the image measure through (a0, · · · , an−1) of this last operator,

which is written as














ΓB(logP (X), logP (Y )) = 1
Y −X

(

P ′(X)
P (X) − P ′(Y )

P (Y )

)

−
(

n−X P ′(X)
P (X)

)(

n− Y P ′(Y )
P (Y )

)

,

∆S(P (X)) = −n(p+ n− 1)P (X) + (p+ 2(n− 1))XP ′(X)−X2P ′′(X).

Its reversible measure is then, up to some scaling factor

1lDD(a0, · · · , an−1)
−1/2(1 + 2an−2 − a2n−1)

(n−p−1)/2da0 · · · dan−1,

which concentrates on the set 1 + 2an−2 − a2n−1 = 0 when p → n− 1.

6 Symmetric operators on the spectrum of real symmet-

ric matrices

The space of symmetric real matrices is an Euclidean space with the norm ‖M‖2 = trace (M2).
The spectrum of such matrices is real and we want to describe the action of the Euclidean

10



and spherical Laplacians and the Ornstein-Uhlenbeck on the spectrum of the matrix. For
the moment, we only deal with the Euclidean Laplacian.

For this, we use first start with the description of the Euclidean Laplace operator on the
entries Mij of the matrix.

One has

ΓE,R(Mij ,Mkl) =
1

2
(δikδjl + δilδjk), LE,R(Mij) = 0.

This formula just captures the fact that the entries of the matrix are independent Brownian
motions, subject to the restriction that the matrix is symmetric. More precisely, it encodes
by itself the fact the associated process lives in the space of symmetric matrices. Since we
shall use this kind of argument in many places, it is worth to explain why in this simple
case. In terms of the stochastic process (Xt) associated with LE,R, which lives a priori in
the space of matrices, and for the functions hij(x) = Mij −Mji, it is not hard to see that
LE,R(hij) = 0 and Γ(hij , hij) = 0. Therefore, for the associated Brownian motion (Xt),
and any smooth function f , LE,R(f(hij)) = 0 and, provided f(hij) and LE,R(f(hij)) are
bounded, E(f(hij(Xt)/X0 = x) = f(hij)(x). This shows that hij(Xt) remains constant
(almost surely). Then, if the process starts from a symmetric matrix, it stays forever in the
space of symmetric matrices (we shall not need this fact for what follows).

We start with the following elementary lemma, which will be in full use through the rest
of the paper

Lemma 6.1. Let M = (Mij) be a matrix and M−1 be its inverse, defined on the set
{detM} 6= 0. Then

1. ∂Mij log detM = M−1
ji ,

2. ∂Mij∂Mkl
log detM = −M−1

jk M−1
li .

Proof. — We first start with
∂MijM

−1
kl = −M−1

ik M−1
lj . (6.6)

To see this, consider the formula
∑

k M
−1
ik Mkj = δip, that we derive with respect to Mpq,

leading to
∑

k

(∂MpqM
−1
ik )Mkj +M−1

ik δkpδjq = 0.

Fixing p and q, if DM denotes the matrix ∂MpqM
−1, one gets for every p, q (DM ×M)ij +

M−1
ip δjq = 0, which we may now multiply from the right by M−1 to get (6.6).

Now, we observe that Pij = det(M)M−1 is the comatrix, and therefore the Mji entry of
this matrix is a polynomial in the entries of the matrix which does does not depend on Mij .

One gets
(∂MijdetM)M−1

ji − det(M)M−1
ji M−1

ji = 0,

which is an identity between rational functions in the entries Mij . Therefore, we may as well
divide both terms by M−1

ij to obtain item 1. Item 2 follows immediately.

We are now in position to consider the action of the Laplace operator on the spectral
measure of M . If we consider the characteristic polynomial P (X) = det(M −XId), one has

Proposition 6.2. 1. ΓE,R(logP (X), logP (Y )) = 1
Y −X

(

P ′(X)
P (X) − P ′(Y )

P (Y )

)

2. LE,RP (X) = − 1
2P

′′.
In other words, the diffusion associated to the spectrum of M has the same operator carré

du champ, and the invariant measure has a constant density with respect to the Lebesgue
measure 1lDda0 · · · dan−1.
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Proof. — We start with the first formula. Fix X and Y and write U = (M − XId)−1,
V = (M − Y Id)−1. One has

ΓE,R(logP (X), logP (Y )) =
∑

ijkl

∂Mij logP (X)∂Mkl
logP (Y )ΓE,R(Mij ,Mkl).

Since P (X) = det(M −XId), and from the value of ΓE,R(Mij ,Mkl), this writes

1

2

∑

ijkl

UjiVlk(δikδjl + δilδjk) =
1

2

∑

ijkl

(UjiVji + UjiVij) = trace (UV ).

But, if xi are the eigenvalues of M , then P (X) =
∏

i(xi −X), P (Y ) =
∏

i(xi − Y ), and

trace (UV ) =
∑

i

1

(xi −X)(xi − Y )
=

1

X − Y

∑

i

1

xi −X
− 1

xi − Y

=
1

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

.

It remains to compute

LE,R(logP (X)) =
∑

ij

∂Mij logP (X)LE,R(Mij) +
∑

ijkl

∂Mij∂Mkl
ΓE,R(Mij ,Mkl),

which writes

−1

2

∑

ijkl

UjkUli(δikδjl + δilδjk) = −1

2

(

trace (U2) + (traceU)2
)

.

Writing
LE,RP (X)

P (X)
= LE,R logP (X) + ΓE,R(logP (X), logP (X)),

and noticing that

trace (U2) =
P ′(X)2

P (X)2
− P ′′(X)

P (X)
= ΓE,R(logP (X), logP (X)), traceU = −P ′(X)

P (X)

one gets the formula for LE,RP (X).
Comparing with Corollary 3.4, one sees that LE,R(P ) = 1

2ΓE,R(P, log discr(P )). The last
point then is just the observation that if ρ is the reversible measure for the image of LE,R,
then ρ has, up to a constant, density discr(P )1/2 with respect to the Riemann measure,
which is just Cdiscr(P )−1/2.

Remark 6.3. Moving back the measure to the Weyl chamber {λ1 < · · · < λn}, one sees that
the density of the spectral measure with respect to dλ1 · · · dλn is Cdiscr(P )1/2 = C

∏ |λi−λj |.
If one wants to extend the previous computation to the Gaussian or spherical case, one

has to consider also the image of D =
∑

ij Mij∂Mij = 1
2ΓE,R(‖M‖2, ·) on the spectral function

P (X) = det(M −XId). One gets, with U(X) = (M −XId)−1,

D(logP (X)) =
∑

ij

Mij∂MijP (X) =
∑

ij

MijU(X)ji = traceMU(X)

= trace (Id +XU(X)) = n−X
P ′

P
,
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from which D(P ) = nP − XP ′. Therefore, if P (X) =
∑

i aiX
i, D(aiX

i) = (n − i)ai. If
one wants to consider also the action of the spherical Laplace operator, one needs also to
consider D2(P ). But D2(aiX

i) = (n− i)2ai, from which

D2(P ) = n2P − (2n− 1)XP ′ +X2P ′′,

that is with DP = (nId − X∂X)P , D2(P ) = (nId − X∂X)2P , although there is no reason
a priori for this last identity, since DP is no longer the characteristic polynomial of the
symmetric matrices. Observe that the action of D on P is similar that the one in the diagonal
case. This is not surprising since setting U = a2n−1 − 2an−2 = ‖M‖2, D(F ) = 1

2ΓE,R(U, F ),
for any function F .

Then, one has for the spherical operator on symmetric matrices, LS,R = LE,R−D2− (N−
2)D, where N = n(n+ 1)/2, from which

LS,R(P ) = −(
1

2
+X2)P ′′ +

(n+ 6)(n− 1)

2
XP ′ − n(n+ 4)(n− 1)

2
P.

and

ΓS,R(P (X), P (Y )) =
1

Y −X
(P ′(X)P (Y )−P ′(Y )P (X))−(nP (X)−XP ′(X))(nP (Y )−XP ′(Y )).

Remark 6.4. If we perform the same computation from the Gaussian measure γ instead
of the Lebesgue one (that is if we start from an Ornstein-Uhlenbeck process instead of the
Brownian motion on matrices), we end up with LOU,R(P ) = − 1

2P
′′ +XP ′ − nP .

Now, if we consider now the mean value polynomial, that is Q = 〈P 〉 =
∫

Qdγ, one gets
Q′′−2XQ′ = −2nQ. From which we see that, up to some constant, Q(X/

√
2) is an Hermite

polynomial.
On the other hand, the same computation for the spherical case leads to

(
1

2
+X2)Q′′ − (n+ 6)(n− 1)

2
XQ′ = −n(n+ 4)(n− 1)

2
Q.

In the same way that Hermite polynomials are the orthogonal polynomial family associated
with Gaussian measure, one would expect some connection between those polynomials Q and
the one-dimensional projection of the uniform measure on a sphere (in some dimension), i.e.
Jacobi polynomials, but it does not seem to be the case.

7 Symmetric operators on the spectrum of Hermitian

and quaternionic matrices

7.1 Hermitian matrices

In this section, we extend the previous computations to Hermitian matrices. We mainly
consider an Hermitian matrix on Cn as a real symmetric matrix on R2n. Indeed, considering
a vector Z = S+iT in Cn, where S and T are the real and imaginary part of Z, an Hermitian
matrix H may be seen as M + iA, where M is an n× n real symmetric and A is n× n real

antisymmetric matrix. Then, writing H as a bloc matrix, we have H =

(

M A
−A M

)

, which is

a real symmetric matrix with special structure. Indeed, any real eigenspace for this matrix is
at least 2 dimensional (and is exactly 2-dimensional in the generic case), since if Z = (S, T )
is an eigenvector, so is (−T, S), which corresponds to the eigenvector iZ.

Moreover, the determinant P (X) of H −XId may be written as Q(X)2, where Q(X) is
a polynomial whose coefficients are polynomials in the entries of M and A (actually, Q(X)
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is the Pfaffian of the anti-symmetric 2n× 2n matrix

(

A M −XId
−M +XId A

)

. Therefore,

if we consider the entries of M and A uniformly distributed under the Lebesgue measure,
as we did for real symmetric ones, the spectrum of the matrix H is certainly not absolutely
continuous with respect to the Lebesgue measure, and we are more interested indeed in the
law of the roots of Q than in the law of the roots of P .

As before, we look at the Euclidean Laplace operator LE,C acting on H = M + iA, with
M = (Mij) and A = (Aij) and we encode the symmetries via the following formulae



















LE,C(Mij) = LE,C(Aij) = 0

ΓE,C(Mij ,Mkl) =
1
2 (δijδkl + δikδjl)

ΓE,C(Aij , Akl) =
1
2 (δijδkl − δikδjl)

ΓE,C(Mij , Akl) = 0

It is worth to observe that any power (and therefore the inverse when it exists) of an Her-
mitian matrix is again an Hermitian matrix, and one may perform the same computation as
before on P (x) = det(H −XId) (still considered as a 2n× 2n matrix as before).

We obtain, with again U(X) = (H −XId)−1,

Proposition 7.1.

ΓE,C(logP (X), logP (Y )) = 2trace (U(X)U(Y )) =
2

Y −X
(
P ′(X)

P (X)
− P ′(Y )

P (Y )
).

LE,C(P (X)) =
3

2

P ′(X)2

P (X)
− 2P ′′(X).

We do not give the details of the proof here since we shall give a more general result in
the setting of Clifford algebras, for which this is just the simplest example.

But is is worth to observe the following. Since P (X) =
∑

iX
iai, LE,C(P (X)) =

∑

i X
iLE,C(ai).

Therefore, this last quantity has to be a polynomial, and then P ′(X)2

P (X) is a polynomial in X .

This implies in particular that all the roots of P have multiplicities at least 2, since every
root of P is also a root of P ′. In particular, the image measure of the Lebesgue measure is
not absolutely continuous with respect to dµ0.

Observe furthermore that if we set P = P 2
1 , then one gets from the change of variable

formula

ΓE,C(logP1(X), logP1(Y )) =
1

Y −X

(P ′
1(X)

P1(X)
− P ′

1(Y )

P1(Y )

)

, LE,C(P1) = −P ′′
1 . (7.7)

In particular, moving back to the Weyl chamber {λ1 < · · · < λn}, the invariant measure
is, up to a constant,

∏

i<j(λi − λj)
2dλ1 · · · dλn.

Are we able to deduce directly from the form of the generator that indeed P (X) has
almost surely double roots? We shall see that it is indeed the case. It may be seen at this
level as a purely formal argument, since we know in advance that in this Hermitian case the
roots are double. But later we shall face similar situations, where we do not know in advance
the multiplicity of the roots, and we want to be able to deduce them from the generator.
More precisely, we shall see that if a generator of the form given in Proposition 7.1 maps
polynomials into polynomials, then those polynomials must have roots with multiplicity 2.
This relies on Lemma 7.2 and Proposition 7.3.

From the form of the operator, one already sees that there are some algebraic relations
between the coefficients ai of the polynomial P . The following Lemma 7.2 is quite formal,
and allows to devise from the form of the operator the multiplicity of the roots of P . Then,
Proposition 7.3 provides a proof that the multiplicity of the roots are indeed what is expected.
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Lemma 7.2. Suppose that a diffusion operator L on some set of analytic functions P (X) =
∑

i aiX
i in the variable X satisfies, for some constants α, β, γ,

L(P ) = αP ′′ + β
P ′2

P
, Γ(logP (X), logP (Y )) =

γ

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

. (7.8)

Let a ∈ R, a 6= 0, and set P = P a
1 . Then

Γ(logP1(X), logP1(Y )) =
γ/a

Y −X

(P ′
1(X)

P1(X)
− P ′

1(Y )

P1(Y )

)

and

LP1 = (α+ γ
a− 1

a
)P ′′

1 + (a(α+ β) + γ
1− a

a
− α)

P ′2
1

P1
.

In particular, if a satisfies

a2(α+ β)− a(α + γ) + γ = 0, (7.9)

then,
L(P1) = a(α+ β)P ′′

1 .

Therefore, one may expect that, whenever L maps polynomials into polynomials, and
precisely for those values of a solutions of equation (7.9), the roots of P have multiplicity a.
Proof. — The formula for Γ(logP1(X), logP1(Y )) is immediate. The formula for L(P )
follows easily from the remark that

LP

P
= α∂2

X logP + (α+ β)(∂X logP )2,Γ(logP, logP ) = −γ∂2
X logP.

Then,

a
LP1

P1
=

LP

P
+

1− a

a
Γ(logP, logP ),

and this gives

LP1

P1
= (α+ γ

a− 1

a
)
P ′′
1

P1
+ (a(α+ β) + γ

1− a

a
− α)

P ′2
1

P 2
1

.

In the next proposition 7.3, we consider polynomials P (X) with coefficients ai which
are polynomials in some variables (xi) (in our case the entries of a matrix). Then, when
writing P (X) =

∏

(X − λi)
αi , with λ1 < λ2 < · · · < λk, the multiplicities αi may only

change on some algebraic surface in the set of coefficients (xi). Those algebraic surfaces
having Lebesgue measure 0, and our operators L being local, we may as well (up to some
localization procedure and outside a set of Lebesgue measure 0) consider them as constants.

Proposition 7.3. Let L be a diffusion operator acting on a set of degree d monic polynomials,
with values in the set of degree d polynomials, and satisfying equation (7.8). Then, every
root of P has multiplicity α1 or α2, where αi, i = 1, 2 are the roots of equation (7.9).

In particular,equation (7.8) may only hold for polynomials whenever equation (7.9) has
at least one integer solution.

In practise, equation (7.9) will have only one integer positive root, which will allow us
to identify the multiplicity without any ambiguity. Moreover, in this situation, we may set
P = P a

1 , where P1 is a polynomial, and Lemma 7.2 applies within the set of polynomials.
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Proof. — Let us consider λ1 < λ1 · · · < λk the different roots of P (X), and set

P (X) =
k
∏

1

(X − λi)
αi ,

where αi ≥ 1. Then

Γ(logP (X), logP (Y )) =
∑

ij

αiαj

(X − λi)(Y − λj)
Γ(λi, λj).

On the other hand, we know from Lemma 7.2 that

Γ(logP (X), logP (Y )) =
γ

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

,

which translates into

Γ(logP (X), logP (Y )) =
γ

Y −X

∑

i

αi

X − λi
− αi

Y − λi
.

Identifying both expressions leads to

Γ(λi, λj) = γ
δij
αi

.

Also, on the one hand,

L(logP ) =
∑

i

αi

X − λi
Lλi −

∑

i

αi

(X − λi)2
Γ(λi, λi),

and on the other, from (7.8)

L(logP ) =
LP

P
− Γ(logP, logP )

= (α+ γ)∂2
X logP + (α+ β)(∂X logP )2

= −(α+ γ)
∑

i

αi

(X − λi)2
+ (β + α)(

∑

i

αi

X − λi
)2.

Identifying the terms in (X − λi)
−2 leads to

α2
i (β + α)− (α+ γ)αi + γ = 0.

In particular, applying Lemma 7.2 in the case of Hermitian matrices leads, with α =
−2, β = 3/2 and γ = 2 to αi = 2, and then, setting P = P 2

1 , to (7.7) for LE,C(P1) and
ΓE,C(logP1(X), logP1(Y )). This in turns shows that every root of P has multiplicity 2, and
therefore that P , up to some sign may be written P 2

1 , where P1 is a polynomial for which (7.7)
holds. As a consequence, the image measure for the roots of P1 has density discr(P1) wit
respect to dµ0.

Remark 7.4. It is worth to observe that if P is a monic polynomial whose coefficients are
polynomials in some variables (x1, · · · , xn), and if P = P a

1 , where P1 is a polynomial, then
P1 is monic and the coefficients of P1 are again polynomials in the variables (x1, · · · , xn). In
the case of Hermitian matrices, this shows in particular that the determinant of a matrix of

the form

(

M A
−A M

)

, where M is symmetric and A is antisymmetric may be written as Q2,

where Q is a polynomial in the entries of M and A (indeed, it is nothing else up to a sign

than the Pfaffian of

(

A M
−M A

)

, but it is worth deriving it by pure probabilistic arguments).
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7.2 Quaternionic matrices

Here, we are given M,A1, A2, A3 where M is symmetric and Ai are antisymetric.
The associated real symmetric matrix is then

M =









M A1 A2 A3

−A1 M A3 −A2

−A2 −A3 M A1

−A3 A2 −A1 M









The eigenspaces are 4-dimensional and the determinant of such a matrix may be written Q4,
where Q is a polynomial in the entries of the various matrices.

A real 4n× 4n matrix M having this structure will be called a H-symmetric matrix. It
is quite immediate that if M is H-symmetric, such is Mk for any k ∈ N, and also such is
M−1 on the set where M is invertible.

On the entries of Mij and Ak
ij , we shall impose the metric coming from the euclidean

metric on M. This gives











ΓE,H(Mij ,Mkl) =
1
2 (δijδkl + δikδjl)

ΓE,H(A
p
ij , A

q
kl) =

δpq
2 ((δijδkl − δikδjl)

ΓE,H(Mij , A
p
kl) = 0

.

We also impose
LE,HMij = LE,HA

p
ij = 0.

Setting U(X) = (M−XId)−1, P (X) = det(M−XId), one has

ΓE,H

(

P (X), P (Y )
)

=
4

Y −X

(

P ′(X)P (Y )− P ′(Y )P (X)
)

,

LE,H(P )

P
=

ΓE,H(P, P )

P 2
+ trace (U(X)2)− 1

2
(traceU(X))2.

And in the end

LE,HP =
9

2

P ′2

P
− 5P ′′.

Looking for which a, one has P = P a
1 , equation (7.9) on a leads to a2 − 2a− 8 = 0, for

which the unique positive solution is a = 4, leading to

LE,HP1 = −2P ′′
1 , ΓE,H(logP1(X), logP1(Y )) =

1

Y −X

(P ′
1(X)

P1(X)
− P ′

1(Y )

P1(Y )

)

,

and Proposition 7.3 shows that all the roots of P have multiplicity 4, and that P1 is indeed
a polynomial.

In the end, one obtains that the reversible measure for the image operator has density is
discr(P )2 with respect to the Riemann measure, or in other terms discr(P )3/2 with respect
to the measure da0 · · · dan−1. Back to the Weyl chamber {λ1 < λn}, the invariant measure
has density

∏

i<j(λi − λi)
4 with respect to the Lebesgue measure.

8 Symmetric matrices on general Clifford algebras

There are many natural algebras with dimension 2p. Among them, let us mention exte-
rior algebras, Cayley-Dickson algebras and Clifford algebras. Since 2p is the cardinal of
P({1, · · · , p}), it is natural to look for a basis ωA for such algebras, where A ⊂ E, and
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|E| = n. If we denote by A·B the symmetric difference A∪B \ (A∩B), in those three cases
one has ωAωB = (A|B)ωA·B , where (A|B) takes values in {−1, 0, 1}.

We define general Clifford algebras are the ones where the algebra is associative and
(A|B) ∈ {−1, 1}. We shall impose ω∅ to be the unitary element of the algebra. The associa-
tivity imposes that, for any triple (A,B,C) of elements of P(E), one has

(A|∅) = (∅|A) = 1, (A|B·C)(B|C) = (A|B)(A·B|C).

It is worth to reduce to the case E = {1, · · · , p} (that is to decide that E is an ordered
set), such that up to a change of sign in ωA, one may always suppose that ωA = ωi1 · · ·ωik

when A = (i1, · · · , ik). Therefore, one sees that all the multiplication rules are just given
by eiej = ±ejei and e2i = ±ei. In which case, we are reduced to (i|j) = 1 if i < j and
(A|B) =

∏

i∈A,j∈B(i|j), from which we get

(A·B|C) = (A|C)(B|C), (A|B·C) = (A|B)(A|C).

The general Clifford algebra is then just determined by the choice of the various signs in
(i|j)(j|i) for i < j and (i|i). But many such different choices may give rise to isomorphic
algebra : for example, given any Clifford algebra and any choice (A1, · · · , Ap) which generates
P(E) by symmetric difference would produce a Clifford algebra isomorphic to the starting
one with signs (Ai|Aj) instead of (i|j) (think for example of Ai = {1, · · · , i}).

The Clifford algebra Cl(E) is then {∑A⊂E xAωA, xA ∈ R} that we endow with the

standard Euclidean metric in R2p(that is (ωA, A ∈ P(E)) form an orthonormal basis).
Now, we consider on Rn ⊗ Cl(E) matrices

∑

A MAωA, where MA are n × n matrices,
acting on R

n ⊗ Cl(E) by

(
∑

A

MAωA)(
∑

B

XBωB) =
∑

A,B

MAXB(A|B)ωA·B =
∑

A,B

(A·B|B)MA·BXBωA,

and we end up with bloc matrices (MA,B
ij ), where MA,B = (A·B|B)MA·B. Indeed, what we

did is to associate to a matrix M with coefficient in the algebra Cl(E) a matrix φ(M) with
real coefficients, in a linear injective way. It turns out that, thanks to the associativity of
the the algebra Cl(E), this is an algebra homomorphism, that is φ(MN) = φ(M)φ(N).

Endowing Rn ⊗ Cl(E) with the associated Euclidean metric, we may therefore look at
those matrices φ(M) which are symmetric, one sees that the requirement is that (MA)t =
(A|A)MA, and then the associated bloc matrix is M = ((A·B|B)MA·B). We shall call those
symmetric matrices Cl(E)-symmetric matrices.

We now chose the Euclidean metric on those Cl(E)-symmetric matrices, and look at the
associated Laplace operator. One then sets

ΓE,Cl(M
A
ij ,M

B
kl) =

1

2
δA,B(δikδjl + (A|A)δilδjk),L(MA

ij ) = 0. (8.10)

Going to the associated stochastic processes, these formulae just say that the various
entries of the matrices are independent Brownian motions, subject to the restrictions that
the matrices must satisfy the symmetry relations that we have just which are imposed by
the algebra structure of Cl(E).

The aim is now to compute when possible the image of this Laplace operator on the
spectrum of M. We shall see that is strongly depends on the sign structure of the algebra
Cl(E). In the next Section, we shall reduce our analysis to standard Clifford algebras,
that is when (i|i) = (i|j)(j|i) = −1, for any (i, j) ∈ E2. But is is worth to describe first
the computations in the general case. Indeed, as mentioned before, since many different
sign structures lead to isomorphic algebras, the various quantities which will appear in the
computations will to be invariant under those isomorphisms, and it is worth to identify them.
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The first task is to observe that, if M is Cl(E)-symmetric, so is Mk for any k. This is a
direct consequence of the algebra homomorphism, since if M = φ(M), then Mk = φ(Mk).
Therefore, on the set where det(M) 6= 0, so is its inverseM−1 and also U(X) = (M−XId)−1,
for X not in the spectrum of M. Indeed, since for ‖M‖ close to 0, (Id−M)−1 =

∑

k Mk,
and consequently, for X 6= 0 and M small enough, then, U(X) is Cl(E)-symmetric. Then,
since the property of being Cl(E)-symmetric is linear in the coefficients of M, and since the
coefficients of U(X) are rational functions of the coefficients of M, the Cl(E)-symmetry of
U(X) may be extended from small values of M to any M which is Cl(E)-symmetric.

Once this is observed, and still denoting U(X) = (M − XId)−1, it may be written as
a block matrix ((A·B|B)U(X)A·B

ij ), where U(X)A = U(X)A,∅ is such that (U(X)A)t =
(A|A)U(X). Then, the method used for real symmetric matrices may be extended to Cl(E)-
symmetric matrices and we get

Proposition 8.1. Let P (X) = det(M−XId) and U(X) = (M−XId)−1. Then

ΓE,Cl(P (X), P (Y )) =
2p

Y −X
(P ′(X)P (Y )− P ′(Y )P (X)),

and

LE,Cl(P )

P
= ΓE,Cl(logP )−1

2

(

∑

A⊂E

(A|A)
)

trace
(

U(X)2
)

−2p−1
∑

C

(C|C)H(C)
(

traceU(X)C
)2
,

where
H(C) =

∑

A⊂E

(A|C)(C|A).

Moreover,

trace (U(X)2) =
P ′2

P 2
− P ′′

P
.

Proof. — Let us start with the formula for Γ. If U(X) = (U(X)A,B, where U(X)A,B =
(A·B|B)U(X)A·B , one has, using the change of variable formula and equation (1),

ΓE,Cl(logP (X), logP (Y )) =
∑

A,B,C,D,i,j,k,l

U(X)B,A
ji U(Y )D,C

lk ΓE,Cl(MA,B
ij ,MC,D

kl ).

Now, since MA,B = (A·B|B)MA·B and MC,D = (C·D|D)MC·D, and from (8.10), one gets

ΓE,Cl(MA,B
ij ,MC,D

kl ) = I{A·B·C·D=∅}(A·B|B·D)
1

2
(δikδjl + (A·B|A·B)δilδjk).

On the other hand

traceU(X)U(Y ) =
∑

A,B,i,j

U(X)A,B
i,j U(Y )B,A

ji =
∑

A,B

(A·B|A·B)traceU(X)A·BU(Y )A·B.

From this, we get

ΓE(logP (X), logP (Y )) =
∑

A·B·C·D=∅

(A·B|A·B)trace
(

U(X)A·BU(Y )A·B
)

= 2p
∑

A,B

(A·B|A·B)trace
(

U(X)A·BU(Y )A·B
)

= 2ptraceU(X)U(Y ).
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If we denote by λi the eigenvalues of M, then

traceU(X)U(Y ) =
∑

i

1

(λi −X)(λi − Y )
=

1

Y −X

∑

i

1

λi − Y
− 1

λi −X

=
1

Y −X

(P ′(X)

P (X)
− P ′(Y )

P (Y )

)

.

For the formula for LE,Cl(P ), we start with

LE,Cl(logP ) =
∑

A,B,i,j

U(X)B,A
ji LMA,B

ij −
∑

A,B,C,D,i,j,k,l

U(X)B,C
jk U(X)D,A

l,i Γ(MA,B
ij ,MC,D

kl )

= −1

2

∑

A,B,C,D

E(A,B,C,D)U(X)B·C
jk U(X)A·D

li (δikδjl + (A·B|A·B)δilδjk),

where

E(A,B,C,D) = 1lA·B·C·D=∅(B·C|C)(A·D|A)(A·B|B)(C·D|D) = 1lA·B·C·D=∅(A·C|A·C)

We obtain in the end

LE,Cl(logP ) = −1

2

[

∑

A,B,C

(A·C|A·C)(B·C|B·C)trace
(

U(X)B·C
)2

+(B·C|A·C)(A·B|B·C)
(

traceU(X)B·C
)2

]

= −1

2

(

∑

A

(A|A)
)

trace
(

U(X)2
)

− 2p−1
∑

C

(C|C)H(C)
(

traceU(X)C
)2
.

If we are interested in images of the Gaussian measure, we consider the Ornstein-Uhlenbeck
operator

LOU,Cl(P ) = LE,Cl(P )−D(P )

where

D =
1

2
Γ(‖M‖2, ·)

and
‖M‖2 =

∑

i,j,A,B

(MA,B
i,j )2 .

If one is interested in images of the uniform measure on the unit sphere, we consider instead
the spherical operator

LS,ClS(P ) = LE,Cl(P )−D2(P )− (N − 2)D(P ), (8.11)

where N is the dimension on the Euclidean space in which the sphere is embedded, that is

N =
n2p(n2p + 1)

2
.

Observing their action on the characteristic polynomial, we have

D(logP ) =
1

2

∑

i,j,k,l,A,B,C,D

2MA,B
i,j ∂MC,D

k,l
(logP )ΓE(MA,B

ij ,MC,D
kl )

=
1

2

∑

i,j,A·B·C·D=∅

MA,B
i,j (A·B|B·D)(U(X)D,C

j,i + (A·B|A·B)U(X)D,C
i,j )

=
∑

A·B·C·D=∅

(A·B|A·B)trace
(

MA·BU(X)A·B
)

= 2ptrace
(

MU(X)
)

= 2p
(

n2p −X
P ′

P

)
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Hence

D(P ) = 2p(n2pP −XP ′) (8.12)

The carré du champ operator is the same for the Ornstein-Uhlenbeck operator than for
the Laplace operator, whereas for the sphere, the carré du champ operator acting on the
characteristic polynomial P becomes

ΓS,Cl(P (X), P (Y )) =

2p

Y −X

(

P ′(X)P (Y )− P ′(Y )P (X)
)

− 22p
(

n2pP (X)−XP ′(X)
)(

n2pP (Y )−XP ′(Y )
)

From Proposition 8.1, one sees that the final expression depends on some specific fac-
tors for Cl(E) : the value of

∑

A(A|A) and, for various C ⊂ E, the value of H(C) =
∑

A(A|C)(C|A). We shall therefore restrict our attention to standard Clifford algebras, for
which those computations may be explicitly done through some basic combinatorial argu-
ments.

9 Symmetric matrices on standard Clifford algebras

Recall that for standard Clifford algebras, and with E = {1, · · · , n}, one has, for any pair
(i, j) ∈ E2, (i|j) = 1li<j − 1lj≤i.

From (A|B) =
∏

i∈A,j∈B(i|j), this immediately leads to

(A|A) = (−1)|A|(|A|+1)/2, (A|B)(B|A) = (−1)|A||B|+|A∩B|. (9.13)

Notice also that for any i ∈ E = {1, · · · , p}, (i|E) = (−1)i.

Proposition 9.1. In a standard Clifford algebra with |E| = p, one has

∑

A

(A|A) =



















22m(−1)m if p = 4m

0 if p = 4m+ 1

22m+1(−1)m+1 if p = 4m+ 2

22m+2(−1)m+1 if p = 4m+ 3

Proof. — From (9.13), one has

∑

A

(A|A) =
∑

k

(

p

k

)

(−1)k(k+1)/2 =
∑

k

(

p

2k

)

(−1)k −
∑

k

(

p

2k + 1

)

(−1)k.

Comparing with

(1 + i)p =
∑

k

(

2k

p

)

(−1)k + i
∑

k

(

2k + 1

p

)

(−1)k,

we see that
∑

k

(

2k
p

)

(−1)k is the real part of (1 + i)p, while
∑

k

(

2k+1
p

)

(−1)k is its imaginary

part. But 1 + i =
√
2eiπ/4, and therefore, for p = 4m, (1 + i)p = 22m(−1)m, for p = 4m+ 1,

(1 + i)p = (1 + i)22m(−1)m, for p = 4m + 2, (1 + i)p = i22m+1(−1)m and for p = 4m+ 3,
(1 + i)p = (1 + i)22m(−1)m. It remains to collect the various cases.

The following will also be useful

Proposition 9.2. For a standard Clifford algebra Cl(E), and for B,C ⊂ E, let
{

Se(B,C) =
∑

A⊂C,|A|=2k(A|B)(B|A), Se(B, ∅) = 1

So(B,C) =
∑

A⊂C,|A|=2k+1(A|B)(B|A), So(B, ∅) = 0
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Then,
{

Se(B,C) = Se(B ∩ C,C),

So(B,C) = (−1)|B∩Cc|So(B ∩ C,C).

and, for B ⊂ C































Se(B,C) = So(B,C) = 0, B 6= ∅, B 6= C

Se(∅, C) = So(∅, C) = 2|C|−1, C 6= ∅
Se(∅, ∅) = 1, So(∅, ∅) = 0,

Se(B,B) = −So(B,B) = 2|B|−1 |B| = 2k,B 6= ∅
Se(B,B) = So(B,B) = 2|B|−1 |B| = 2k + 1

Proof. — For the first point,we decompose B = (B ∩ C) ∪ (B ∩ Cc) = B1 ∪ B2. Then, if
B1 ∩B2 = ∅

(A|B1 ∪B2)(B1 ∪B2|A) = (A|B1)(B1|A).(A|B2)(B2|A),
and, if A ∩B2 = ∅, then (A|B2)(B2|A) = (−1)|A||B2|.

It remains to study Se(B,C) and So(B,C) for B ⊂ C. Replacing E by C, we are
therefore bound to study the same quantity for a standard Clifford algebra Cl(C).

Let us then fix C et B ⊂ C. For C 6= ∅ Se(∅, C) = So(∅, C) = 2|C|−1. When B 6= ∅ chose
some point i ∈ B, and cut P(C) into {A ⊂ C, x ∈ A} and {A ⊂ C \ {x}}.

Summing on P(A), we get

{

Se(B,C) = Se(B \ x,C \ x) + (−1)|B|So(B \ x,C \ x),
So(B) = (−1)|B|−1Se(B \ x,C \ x)− So(B \ x,C \ x).

In another way, setting avec U(B,C) =

(

Se(B,C)
So(B,C)

)

, Uk si |B| = k, on a

U(B,C) = MǫkU
(

B \ {x}, C \ {x}
)

,

where ǫk = (−1)|B| and

M1 =

(

1 1
−1 −1

)

M−1 =

(

1 −1
1 −1

)

. (9.14)

Setting S =

(

0 1
1 0

)

, which satisfies S2 = 1, one has

M1M−1 = 2(1−S),M−1M1 = 2(1+S),M1M−1M1 = 2M1,M−1M1M−1 = 2M−1, (1+S)M−1 = 2M−1

from which
(M1M−1)

k = 22k−1(1− S), (M−1M1)
k = 22k−1(1 + S),

and also
M2

−1 = 0,M2
1 = 0,M1M−1M1 = 2M1,M−1M1M−1 = 2M−1.

In the end, we get

{

|B| = 2k, U(B,C) = 22k−1(1 + S)U(∅, C \B)

|B| = 2k + 1, U(B,C) = 22k+1(1 − S)M−1U(∅, C \B)
.

Il remains to collect all the possible cases.
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From Proposition 9.2, one sees that, in a standard Clifford algebra Cl(E) with |E| = n,
one has, for any B ⊂ E, with B 6= ∅, E,

∑

A

(A|B)(B|A) = Se(B,E) + So(B,E) = 0.

Moreover, Se(E,E) + So(E,E) = 0 when |E| = 2k. Therefore, H(C) = 0 unless C = ∅ or
C = E, and H(E) = 0 when |E| = 2k. This leads to

Proposition 9.3. When p = |E|, if M is Cl(E)-symmetric, with P (X) = det(M −XI) and
U(X) = (M −XId)−1,

ΓE,Cl

(

P (X), P (Y )
)

=
2p

Y −X

(

P ′(X)P (Y )− P ′(Y )P (X)
)

,

and

{

LE,Cl(P )
P = ΓE,Cl(logP )− 22m(−1)m+1(traceU(X)2)− 1

2 (traceU(X))2 when |E| = 4m+ 2
LE,Cl(P )

P = ΓE,Cl(logP )− 22m−1(−1)m(traceU(X)2)− 1
2 (traceU(X))2 when |E| = 4m

In particular,

LE,Cl(P )

P
=







(2n + 22m(−1)m)
(

P ′2

P 2 − P ′′

P

)

− 1
2
P ′2

P 2 when |E| = 4m+ 2

(2n + 22m−1(−1)m+1)
(

P ′2

P 2 − P ′′

P

)

− 1
2
P ′2

P 2 when |E| = 4m

As a consequence, one has P (X) = Q(X)a, where Q is a polynomial, where


















a = 24q, when n = 8q

a = 24q+2, when n = 8q + 2

a = 24q+3, when n = 8q + 4

a = 24q+3, when n = 8q + 6

Moreover, in those case, for L̂ = a
2pLE,Cl, Q satisfies

Γ̂(Q(X), Q(Y )) =
1

Y −X

(

Q′(X)Q(Y )−Q′(Y )Q(X)
)

and
{

L̂(Q) = − 1
2Q

′′, p = 8q, p = 8q + 6 (real case)

L̂(Q) = −2Q′′, p = 8q + 2, p = 8q + 4 (quaternionic case)

Proof. — Using Proposition 8.1, the only term in the formula for LE,Cl(P ) which is not
immediate to identify is traceU(X)∅. But traceU(X) = 2ptraceU(X)∅, since only U(X)∅

appear in the diagonal blocs of U(X). Then, everything boils down to the computation of
∑

A(A|A) given in Proposition 9.1. Then, the identification of a comes from Equation (7.9)
in Lemma 7.2. It is worth to observe that those equations have indeed integer roots in every
case. Moreover, Proposition 7.3 allows to assert that effectively, P = Qa, and the rest is
given again in Lemma 7.2.

It remains to deal with the case where n is odd. Then, the term (traceU(X)E)2 appears
in the formula for LE,Cl(P ). But, when (E|E) = −1, then U(X)E is antisymmetric and
traceU(X)E = 0. Since (E|E) = (−1)|E|(|E|+1), this happens as soon as |E| = 4m+ 1.

This leads to
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Proposition 9.4. Suppose that p = |E| = 4m+ 1. Then,

ΓE,Cl(P (X), P (Y )) =
2p

Y −X

(

P ′(X)P (Y )− P ′(Y )P (X)
)

,

LE,Cl(P )

P
= 2p(

P ′2

P 2
− P ′′

P
)− 1

2

P ′2

P 2
.

Setting a = 22m+1 and P = Qa, and for L̂ = a2−pL, one has L̂(Q) = −Q′′. Then, Q is a
polynomial and the model corresponds to the complex case.

It remains to deal with the case p = 4m+3, which turns out to be more delicate. Indeed,
in those cases, Cl(E) is no longer simple, and splits into the direct sum of two ideals. From
the Propositions 8.1 and 9.2 we see that the set E plays a special role in the analysis of
LE,Cl(P (X)).

We already saw that in this situation, (E|E) = 1, and for any A ⊂ E, (A|E)(E|A) =
(−1)|A|(|E|+1) = 1, so that ωE commutes to every element in the algebra and satisfies ω2

E = 1.
Then, one may decompose the algebra Cl(E) into the sum of the two ideals Cl(E)+ = {x ∈
Cl(E), ωEx = x} and Cl(E)− = {x ∈ Cl(E), ωEx = −x}. Symmetric matrices will also split
into the direct sum of two symmetric matrices, and therefore the characteristic polynomial
will be the product of characteristic polynomials.

We are therefore bound to consider separately the action on Cl(E)+ and Cl(E)−. We
concentrate on the first one. First observe that in this situation, for any A ⊂ E, (A|E) =
(E|A) = (A·E|E) = (E|A·E). From this, it is easy to see that

Cl(E)+ = {X =
∑

A

λA(ωA + (A|E)ωA·E)}.

The action of the matrix
∑

A MAωA on Cl(E)+ is the same as
∑

A(A|E)MA·EωA·E , and
therefore one may concentrate on matrices

∑

AMAωA such that MA·E = (A|E)MA. This
condition is clearly compatible with (MA)t = (A|A)MA. We therefore chose

ΓE,ClM
A
ij ,M

B
kl) =

1

2
(1lA·B=∅ + (A|E)1lA·B=E)(δikδjl + (A|A)δilδjk).

We may start the computation again, but it is simpler to observe that, setting σA =
1
2

(

ωA + (A|E)ωA·E

)

, one gets σAσB = (A|B)σA·B , and therefore the family σA generates a
standard Clifford algebra with with size |E| − 1. Then, we boil down to a standard Clifford
algebra with size 4m+ 2, and we see that we obtain the quaternionic case when p = 8q + 3
and the real one when p = 8q + 7.

If one wants to describe the law of P (X) in the case p = 4m+3, then we write P = P1P2,
where P1 and P2 behave independently as the previous ones.

We have such described all the laws of the spectra for symmetric matrices on standard
Clifford algebras.

We thus recover Bott periodicity : in the following table, we give the algebra structure
of Cl(p), together with the dimension d of the irreducible spaces in the third column, the
multiplicity α of the roots of the characteristic polynomial in the fourth, computed from
the generator. In the last column, we indicate the parameter a for which the law of the
simple roots (λ1 < · · · < λd) have density

∏ |λi−λj |a with respect to the Lebesgue measure
dλ1 · · · dλd
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|E| structure d α a

Cl(1) C 2 2 2
Cl(2) H 4 4 4
Cl(3) H⊕H 4 4 4
Cl(4) H[2] 8 8 4
Cl(5) C[4] 8 8 2
Cl(6) R[8] 8 8 1
Cl(7) R[8]⊕ R[8] 8 8 1
Cl(8) R[16] 16 16 1

then we tensorize by R[16] through Bott’s periodicity : Cl(p + 8) = R[16] ⊗ Cl(p). (Here,
K[n] denotes the irreducible algebra of square n × n matrices with coefficients in the field
K). We may then observe that the multiplicity of the roots corresponds as expected to the
dimension of the irreducible spaces, and that the parameter a corresponds to the structure
algebra : when the irreducible components are K[n], then a = 1, 2, 4 corresponding to the
case where K = R,C or H.

Remark 9.5. Considering the O-U operator LOU,Cl described in the previous section, one
gets here

LOU(P ) = −CP ′′ + (C − 1

2
)
P ′2

P
− n22pP + 2pXP ′ (9.15)

and analogously to Lemma 7.2, we get

a
LOU,Cl(P1)

P1
=

LOU,Cl(P )

P
+

1− a

a
ΓE,Cl(logP, logP )

which leads to

LOU,Cl(P1) = −(C + 2p
(1− a)

a
)P ′′

1 + ((C + 2p
(1− a)

a
− 1

2
a)

P ′2
1

P1
− n

22p

a
P1 + 2pXP ′

1 (9.16)

where P = P a
1 and the constant C differs according to n ( see Propositions (9.3),(9.4)).

Then, choosing a as before, we can boil down to the following relation:

LOU,Cl(P1) = −a

2
P ′′
1 − n

22p

a
P1 + 2pXP ′

1 (9.17)
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