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Existence of traveling waves for Lipschitz discrete
dynamics.
Monostable case as a limit of bistable cases

M. Al Haj! R. Monneau®

May 16, 2014

Abstract: We study discrete monostable dynamics with general Lipschitz non-linearities. This
includes also degenerate non-linearities. In the positive monostable case, we show the existence
of a branch of traveling waves solutions for velocities ¢ > ¢¥, with non existence of solutions for
¢ < c¢t. We also give certain sufficient conditions to insure that ¢t > 0 and we give an example
when ¢™ < 0. We as well prove a lower bound of ¢, precisely we show that ¢™ > ¢*, where ¢* is
associated to a linearized problem at infinity. On the other hand, under a KPP condition we show
that ¢ < ¢*. We also give an example where ¢ > c*.

This model of discrete dynamics can be seen as a generalized Frenkel-Kontorova model for which
we can also add a driving force parameter 0. We show that o can vary in an interval [0, o"]. For
o € (07,07") this corresponds to a bistable case, while for ¢ = o this is a positive monostable
case, and for 0 = o~ this is a negative monostable case. We study the velocity function ¢ = ¢(o) as
o varies in [0~,0T]. In particular for ¢ = o (resp. 0 = 07), we find vertical branches of traveling
waves solutions with ¢ > ¢* (resp. ¢ < ¢7).

Our method of proof is new and relies on viscosity solutions. Moreover, the monostable case
with ¢ = ¢ is seen advantageously as a limit situation of the bistable case. For ¢ >> 1, the
traveling waves are constructed as perturbations of solutions of an associated ODE. Finally to fill
the gap between ¢ = ¢t and large ¢, we use certain hull functions that are associated to correctors
of a homogenization problem.

Keywords: Traveling waves, degenerate monostable non-linearity, KPP non-linearity, bistable
non-linearity, Frenkel-Kontorova model, viscosity solutions, Perron’s method.
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1 Introduction

1.1 General motivation

Our initial motivation was to study the classical fully overdamped Frenkel-Kontorova model, which
is a system of ordinary differential equations
dX;

(1.1) o = Kt~ 2X; + Xi1 + f(Xy) + o,

dX;
where X;(t) € R denotes the position of a particle i € Z at time ¢, d—tz is the velocity of this

particle, f is the force created by a 1-periodic potential and o represents the constant driving force.
Such external force could be for example f(x) = 1 — cos(2rz) > 0. This kind of system can be, for



instance, used as a model of the motion of a dislocation defect in a crystal (see the book of Braun
and Kivshar [8]). This motion is described by particular solutions of the form

(1.2) Xi(t) = ¢(i + ct)
with
(1.3) ¢ >0 and ¢ isbounded.

Such a solution, ¢, is called a traveling wave solution and ¢ denotes its velocity of propagation.
From (1.1) and (1.2), it is equivalent to look for solutions ¢ of

(1.4) c/(2) = ¢(z + 1) = 20(2) + ¢z — 1) + f(#(2)) + 0

with z = i + c¢t. For such a model, and under certain conditions on f, we show the existence of
traveling waves for each value of o in an interval [0, "] (see Theorem 1.7). We also get the whole
picture (see Figure 4 for qualitative properties of this picture) of the velocity function ¢ = ¢(o)
with respect to the driving force o, with vertical branches for c = ¢~ or 0 = o™*.

When f > 0= f(0) = f(1) on (0,1) and o = 0, we can moreover normalize the limits of the
profile ¢ as

(1.5) ¢(—00) =0 and ¢(+00) = 1.

This case is called a positive monostable case and is associated here to ™ = 0. Moreover, we can
show the existence of a critical velocity ¢t such that the following holds. There exists a branch of
traveling waves solutions for all velocity ¢ > ¢ and there are no solutions for ¢ < ¢*.

The goal of this paper is to present similar results in a framework more general than (1.4). To
this end, given a real function F' (whose properties will be specified in Subsections 1.2 and 1.3), we
consider the following generalized equation with o € R

(16) C¢/(Z) = F(¢(Z + TO)? gb(z + rl)v [RE) ¢(Z + TN)) + o,
where N > 0 and r; € R for ¢ =0, ..., N such that
(1.7) ro=0 and r; #r; if i#j,

which does not restrict the generality. In (1.6), we are looking for both the profile ¢ and the velocity
c.

Equation (1.1) can be seen as a discretization of the following reaction diffusion equation
(1.8) up = Au+ f(u).

In 1937, Fisher [15] and Kolmogorov, Petrovsky and Piskunov [28] studied the traveling waves for
equation (1.8) which they proposed as a model describing the spreading of a gene throughout a
population. Later, many works have been devoted for such equation that appears in biological mod-
els for developments of genes or populations dynamics and in combustion theory (see for instance,
Aronson, Weinberger [3, 4] and Hadeler, Rothe [22]). For more developments and applications in
biology of reaction diffusion equations, the reader may refer to [31] and to the references cited
therein. There is also a considerable work on the existence, uniqueness and stability of traveling
waves and their speed of propagation for the homogeneous KPP-Fisher non-linearity (see for exam-
ple [23, 24, 25, 26, 35]). Such results have been shown also for the inhomogeneous, heterogeneous



and random KPP-Fisher non-linearity (see [6, 7, 30]).

Traveling waves were studied also for discrete bistable reaction diffusion equations (see for
instance [9, 13]). See also [1] and the references therein. In the monostable case, we distinguish
[27] (for nonlocal non-linearities with integer shifts) and [14, 29, 32, 33] (for problems with linear
nonlocal part and with integer shifts also). See also [20] for particular monostable non-linearities
with irrational shifts. We also refer to [19, 10, 21, 11, 12, 24, 34] for different positive monostable
non-linearities. In the monostable case, we have to underline the work of Hudson and Zinner [27]
(see also [34]), where they proved the existence of a branch of solutions ¢ > ¢* for general Lipschitz
non-linearities (with possibly an infinite number of neighbors N = +o00, and possibly p types of
different particles, while p = 1 in our study) but with integer shifts r; € Z. However, they do not
state the nonexistence of solutions for ¢ < ¢*. Their method of proof relies on an approximation
of the equation on a bounded domain (applying Brouwer’s fixed point theorem) and an homotopy
argument starting from a known solution. The full result is then obtained as the size of the domain
goes to infinity. Here we underline that our results hold for the fully nonlinear case with real shifts
r; € R.

Several approaches were used to construct traveling waves for discrete monostable dynamics.
We already described the homotopy method of Hudson and Zinner [27]. In a second approach,
Chen and Guo [11] proved the existence of a solution starting from an approximated problem.
They constructed a fixed point solution of an integral reformulation (approximated on a bounded
domain) using the monotone iteration method (with sub and supersolutions). This approach was
also used to get the existence of a solution in [18, 12, 20, 21]. A third approach based on recursive
method for monotone discrete in time dynamical systems was used by Wienberger et al. [29, 32].
See also [33], where this method is used to solve problems with a linear nonlocal part. In a fourth
approach [19], Guo and Hamel used global space-time sub and supersolutions to prove the existence
of a solution for periodic monostable equations.

There is also a wide literature about the uniqueness and the asymptotics at infinity of a solution
for a monostable non-linearities, see for instance [10, 26] (for a degenerate case), [11, 12] and the
references therein. Let us also mention that certain delayed reaction diffusion equations with some
KPP-Fisher non-linearities do not admit traveling waves (see for example [18, 34]).

Finally, we mention that our method opens new possibilities to be adapted to more general
problems. For example, we can think to adapt our approach to a case with possibly p types of
different particles similar to [17]. The case with an infinite number of neighbors N = +o0 could be
also studied. We can also think to study fully nonlinear parabolic equations.

1.2 Main results in the monostable case

In this subsection, we consider equation (1.6) with o = 0. We study the existence of traveling
waves of equation (1.6) (with o = 0) for positive degenerate monostable non-linearities and with
conditions at infinity given by (1.5).

In order to present our results in this case, we have to introduce some assumptions on F' :
[0, 1]V R,
Assumption (Ay;p):

i) Regularity: F € Lip([0,1]V*1).

ii) Monotonicity: F(Xo, X1,..., Xn) is non-decreasing w.r.t. each X; for i # 0.
Assumption (Pyp):

Positive degenerate monostability:
Let f(v) = F(v,...,v) such that f(0) = f(1) =0, f>0 in (0,1).

4
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Figure 1: Positive degenerate monostable non-linearity f

Our main result is:

Theorem 1.1 (Monostable case: existence of a branch of traveling waves)
Assume (Arip) and (Prgp). Then there exists a real ¢* such that for all ¢ > ¢t there exists a
traveling wave ¢ : R — R solution (in the viscosity sense (see Definition 2.1)) of

C¢/(Z) = F(¢(z + r0)7¢(2 + Tl)a "'7¢(Z + TN)) on R

(1.9) ¢ is non-decreasing over R

¢(—00) =0 and ¢(+o0) = 1.
On the contrary for ¢ < ¢*, there is no solution of (1.9).

Up to our knowledge, Theorem 1.1 is the first result for discrete dynamics with real shifts r; € R
in the fully nonlinear case. Even when r; € 7Z, the only result that we know for fully nonlinear
dynamics is the one of Hudson and Zinner [27]. However, the nonexistence of solutions for ¢ < ¢*
is not addressed in [27].

See Figure 2 for an explicit Lipschitz non-linearity example for which our result (Theorem 1.1)
is still true, even if f(0) is not defined. We also prove that the critical velocity ¢* is unstable in
the following sense:

Proposition 1.2 (Instability of the minimal velocity c}.)
There exists a function F satisfying (Arip) and (Ppiy) with a minimal velocity cf. such that there
exists a sequence of functions Fs (satisfying (Arip) and (Prip)) with associated critical velocity c;:&
satisfying

Fs — F in L°([0, 1]V

when 6 — 0, but
R +
hrén_:élch& > Cp.

We believe that the critical velocity ¢t contains information about f/(0); similar to classical result
in [28] which asserts that the critical velocity of reaction diffusion equation (1.8) is ¢t = 24/ f/(0).
This shows that when F' is only Lipschitz, it becomes very difficult to capture cJI,C and to show
Theorem 1.1 (see its proof, Section 7).

Examples of functions F' satisfying assumptions (Arip) and (Pprip) are given for N = 2, rg = 0,
7’1:—1,T2:1by

(1.10) F(Xo, X1, X2) = Xa + X1 — 2X¢ + g(Xo),

with for instance non-linearity g(z) = z(1 — z) or g(z) = z*(1 —z)>.
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Figure 2: Lipschitz positive degenerate monostable non-linearity; the rest of the figure over [0, 5

is completed by dilation of center 0 and ratio A.

In the next result, we prove that the critical velocity ¢t (given in Theorem 1.1) is non-negative for
particular F), i.e. we need to assume some smoothness and strict monotonicity on F near {0}V+1;
and this is given in assumption (Pg1) (which is stronger than (Pp)):

Assumption (Pg1):
Positive degenerate monostability:
Let f(v) = F(v,...,v) such that f(0) =0= f(1) and f > 0in (0,1).
Smoothness near {0}V *!:

F is C' over a neighborhood of {0}V*! in [0, 1]+ and f/(0) > 0.

Proposition 1.3 (Non-negative ¢ for particular F)
Consider a function F satisfying (Aripy) and (Pgr). Let ¢t given by Theorem 1.1. Then we have
c™ >0, if one of the three following conditions i), ii) or iii) holds true:

i) Reflection symmetry of F
Let X = (Xi)ieqo,...ny € [0, 1]V T Assume that for alli € {0,..., N} there exists i € {0,..., N} such
that r; = —r;; and

F(X)=F(X) foral X c[0,1]N!

where
X, =X; for i€{0,..,N}.

ii) All the r;’s “shifts” are non-negative
Assume that r; > 0 for all i € {0,...,N}.

ii1) Strict monotonicity
Let

(1.11) I={ie{l,..,N} such that there exists i € {1,..,N} with r;=—r;}

and assume that
(1.12) or (0)+ ) min (aF i > > 0.
T 7

Notice that because of the monotonicity of F' in X; for j # 0, condition (1.12) is satisfied if

oF

a—XO(O) > 0.



Moreover, if

oF oF
ox, V) = ax;

(1.13) I={1,..,N} and (0) forall i€,
then condition (1.12) is equivalent to f’(0) > 0. In particular, under condition ) property (1.13)
holds true. This shows that condition #ii) is more general than condition ).

Remark that if we replace (Po1) by (PLip) assuming ), i) or iii), we do not know if ¢™ > 0.

Proposition 1.4 (Counter example with ¢t < 0)
There exists a function F' satisfying (Arip) and (Pet) such that the associated critical velocity (given
in Theorem 1.1) is negative, i.e. ¢t < 0.

In the following proposition, we give a lower bound of the critical velocity ¢*. To this end,
assume that
oF
0Xi,

(1.14) Jip € {0,...,N} such that r;, >0 and (0,...,0) > 0,

Proposition 1.5 (Lower bound for c*)
Let F' be a function satisfying (ALip) and (Pe1). Let ¢ given by Theorem 1.1. Assume either (1.14)
or ¢t <0, then

ct>c

where
P\

N
(1.15) = )I\I;%T with  P(\) :== ;

oF

0,....,0)eNi.
aXZ-(’ 0)e

We can also get the result of Proposition 1.5 under conditions different from (1.14) (see Remark
9.1).

Here, it is natural to ask if we may have ¢ = ¢* in general or not. We give for instance in Lemma,
9.3, an example of a non-linearity where we have ¢ > ¢* which answers the question. On the other
hand, we can find a KPP type condition to insure the inequality ¢™ < ¢*, as show the following
result:

Proposition 1.6 (KPP condition for ¢t < ¢*)
Let F be a function satisfying (Ariyp) and (Prip). Let ¢© given by Theorem 1.1 and assume that F
is differentiable at {0}NF1 in [0, UNFL. If moreover F satisfies the KPP condition:

N
(1.16) F(X) < Z 5; (0,..,0)X; for every X €[0,1]V T,
i=0

~

then ¢t < ¢* with ¢* defined in (1.15).

1.3 Main result on the velocity function

In this subsection, we consider equation (1.6) with a constant parameter ¢ € R and F': RV 1 — R,
We are interested in the velocities ¢ associated to o (that we call roughly speaking the “velocity
function”).

For o belonging to some interval [0~, 0], we prove the existence of a traveling wave and we
study the variation of its velocity ¢ with respect to o.
Let E=(1,..,1), © = (6,...,0) € RN*! and assume that the function F satisfies:



Assumption (Ag1):

Regularity: F is globally Lipschitz continuous over R¥*! and C' over a neighborhood in RV*1
of the two intervals ]0, ©[ and |©, E.

Monotonicity: F(Xj, ..., Xy) is non-decreasing w.r.t. each X; for i # 0.
Periodicity: F(Xo+1,...., Xy + 1) = F(Xo,..., Xx) for every X = (X, ..., Xn) € RV*+L,

Notice that, since F is periodic in E direction, then F is C! over a neighborhood of RE\(ZE U ZO).

Assumption (Bg1):
Define f(v) = F(v,...,v) such that:

Bistability: f(0) = f(1) and there exists 6 € (0, 1) such that

f'>0 on (0,0)
ff<0 on (0,1).

AN A N N
ZAVERVERVEIN

Figure 3: Bistable non-linearity f

See Figure 3 for an example of f satisfying (Be1). Notice that assumptions (A1) and (Bgt) holds
true in particular for the Frenkel-Kontorova model for g > 0 :

d

1
—X; =Xy + X1 —2X; — [ sin <27T <Xz + 4)> +o.

(1.17) dt

Theorem 1.7 (Gengral case: traveling waves and the velocity function)
Under assumptions (Ac1) and (Bet), define oF as

+ _ .
(1.18) {U = —minf
(o2

T = —max f.

Associate for each o € [0~ ,07]| the solutions my € [0 — 1,0] and b, € [0,0] of f(s) + o = 0. Then
consider the following equation

e (2) = F(p(z +10),0(z+71), s (2 +7N)) +0 on R
(1.19) ¢ is non-decreasing over R

d(—o0) =mye and  G(+00) =my + 1,

1- Bistable case: traveling waves for o € (¢7,0™")
We have

(i) (Existence of a traveling wave)
For any o € (07,0™"), there exists a unique real ¢ := c(o), such that there exists a function
oo : R — R solution of (1.19) in the viscosity sense.



(77) (Continuity and monotonicity of the velocity function)
The map
o c(o)

is continuous on (0~,0") and there exists a constant K > 0 such that the function c(o) is
non-decreasing and satisfies

— >Klc| on (¢7,07)
do

in the viscosity sense. In addition, there exists real numbers ¢~ < ¢t such that

lim c(o) =c¢~ and lim c(o) =c".

o—0o~ o—oTt

Moreover, either c™ =0=c" orc™ <c™.

2- Monostable cases: vertical branches for o = o+

We have

(i) (Existence of traveling waves for ¢ > ¢t when o = o)
Let o = o, then for every ¢ > ¢ there exists a traveling wave ¢ solution of

cd' (2) = F(p(z+710),0(z +71), .., d(z +7rn)) +07 on R
(1.20) ¢ is non-decreasing over R
¢(—00) =0=my+ and ¢(4o00) = 1.

Moreover, for any ¢ < c¢*, there is no solution ¢ of (1.20).

(7i) (Existence of traveling waves for ¢ < ¢~ when 0 =07)
Let 0 = 07, then for every ¢ < ¢, there exists a traveling wave ¢ solution of

cd'(2) = F(¢p(z+10),d(2 +71), ..., p(z +7rN)) +0~ on R
(1.21) ¢ is non-decreasing over R
d(—0)=0—-1=m,- and ¢(+0)=4.

Moreover, for any ¢ > ¢, there is no solution ¢ of (1.21).

Note that for the Frenkel Kontorova model (1.17), we have o0& = +1 and ¢* > 0 > ¢~ (cf. Lemma
9.4), and Figure 4 illustrates the graph of the velocity ¢(o) which has a plateau at the level ¢ = 0
in particular if |o| < 8 — 1 (see Proposition 2.6).

In view of Theorem 1.7, we can ask the following:

Open question 1. For a general F, what is the precise behavior of the function ¢(o) close to the
boundary of the plateau ¢ = 0 and close to ¢ and o~ 7

Open question 2. Can we construct a function F such that ¢c™ =0=c¢"7?

For indications in the direction of open question 1, see for instance [9] (discussion on page 4 after
Theorem 1.2).

Remark 1.8 (sign of ¢™ and ¢7)
If we can apply Proposition 1.8 for F + ¥, we deduce that ¢t > 0. Similarly, by symmetry (see
Lemma 3.7), it is possible to introduce similar assumptions to conclude that ¢= < 0.



Figure 4: Typical graph of the velocity function c¢(o) with vertical branches at o = o,

Remark 1.9 (Existence of m, and b, for o € [07,0"])

Remark that under assumption (Bea) and from the definition of o= (see (1.18)), the associated
me € [0 —1,0] and b, € [0,0] exist uniquely for every o € [0~ ,0"]. This implies that the two maps
o — My, by are well defined.

Remark 1.10 (No solution of (1.19) when o ¢ [07,071])
From the definition of o& (see (1.18), we see that the function f + o = 0 has no solution if
o & [o~,0"]. Moreover, if ¢ is a bounded solution of

(1.22) cd'(z) = F(p(z +10),0(z +71), .0y d(z +7N)) + 0 on R,

then ¢(£o00) should solve the equation f + o = 0. Thus, we conclude that (1.22) does not admit a
bounded solution if o & [0~ ,07].

Notice that Theorem 1.1 is a generalization of Theorem 1.7-2 (i) for ¢ = o*. Also, notice that
Theorem 1.7-1 (i) is already proved in [1] (see [1, Proposition 2.3]).
As a notation, we set for a general function h:

F((h(z+1i))i=0,...N) = F(h(z +10),h(z +71), ... h(z + TN))
and we define

(1.23) ¥ = max_|r;l.

=U,...,

In the rest of the paper, we will use the notation introduced in Theorem 1.7.

1.4 Organization of the paper

Even if the main results of Subsections 1.2 and 1.3 are very different, the proofs are deeply related
(because we use the results in the bistable case to deduce some results in the monostable case).

10



The paper is composed of three parts.

In a first part, we prove the existence of solutions for (1.9) for large velocities. This part is
splitted into two sections (Sections 2 and 3). We recall, in Section 2, the notion of viscosity so-
lutions and some useful results for monotone functions. Section 3 is devoted to the construction
of a solution whenever we have positive supersolution with non-zero velocity. We also prove the
existence of traveling waves solutions of (1.9) for ¢ >> 1, which is applicable in particular for (1.20)
and also for (1.21) when ¢ << —1 (up to apply a suitable transformation).

We study in a second part the full range of velocities and it is decomposed into three sections
(Sections 4, 5 and 6). Precisely, we revisit in Section 4 the results of [1]. In a first subsection, we
generalize and precise the result of existence of a traveling wave obtained in [1]. We prove, in a
second subsection, results about the passage to the limit in our equation and about the identifi-
cation of the limits at infinity of the limit profile. In a third subsection, we apply the existence
result of traveling waves obtained in Subsection 4.1 and we show the uniqueness of the velocity
for solutions of (1.19) as a function of the driving force o € (¢7,0™). In Section 5, we prove the
continuity and monotonicity of the velocity function over (¢, 0%) and we show that the velocity
function attains finite limits ¢* at . We also prove, in this section, the existence of solutions of
(1.20) (resp. (1.21)) for ¢ = ¢* (resp. ¢ = ¢). In Section 6, we fill the gap by proving the existence
of solutions of (1.20) (resp. (1.21)) for every ¢ > ¢* (resp. ¢ < ¢~). Moreover, we show that for
any ¢ < ¢t (resp. ¢ > ¢~) there is no solution of (1.20) (resp. (1.21)). We prove Theorem 1.7 at
the end of Section 6.

The third part is also decomposed into three sections (Sections 7, 8 and 9) and it is dedicated
to define and study the critical velocity. For instance, Theorem 1.1 is proved in Section 7, which we
split in three subsections. In Subsection 7.1, we recall an extension result to RV of a non-linearity
defined on [0,1]¥*! and then we prove Theorem 1.1 in the special case where the non-linearity is
smooth. Under some additional assumptions, we prove the result of Theorem 1.1 using another
approach in Subsection 7.2. In Subsection 7.3, we give the proof of Theorem 1.1 in full generality
for Lipschitz non-linearities, where the construction of the critical velocity ¢* follows the lines of
the proof of the regular case, but requires a lot of work to adapt it to this very delicate situation.
In Section 8, we prove a strong maximum principle (Proposition 8.1), a lower bound (Proposition
8.3) and a Harnack type inequality (Proposition 8.4) for a profile that we use to prove that ¢t > c*
in Subsection 9.1. Section 9 is dedicated to properties of the critical velocity ¢™. Subsection 9.1
is specified for the proof of Proposition 1.5 where we show that ¢t > ¢*. In this subsection, we
also show that ¢t < ¢* under a KPP type condition (precisely, we prove Proposition 1.6). We
as well give an example (see Lemma 9.3) where ¢* > c¢*. In Subsection 9.2, we prove that ¢*
is non-negative under certain assumptions, namely Proposition 1.3. While in Subsection 9.3, we
construct a counter-example for which ¢™ < 0, i.e. Proposition 1.4 and we prove the instability
result of Proposition 1.2.

Finally in the Appendix (Section 10), we prove and state two kinds of results (which are used
to prove that ¢™ > 0): first, extension by antisymmetry and antisymmetry-reflection (Propositions
10.1 and 10.4) and second, a comparison principle (Propositions 10.6 and 10.7).

1.5 Notations of our assumptions

In our paper, we introduce assumptions (Arip), (PLip) and (Pg1) in Section 1.2, assumptions (A1)

and (Be1) in Section 1.3, assumptions ( 1) and (Brjp) in Section 4.3, assumptions (ALip), (Acn)

and (Pf,) in Section 7.1 and assumption (B,,y) in Section 4.2.
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Generically, assumptions of type A holds for F, assumptions of type P are positivity assumptions
on f(v) = F(v,...,v), and assumptions of type B are bistable assumptions for f.

Assumptions with tilde (7) means that the functions F' and f are considered on R¥*! and R
respectively, and are assumed to be (1, ..., 1)-periodic and 1-periodic respectively. On the contrary,
assumptions without tilde means assumptions for F' and f on a finite box [0,1]V*! and [0, 1]
respectively.

The subscript ”Lip” means that we only require Lipschitz functions, while the subscript ”C1”
means that we require C! functions (at least on some part of their domain of definition).

Finally, assumptions with prime (/) are (locally in the paper) variant of the assumptions

without prime.

Part 1
Vertical branches for large velocities

2 Preliminary results

We recall, in a first subsection, the definition of viscosity solutions, a stability result and Perron’s
method for constructing a solution. We state, in a second subsection, Helly’s Lemma and the
equivalence result between viscosity and almost everywhere solutions for non-decreasing functions.
In a third subsection, we give an example with a discontinuous viscosity solution.

2.1 Viscosity solution

In the whole paper, we will use the notion of viscosity solutions that we introduce in this subsection.
To this end, we recall that the upper and lower semi-continuous envelopes, u* and u., of a locally
bounded function u are defined as

u*(y) = limsupu(z) and w.(y) = liminfu(z).

Ty =y

Definition 2.1 (Viscosity solution)
Let I=1'=R (or I =(—r*+00) and I' = (0,+00)) and u : I — R be a locally bounded function,
c €R and F defined on RNTT.

- The function u is a subsolution (resp. a supersolution) on I' of
(2.1) cu'(z) = F((u(z + 73))i=o0,...N) + 0,

if w is upper semi-continuous (resp. lower semi-continuous) and if for all test function ¢ €
CY(I) such that u — 1 attains a local maximum (resp. a local minimum) at z* € I', we have

e (z*) < F((u(z* +7;))iz0,. . N) + 0 <resp. e (z*) > F((u(z* 4+ 74))iz0,..N) + 0’).

- A function u is a viscosity solution of (2.1) on I' if u* is a subsolution and u. is a supersolution
onI'.

We also recall the stability result for viscosity solutions (see [5, Theorem 4.1] and [16, Proposition
2.4] for a similar proof).

Proposition 2.2 (Stability of viscosity solutions)
Consider a function F defined on RN*! and satisfying (ALip) (introduced in Subsection 7.1). As-
sume that (ug)e is a sequence of subsolutions (resp. supersolutions) of (2.1).
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(i) Let

u(x) = limsup*us(z) ;= limsup us(y) and w(x)=Iliminf,u.(z):= liminf wu(y),
=0 (e,y)—(0,z) =0 (e,y)—(0,x)

be the relazed upper and lower semi-limits. If U (resp. w) is finite, then @ is a subsolution
(resp. w is a supersolution) of (2.1).

(13) Let T be a nonempty collection of subsolutions of (2.1) and set U(x) = supu(x). If U* is
ueT
finite then U* is a subsolution of (2.1). A similar result holds for supersolutions.

Next, we state Perron’s method that we will use to construct a solution in Section 3.

Proposition 2.3 (Perron’s method ([16, Proposition 2.8]))
Let I = (—r*,+00) and I' = (0, +00) and F be a function satisfying (Ar:p) (introduced in Subsection
7.1). Let u and v defined on I satisfying

u<v on I,

such that uw and v are respectively a sub and a supersolution of (2.1) on I'. Let L be the set of all
functions © : I — R, such that u < 0 over I with v supersolution of (2.1) on I'. For every z € I, let

w(z) =inf{o(z) such that © € L}.
Then w is a solution of (2.1) over I' satisfying u < w < v over I.

2.2 Some results for monotone functions

In this subsection, we state Helly’s Lemma for the convergence of a sequence of non-decreasing func-
tions. We also recall the result about the equivalence between the viscosity and almost everywhere
solutions. These results will be used later in Sections 4.3, 5, 6 and 7.

Lemma 2.4 (Helly’s Lemma, (see [2], Section 3.3, page 70))
Let (gn)nen be a sequence of non-decreasing functions on [a,b] verifying |gn| < M uniformly in n.
Then there exists a subsequence (gn,)jen such that

gn; =g a.e. on [a,b],
with g non-decreasing and |g| < M.

Now, we state the lemma for non-decreasing functions about the equivalence between a viscosity
and an almost everywhere solution.

Lemma 2.5 (Equivalence between viscosity and a.e. solutions)
Let F' satisfy assumption (Arip) (introduced in Subsection 7.1). Let ¢ : R — R be a non-decreasing
function. Then ¢ is a viscosity solution of

(2.2) 0 = F((¢($ + Ti))i:[],.‘.,N) +o on R,
if and only if ¢ is an almost everywhere solution of the same equation.

For the proof of Lemma 2.5, we refer the reader to [1, Lemma 2.11].
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2.3 Example of discontinuous viscosity solution

We give in this section an example of a discontinuous viscosity solution.

Proposition 2.6 (Discontinuous viscosity solution)
Consider 3 >0, 0 € R and let (¢, ) be a solution of

cd'(z) = Pz +1) = 2¢(2) + ¢(z — 1) + Bsin(27¢(2)) + o on R
(2.3) ¢ s non-decreasing

¢(+00) — ¢(—o0) = 1.
Then o = +3. Moreover, if |o| < B —1, then ¢ ¢ C° and ¢ = 0.

For the convenience of the reader we give the proof of this result (which is basically contained in
Theorem 1.2 in Carpio et al. [9]).

Proof of Proposition 2.6

Clearly, we have 0* = £ (see Remark 1.10). Let |o| < 8 — 1 and let us show that ¢ ¢ CO(R).
Assume to the contrary that ¢ € CO(R).

Notice that because ¢ is non-decreasing and ¢(+00) — ¢(—o0) = 1, we deduce that

$(z+1) = 2¢(z) + ¢(z — 1) € [-1,1].
Define now
Y(z) =d(z+1) —2¢(2) + ¢(z — 1) + Bsin(27g(2)) + o.
Because ¢ € C°, then looking at the sup and inf of sin(27¢), we deduce that

supyp > B+0—-1>0
R

i%fwé—ﬁ+o+1<0,

where the strict inequalities follow from |o| < 8 — 1. But ¢¢’ = ¢ which implies that c¢’ changes
sign. This is impossible because ¢ is non-decreasing. Therefore, ¢ ¢ C°(R), which implies that
c=0. O

3 Vertical branches for large velocities

We prove in this section that if (1.9) admits a positive supersolution ¢ (¢ > 0), then there exists
a solution of (1.9) (cf. Proposition 3.2). Conversely, we also show that if (¢, ¢) is a solution of
(1.9), then (¢, ¢) is a supersolution of 1.9 for all ¢ > ¢ (see Corollary 3.4). As a consequence of
Proposition 3.2), we prove that system (1.9) admits a solution for all ¢ >> 1 (cf. Proposition 3.5).

The result is applicable in particular for function F' defined on RV*! and satisfying (Acl> and
(Ben) with 0 = ot, which can be always reduced to the case o™ = 0 by adding a constant to F,
and hence we may get a solution for (1.20) for ¢ >> 1. In this section, we show also the existence
of solutions (1.21) for ¢ << —1 which follows from the case ¢ = o™ using a transformation result
(Lemma 3.7).

Definition 3.1 (Supersolution of (1.9))
We say that (c,) is a supersolution of (1.9) if (¢,v) satisfies

' (z) > F((¢(z 4+ 1:))i=0,..N) on R
1 is non-decreasing over R
PY(—o00) =0 and P(+o0)=1.
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Proposition 3.2 (Solution of (1.9) if it admits a positive supersolution)

Consider a function F satisfying (Arip) and (Prip). Assume that there exists a continuous super-
solution (c,v) of (1.9) with ¢ # 0 and v» > 0. Then there exists a traveling wave ¢ such that (c, @)
is a solution of (1.9).

Proof of Proposition 3.2
We have (¢, 1) is a supersolution of (1.9) with ¢ # 0 and ¢ > 0. Up to space translation, we may
assume that ¢(0) = 6 € (0,1). We will construct a solution using Perron’s method.

Step 1: construction of a subsolution
Consider the constant function ¢ = ¢ with € > 0 small enough fixed. Then

0= (x) < F(((x +11))io,..n) = [(e).
Hence (c, 1)) is a subsolution of

(3.1) cw'(z) = F((w(z +17;))i=0.. n) on R.

Step 2: construction of local solution
Since 1(—o0) = 0, ¥(4+00) = 1, ¥ > 0 and 9 is non-decreasing and continuous, then for £ small
fixed and up to shift ), we can define k. < 0 such that

(3.2) (k) =¢ and ¢ >e on (ke,+00).

Then using Perron’s method (Proposition 2.3), there exists a solution ¢. of (3.1) on (r* + ke, +00)
such that
e< ¢ <t on (ke +00).

Step 3: ¢. is non-decreasing on (k.,+00).
Define for = € (k., +00) the function

P(z) == ;g% ¢=(x +p).

Clearly, since € < ¢.(z +p) for all p > 0 and x € (ke, +00), we get ¢ < ¢(x) < ¢e(x) < (z) for all
z € (ke, +00) . On the other hand, for all p > 0, ¢-(x + p) is a solution of (3.1) over (r* + k., +o0),

then (¢), is supersolution of (3.1) over (kc + r*, 4+00) (using Proposition 2.2 (ii)). Moreover, we

have ¢ < (¢). < 1. But ¢, is defined as the infimum of supersolutions (recall Proposition 2.3 for
Perron’s method), thus ¢. < (¢)« < ¢ < ¢. over (k., +00). Therefore, for every p > 0,

Pe(7) = p(x) < ¢pe(z +p) over (ke,+00),

and hence ¢, is non-decreasing over (kg, +00).

Step 4: passing to the limit ¢ — 0

Step 4.1: setting

Since ¢. is a non-decreasing solution of (3.1) on (r* + ke, +00), then ¢-(+00) has to solve f(z) =0

(see (3.1)). But ¢. is a non-decreasing and 0 < & < ¢. < 9 < 1 over (ke, +00), we conclude that

¢e(+00) = 1.
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Moreover, from equation (3.1) and ¢ # 0, we deduce in particular that ¢. is Lipschitz on (r* +
ke, +00) with
|¢L| < Ko for a constant Ky independent of .

In addition, since ¢.(0) < 1(0) = 6 and ¢.(+00) = 1, then there exists . > 0 such that ¢.(z.) = 0.

Notice also that for € small enough, we have r* 4+ k. < 0 and we also have that k. is increasing
w.r.t. € and k. — —o0 as € — 0. Indeed, if k. — ko € R, then ¥ (kp) = 0 which is impossible since
P > 0.

Step 4.2: global non-decreasing solution of (3.1)
Let ¢¢(7) := ¢e(x + ) which is a solution of (3.1) on (—d., +00), where d. = x. — (1" + k.). We
have ¢.(0) = 0 and d. — 400 as € — 0 because k. — —oo and z. > 0. We also have

‘(Z)e‘ <Ky on (_da,+oo)'

Thus passing to the limit ¢ — 0, ¢, converges (using Ascoli’s Theorem) to some non-decreasing ¢
solution of

cd'(z) = F((o(x +73))io0,...N)
(3.3) 0<¢ <Ky on R
0<p<1 and ¢(0)=0.

Let a = ¢(—00) or ¢(+00). Then it is easy to see that 0 = f(a) which implies that
¢(—o0) =0 and ¢(+o0)=1.
Therefore ¢ is a solution of

c¢'(x) = F(¢(x +7i))i=0,..y) on R
(3.4) ¢ is non-decreasing
¢(—00) =0 and ¢(+o0) =1,

and this ends the proof. O

Remark 3.3 (Relax of conditions of Proposition 3.2)
Up to adapt the proof of Proposition 3.2, it would be easy to relax the condition with ¢ =0 and/or
¥ possibly discontinuous (but still monotone).

Corollary 3.4 (Half line of solutions)
Under the assumptions of Proposition 3.2, assume that (1.9) admits a solution (c,$) with ¢ > 0.
Then for all ¢ > c there exists a solution ¢ of (1.9).

Proof of Corollary 3.4
Let (¢, ¢) be a solution (1.9) and ¢ > ¢, we have

Case 1: ¢#0

¢ (2) > e¢'(2) = F((¢(2 +74))i=0,...n)-

Hence (¢, ¢) is a supersolution of (1.9). Since ¢ > 0, then using Proposition 3.2, we deduce the
existence of a solution of (1.9) for every ¢ > ¢, if ¢ # 0.

Case 2: ¢ =0
If ¢ = 0, then we consider a sequence of solutions (¢, ¢y,) with ¢, # 0 and ¢, — 0 = ¢. Since
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¢n is monotone and bounded uniformly in n, then using Helly’s Lemma (Lemma 2.4) and the

diagonal extraction argument, ¢, converges up to a subsequence to a non-decreasing function ¢

a.e. Moreover, we can assume (up to translation) that ¢,(0) = 3, and hence we get that ¢(0) = 3.
In addition, We have

b b
@1// (6n) (2)dz = /( (Ful(6nz +19))io...))d2

b1 bl

for every by < bo. That is,

b2
%wmg—%@»z/ (Fu(($n(z 4 71))ico....x)) d2.

by

But [F((¢n(2 +174))i=0,..Nn)| < Mg for some Mgy > 0 and

Fo((dn(z +7i))i=0,...n) = F((¢(2 +174))i=0,..N) a.e.

Thus, using Lebesgue’s dominated convergence theorem, we pass to the limit n — +o0o and get

b2

0= A F((¢(2 +7i))i=0,..N)dz

which implies (since by and by are arbitrary) that

(35) 0 = F((¢(Z + Ti))i:o,...,N)

almost everywhere. Then by Lemma 2.5, ¢ verifies (3.5) in the viscosity sense. and satisfies (4.6).

Moreover, since ¢(0) = 1, we can deduce that ¢ is a solution of (1.9). O

Proposition 3.5 (Existence of traveling waves for ¢ >> 1)
Consider a function F satisfying (Arip) and (Prip). Then for ¢ >> 1, there exists a traveling wave
¢ solution of (1.9).

Proof of Proposition 3.5
The strategy of the proof consists in constructing a positive supersolution for ¢ >> 1 of a re-scaled
form of the equation

(3.6) @' (y) = F(¢(y +70), ¢y +71), -0y +7v)) on R,

then we conclude by Proposition 3.2.

Step 1: re-scaling equation (3.6)
If ¢ is a supersolution of (3.6) (with ¢(—o00) = 0, ¢(+00) = 1), then for every z € R, the function
h defined as

h(z) == ¢(cz)
has to satisfy, knowing that ¢ >> 1,

(3.7) W(z)=F <(h (=+ %))_0 N) on R.

=U,...,

Step 2: supersolution of (3.7)
In order to construct a supersolution of (3.7), we first mention some useful properties of the solution
of the ODE

(38) h6 = F(h07 ) hO) = f(h()) >0,
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with ho(0) = 3.

Step 2.1: existence and monotonicity of hg
Since f > 0 on (0,1) and f is Lipschitz over [0, 1] (see assumptions (Apri,) and (Prip)), then there
exists a O solution hg of (3.8) defined on R, with values in [0, 1], satisfying

(3.9) h{ >0 on R.

Since the constant functions 0 and 1 are respectively a sub and a supersolution of (3.8) (since
£(0) = £(1) = 0), then
0 S h() (Z) S 1.

We also easily deduce that

ho(—00) =0 and ho(+o0) = 1.

Step 2.2: supersolution of (3.7)

1 — _

The proof is similar to Step 2.2. Let ¢ = — and 0 < § = Me with M chosen large, and ¢ chosen
c

such that @ = 1 4+ 6§ < 2. Then consider the function

h(z) = ho(az)

that we want to show to be a supersolution of (3.7) on R, taking the advantage of the fact that
(3.8) is a caricature of (3.7) for large c.
We have

1
h(z +er;) = ho(@z) + ear;L; with L; = / hi(az + ear;t).
0

Because F' € Lip([0, 1]V *1) for some Lipschitz constant L, we get

F((h(z + eri))i=o,...n) = f(ho(@z)) = F((ho(az) +aeriLi))i=o,...n) — F((ho(@2))i=0....n)
roLo
< ealL : ,
’I”NZN
where r* = i:I(r)lf.},{N |ri| (recall (1.23)).

We now estimate the L;’s.

Case 1: f € C([0,1])
If f € C1([0,1]), then for z € R, we have

ho(2) = f'(ho(2))ho(2)-
As b, >0 on R and f € C1([0,1]), we get for z € R
(In(ho(2)))" = f'(ho(2)),

where the absolute value of the right hand side is bounded by some constant K. Hence, using the
continuity of hy, for any b € R and for all z € R, we obtain

7 (2) >§’C'b"
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This implies that
3.10 hi(z +b) < hi(z P for every 2 € R.
0 0 y

Case 2: f € Lip([0,1))
We want to show that (3.10) is still true if f € Lip([0,1]), and the point is to regularize by
convolution the function f and then to pass to the limit. Using the extension result (cf. Lemma
7.1), there exists a function F' defined over RN*! and satisfying (Ar;,). Moreover, the function
f(v) :== F(v, ...,v) is nothing but the periodic extension of f with period 1.

Let p-(z) = 1p(%), where p is a mollifier and define the function fo(x) := f % pe(x). Then
consider the ODE

(3.11)

Since f- is C*, then there exists a unique regular solution h. defined over R and satisfies

(3.12) h.(z+b) < h'(2)e®Pl for every z e R.

Moreover, since fe is periodic smooth, then there exists some C independent of ¢ such that
h.| < C on R.

Therefore, using Ascoli’s theorem and the extraction diagonal argument, h. converges locally uni-
formly to some h; that solves in the classical sense

(3.13)

and
Ry(z +b) < hy(2)e for every z € R.

But the constant functions 0 and 1 are respectively sub and supersolution of (3.13), then
0 S hl S 1)

that is, hy is a solution of (3.8). Thus by uniqueness, we get that hy = hg, and hence h satisfies
(3.10).

Consequences in both Case 1 and Case 2
Now, we go back to estimate the L;’s. Using (3.10) for b = @er;t and using the fact that @ < 1, we
get for every i € {0,..., N} that

1
0<L;= / hy(az + aerit)dt < hiy(az)e®il < Bl (@z)e" = Khj)(az).
0

This implies that
F((E(Z + Eri))i:O,...,N) — f(ho(az)) < 26L1T*Fh/0(az),

1
where we have used that @ < 2 and that L1 := L
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Therefore, we deduce that with 6 = Me

-/

hi(z) — F((h(z +€r4))imo0...n) = ah((az)
Shy(@z)

F((h(z +eri))i=0,..N)

(F((E(Z +eri))i=0,....N) — f(ho(dz)))
e(M - 200" K ) hf (@)

> 0,

v

if we choose M > 2L r*K. Therefore h is a supersolution of (3.7).

Step 3: solution of (3.7) for ¢ >>1
We have h(z) = ho(az) is a supersolution of (3.7). Moreover, since @ > 0, hj > 0 on R and

ho(—00) =0 and ho(+o00) =1,

we deduce that
0<h<1.

Therefore, using Proposition 3.2, we get the existence of solution of (3.7) for ¢ >> 1 and hence for
(1.9). O

Lemma 3.6 (Vertical branches for o = O':li)
Consider a function F satisfying (Ac1) and (Bgi). Assume that o = o (resp. o = o~ ), then for
c>>1 (resp. ¢ << —1), there exists a traveling wave solution of (1.20) (resp. (1.21)).

Proof of Lemma 3.6

Proving the existence of solution for ¢ >> 1 when ¢ = 0T follows exactly from Proposition 3.5
where o = 0. However, the proof of the result for ¢ << —1 when o = o~ follows from the proof
of the case 0 = o and the transformation lemma below (Lemma 3.7). u

Lemma 3.7 (Transformation of solutions)
Let ¢ be a solution of

(3.14) c¢/(2) = F((¢(2 + 13))i=0,..v) + 0~ over R,

then

P(z) =6 — ¢(—2)
is a solution of (3.14) with F, ¢, r; and o~ replaced respectively by

(3.15)

F(Xo, ..., Xn) = —F((0 — Xi)i=0...N)
t=—c, Ti=-1; and o' =—0"

Moreover, if F satisfies (Ac1) and (Ben) then F satisfies (Acn) and (B) (with f(v) = F(v, ...,v)).

Proof of Lemma 3.7
The proof of Lemma 3.7 is straightforward. O
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Part 11
Study of the full range of velocities

4 Revisiting results of [1]

This section is divided into three subsections. In a first subsection, we generalize the result of
existence of traveling waves obtained in [1]. We present, in a second subsection, some techniques
to pass to the limit in the equation. In a third subsection, we apply the existence result of first
subsection for the bistable case when ¢ € (67, 0™).

4.1 Bistable case

We prove in this subsection the existence of traveling waves for the bistable non-linearity under
weaker assumptions. This result is not proved in [1] and it is more general. We will use this general
result later in the proof of Theorem 1.1, Section 7.3, Step 1. This result will be used also to prove
that ¢™ > 0 (proof of Proposition 1.3), Section 9.2.

In order to present our result, we assume that

Assumption (Brip):
Let f(v) :== F(v,...,v) and assume

Instability: f(0) = 0 = f(1) and there exists b € (0,1) such that f(b) = 0, fi,, < 0 and
f|(b y = 0.

Strict monotonicity: There exists some 1 > 0 such that

F(X 4+ (w,...,w) = F(X) >nw

for w > 0 small enough and for all X close enough to (b, ..., b).

Proposition 4.1 (Existence of ¢ for a Lipschitz bistable non-linearity)

Consider a function F defined over [0,1]NT! and satisfying (Ariy) and (Bri). Then there ezist a
real ¢ and a function ¢ solution of (1.9) in the classical sense if ¢ # 0 and almost everywhere if
¢ = 0. Moreover, there is no a > r* and x € R such that

(4.1) p=>b on [r—a,x+al

This result is the analogue of the existence result of [1, Proposition 2.3], assuming that F' is
less regular near the instability b which is replaced by the strict monotonicity of F' near b.

Proof of Proposition 4.1

As it is written above, the proof of Proposition 4.1 is a variant of the proof of [1, Proposition 2.3].
However, in this case, we obtain the contradiction using the strict monotonicity (Step 4.3) while
the rest of the proof (Step 0 to Step 4.2 and Step 5) stays the same.

We now prove the contradiction using the strict monotonicity, revisiting Step 4.3 of the proof of [1,
Proposition 2.3].

Step 4.3: getting a contradiction
We recall that we consider an approximation ¢, of the profile ¢, for some parameter p going to
zero, which satisfies

cqu;,(z) = F((¢p(x +77))i=0,....N)-
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We construct (see [1, Proposition 2.3]) a local minimum z;, of 1, satisfying
0 < my = Py(zy),

where ¢, () = (¢p)«(x +a) — (¢p)*(z — a). Then it is possible to see as in [1, Proposition 2.3, Step
4.3], that
0> F((a)i=o,...n) = F((¢i)i=o,...N),

k?i if T‘ZSO ki—mp if T‘lSO
a; = ) and ¢; = .
ki +my, if >0 k; if ;> 0,

where

and
. (p), (xp +a+mr) if 7, <0
’ (¢p)" (zp —a+m) if 7 >0.

Here, the notation ¢; is not ambiguous and has nothing to do with the velocity c,.
Since a; = ¢; +m,, for every i € {0,..., N}, then

0> F((¢; + myp)i=o,...N) — F((¢i)i=o0,...N)-
Now, since 0 < m, — 0 and k; — b for all ¢ (see [1, Proposition 2.3, Steps 4.1, 4.2 and 5]), then
¢ — b forallie{0,..,N}.

Therefore, for p small enough, we have ¢; close to b and m, > 0 is small enough, thus using the
strict monotonicity in (Br,), we deduce that

0> F((¢; +mp)izo,..~) — F((ci)i=o,....N) = nmy, > 0,
which is a contradiction.

Verification of (4.1)
Assume that there exists a > r* and xy € R such that

(4.2) ¢o =b, on [rg—a,xo+ al.

Then proceeding as in [1, Proposition 2.3, Steps 4 and 5] (without any change in Steps 4.1, 4.2, 4.3
and Step 5), we get a contradiction. Indeed in the proof of [1, Proposition 2.3], we were assuming
that ¢, is constant on a half line, but condition (4.2) is sufficient to conclude. U

4.2 Results for passing to the limit

The main result of this subsection (Theorem 4.4) identifies the limits of a constructed profile. We
also prove some results to pass to the limit in the equation, namely Lemma 4.2. We will use the
results of this subsection to prove the continuity of the velocity function later in Proposition 5.4,
Subsection 5.1.

We start by introducing the following bistable notation:

Assumption (B, p):
Let f(x):= F(z,...,x) and m < b <m + 1,

Bistability: f(m)=0= f(b) = f(m+1), f <0on (m,b) and f >0 on (bym+ 1).
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Lemma 4.2 (Passing to the limit) . )
Consider a sequence of functions F,, satisfying (Arip) and (B, p,) (with my, € [0,1)) such that

(4.3) Lip(Fy,) < C independent on n.
Let (cn, ¢n) be a solution of
cndn(2) = Fo((pn(z +74))iz0,..N) over R

(4.4) ¢n is non-decreasing on R
On(—00) =m, and  ¢p(+00) = my, + 1.

Assume that
(4.5) |pn| < M for some M > 0 independent of n.

Assume moreover that there exists a real number ¢ such that ¢, — ¢; and that F,, — F locally
uniformly and (my,b,) — (m,b) as n — +oo. Then, up to a subsequence, ¢, converges almost
everywhere to some ¢ that solves in the viscosity sense

cd'(z) = F((¢(z + 7i))izo,..N) over R
(4.6) ¢ 1is non-decreasing on R
m < ¢(—o00) and ¢(+00) <m+ 1.

Moreover, either ¢ satisfies
m=¢(—o0) and ¢(+o0)=m+1
or there exists two solutions ¢* and ¢° such that
m=¢(~oc) and ¢"(+00) = b
and
b=¢’(—o0) and ¢°(+o0) =m+ 1.
Proof of Lemma 4.2

Step 1: passing to the limit
The proof of this result follows from [1, Proposition 2.3, Step 2]. For the convenience of the reader,
we give the proof here.

Because of (4.3) and since ¢, is bounded, we deduce that there exists a constant My > 0
independent of n such that

(4.7) |Foo((¢n (2 4+ 7i))i=0,...N)| < Mp independent on n.

Case 1: ¢#0
Since |¢p| > % for n large, then

2M,
|l < TO for large n.

Thus ¢, is uniformly Lipschitz. Using Ascoli’s Theorem and the diagonal extraction argument,
we get that ¢, converges to ¢ (up to a subsequence) locally uniformly on R. Moreover ¢ is non-
decreasing and satisfies (by stability of viscosity solutions)

(4.8) e/ () = F((¢(x + 1i))i=0.,....N)-
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We easily deduce (4.6).

Case 2: ¢c=0

Since ¢,, is monotone and bounded (uniformly in n), then using Helly’s Lemma (Lemma 2.4) and
the diagonal extraction argument, ¢, converges (up to a subsequence) to a non-decreasing ¢ a.e.
Our goal is to show that

(4.9) 0= F((¢($ + Ti))i:o,...,N)-

Subcase 2.1: ¢, =0 for all n

We first use the equivalence between viscosity solutions and almost everywhere solutions (Lemma
2.5) and then pass to the limit in (4.4) using Helly’s lemma (Lemma 2.4). Hence, we get a solution
¢ of (4.9) almost everywhere. Again, we use Lemma 2.5 to conclude that ¢ is a viscosity solution
of (4.9) and satisfies (4.6).

Subcase 2.2: ¢, # 0 for all n
See Case 2 of the proof of Corollary 3.4 to deduce ¢ verifies (4.9) in the viscosity sense and satisfies
(4.6).

Step 2: limits of the profile
Since ¢(£o00) solves f = 0, then ¢(£o0) € {m,b, m + 1}. Therefore, either ¢ satisfies

m = ¢(—o0) and ¢(+o0) =m+1
or there exists two solutions ¢* and ¢° such that ¢ satisfies

m = ¢*(—o0) and ¢%(+00) =b

and
(6").(0) < "2
(4.10) A
(690 = ™

and ¢ satisfies

and
(qﬁb)*(()) < m+1+b
(4.11) 21 )
(67 (0) = "

Solutions ¢® and ¢ can be obtained as limits of ¢%(x) = ¢, (x + a,) and @b (x) = ¢, (x + by,) for
suitable shifts a,,, b, such that ¢2 and ¢? satisfies resp. (4.10) and (4.11). O

We recall now the existence result of traveling waves whose a slightly different statement is given
in [1, Proposition 2.3]. In order to present the main result of this section, we need to introduce the
following technical lemma.

Lemma 4.3 (Controlling the finite difference)
Consider F satisfying (A1), oo € (07 ,07) fized and B > 0. Let a > r* (r* is given by (1.23)) and
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My > 0, then for all o € [og — 8,00+ B] C (67,0") and for every e > 0, there exists 6 > 0 such
that for all function ¢ (viscosity) solution of

(cd'(x) = F((¢(x +74))im0,..N) +0 on R
¢ >0
p(r+1) < d(x) +1
|| < My
|c¢'| < Mo,

and for all zo € R satisfying
¢«(z0 +a) — ¢"(x0 — a) <6,

we have
dist(c, {mo,bo} + Z) < e for all o € [p.(x0), ¢ (20)].

Proof of Lemma 4.3

The proof of this lemma follows from a straightforward generalization of [1, Proposition 3.2] for the
function F replaced by F + o and (0,b) replaced by (m,,b,) for o € [og — 8,00+ 8] C (67 ,07T)
and for some 5 > 0. We similarly show that for every ¢ > 0 there exists d,(¢) > 0 such that the
result holds true.

However, we can show that d,(¢) = d(¢) can be chosen independent of o and the proof of this
generalization follows exactly the same lines. Indeed, we proceed by contradiction assuming that
the statement is false for a sequence o,, € [09 — (3,00 + (], and consider a sequence of solutions
¢". The presence of o,, does not create any additional difficulty in the passage to the limit in the
equation. ]

Theorem 4.4 (Identification of the limits of the profile)

We work under the assumptions of Lemma 4.2 with F, = F + o,, my = My, by = bs, and F
satisfying (A1) and (Bei). We assume moreover that the solution (cn,¢n) of (4.4) is given by
Proposition 4.5 for o, € (07,07). Let (coo, $oo) be the solution of (4.6) constructed in Lemma 4.2.
If 000 € (07,07), then we have moreover

Poo(—00) = Mgy, and ¢oo(+00) =My, + 1.

Proof of Theorem 4.4
Let (cp, ¢n) be a solution of (4.4) given by Proposition 4.5 and (cec, ¢oo) be a solution of (4.6) for
0 € (07,01), obtained by passing to the limit n — oo. Our aim is to show that

Poo(—0) =mg,  and  Poo(+00) = me + 1.

For € > 0 small enough (¢ < %min(bon — Mg, , My, +1—bs,)), let z,, y, € R such that

(4.12) (d’n)*(zn) > bo'n + €
(Pn)«(2n) < bo, +€
and
(60)"(yn) > bs, — €
(4‘13) { ((Z)n)*(yn) < bo'n — €
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Assume moreover that up to translate ¢,, we have
(¢n)+(0) < bg,
(¢n)"(0) = b,

For every = € R, set with a > r*

wn(l‘) = (‘bn)*(x + CL) - (an)*(x - CL) >0
and denote by
My = min ¢ (r) = Yn(zn) 20,

[Yn,2n]

for some x,, € [yn, 2,,] since 1), is lower semi-continuous.
We claim that 7, > 0. Indeed, if m,, = 0, then since ¥, (yy), ¥Yn(zn) > d(e) > 0 (because of
(4.12), (4.13) and using Lemma 4.3), we get

ZTn € (Yn, 2n).

Moreover, we have that
0 =tYn(zn) = (@n)«(n + a) = (¢n)* (zn — a)
and ¢,, is non-decreasing, hence
¢n = const over (x, —a,r,+ a),

and ¢, solves f 4+ o, = 0.
Now, since

bO’n —€ S (¢n)*(yn) S ¢n(xn) S ((bn)*(’z”) S ban + &,
we get that
¢n = by, over (x, —a,z,+a).

Therefore, for r* < @ < a, we have
¢n = by, over [z, —a,z,+al,

which is in contradiction with Proposition 4.5. Therefore, m,, > 0 and the proof of the identification
of limits of the profile proceeds similarly as in [1, Proposition 2.3], where now Step 5 is no longer
necessary. In particular we avoid the case ¢(+00) = b, . O

4.3 Application to the existence of traveling waves for o € (07,0™)
In this section we prove, for every o € (07,07), the existence of a unique velocity ¢ = ¢(o) and
the existence of a traveling wave ¢ = ¢, solution of (1.19).

The main result of this section is:

Proposition 4.5 (Existence and uniqueness of ¢ = ¢(o) for o € (67,0™))

Assume that F satisfies (Ac1), (Bea) and let o € (07, 01). Then there exists a unique real (o)
(simply denoted by c,) such that there exists a function ¢, : R — R solution of (1.19) for ¢ = ¢,
(in the viscosity sense). Moreover, this solution satisfies the following property: there is no a > r*
(r* is given in (1.23)) and x € R such that

(4.14) ¢o =b, on [r—a,x+al,

where by, my are defined in Theorem 1.7.
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In order to prove Proposition 4.5, we introduce the following lemma:

Lemma 4.6 (Continuity and monotonicity of m,, b, over [0~ ,01])
Under the assumptions (Ac1) and (Bet), the two maps

[U_’ U+] 7 [0 - 1a 0] [U_a U+] 7 [07 9]
and
o = My o —  bg,

are continuous. Moreover, the map my is increasing in o, while b, is decreasing.

The proof of Lemma 4.6 is straightforward from the definition of ¢* and from assumption (Bg1).

Proof of Proposition 4.5
Let o € (07,07). Let my € (0—1,0) and b, € (0,0) (since o # o) be the solutions of f(s)+o = 0.
Because of assumption (Bg1), the function (f +0) .y is of bistable type, that is f+o satisfies

[(mo,m

fw)y+o=0 for v=my, by and m, + 1
(f+ )iy <05 (f+0) 4 nyiny) >0 and f'(bs) > 0.
Step 1: existence of a traveling wave

Since F satisfies (Ac1) and b, € (0,60) (because o # oF), then F is C'! near {b,}N*!. Therefore,
for w > 0 small enough, X close enough to {b,}'¥*! and for all € > 0, we have

(Ben)

" DX,
> (N+1)(f(bo) —e)w

!/
> (N+ 1)f (;g)w (for e<! (217"))

= nw (withn:(N+1)@>.

1 N
FX 4+ (w,..,w)—F(X) = /0 dtz or (X +t(w,...,w))w
=0

Again, since F satisfies (A1), which implies in particular that F satisfies (Arip), then using
Proposition 4.1, there exists a traveling wave ¢, and a velocity ¢, solution of (1.19).

Step 2: uniqueness of the velocity ¢, under (M)
Assume that F is decreasing close to {my}¥*! and {m, + 1} *! in the direction £ = (1,...,1).
That is, there exists € > 0 small such that F' satisfies:
(M) F(X + (a,...,a)) < F(X) for all a > 0 such that X, X + (a, ...,a) € [my,my + ]V
F(X + (a,...,a)) < F(X) for all @ > 0 such that X, X + (a,...,a) € [my + 1 — e, m, + 1]V,

Then under assumptions (Ag1) and (M), the velocity ¢, is unique, (as a consequence of [1, Theorem

L5 (a)]))-

Step 3: checking that F' satisfies (M)
Since F' is C'! over a neighborhood of RE\(ZE UZ®O), then for every § > 0 there exists £ = £(§) > 0
such that if X, X + (a,...,a) € [mg, mg + ]V, then

(4.15) IVF(X +t(a,...,a)) = VE(mg,...ms)| <9
for all t € [0, 1]. Hence using (4.15), we get

8XZ' &Xi

i=

1 N
F(X + (a,...,a)) — F(X) = f'(ms)a _</O dtZ(aF (X +t(a,...,a)) — 8F(mo,...,mg)>> a
0

< (N +1)ad.
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Now, since f’(my) < 0, we deduce that
F(X + (a,....;a)) — F(X) < (f'(my) + (N +1)d)a <0

for § > 0 small enough. Similarly, we show that F' is decreasing close to {m, + 1}V+1.
Note that, the proof of (4.14) follows exactly as the proof of (4.1). O

5 Properties of the velocity

We split this section into two subsections. We dedicate a first subsection to the proof of mono-
tonicity and continuity of the velocity function ¢(o) over (¢, 0™). In a second subsection, we prove
that the velocity function attains finite limits ¢* as o goes to o& respectively. We also prove the
existence of traveling waves solutions of (1.20) (resp. (1.21)) for ¢ = ¢t (resp. ¢ =¢7).

5.1 Monotonicity and continuity of the velocity
This subsection consists in two results. The monotonicity (Corollary 5.2 and Lemma 5.5) and the

continuity (Proposition 5.4) of the velocity function on (o=, 0"). We start with the following result.

Proposition 5.1 (Monotonicity of the velocity)

Assume (Acn) and let o € [0~ ,07F]. Let (1, ¢1) and (ca, ¢o) be respectively a sub and a supersolution
of (1.19) such that

¢1(—00) < ¢2(—00)
(5.1) ¢1(+00) < P2(+00)
¢1(+00) > P2(—00).

c1 < co.

Proof of Proposition 5.1
Assume to the contrary that co < ¢1. Let @ € R and define ¢%(z) = ¢2(z + a). Hence, for a > 0
large enough fixed, we get

¢5 > ¢1 over R.

Next, set
Ul (t, JJ) = ¢1 ((E + Clt)
u9 (t, 1’) = (Z)%(SII + Cgt),

then the u; are respectively a sub and a supersolution for j = 1,2 of the following equation
(5.2) Owuj(t,x) = F((uj(t,z +13))i=0,..N) + 0j.
Moreover, at time t = 0, we have

uz(0,2) = ¢5(x) > ¢1(x) = u1(0,2) over R.

Thus applying the comparison principle for equation (5.2) (see [16, Propositions 2.5 and 2.6]), we
get
ug(t, ) > uy(t,x) forall (t,x) € [0,+00) x R.
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Taking x = y — cat, we get
?5(y) > d1(y + (c1 —eo)t) forall ¢t > 0 and y € R.
Using that ¢; > ¢ and passing to the limit ¢ — oo, we get
?5(y) > ¢1(+00) for all y € R.

But ¢4(—00) < ¢1(+00) (see (5.1)), hence a contradiction. Therefore ¢; < co. O

Corollary 5.2 (Monotonicity of the velocity over [0~,07])
Assume (Acn), (Bo1) and let o1, o9 € [07,0"] such that o1 < o9. Let i = 1,2 and associate for
each o = o; a solution (¢;, ¢;) of (1.19). Then

c1 < co.

Proof of Corollary 5.2
Let 01, 09 € [0, 0] such that o1 < 9. Since (c1, ¢1) and (c2, ¢2) are two solutions of (1.19), then
¢1 and ¢9 are respectively a sub and a supersolution of

c¢'(x) = F((¢(x +1i))i=0,..N) + 02
Moreover, for m,, denoted by m;, we have (see Lemma 4.6)

@1(—00) =m1 < mg = gZ)Q(—OO)
$1(+00) =mq +1 < mg + 1 = ¢a(+00)
$1(+00) =m1 +1 > mg = ¢a(—00).

Therefore, the result of Corollary 5.2 follows from Proposition 5.1. O

Then we have the straightforward consequence of Proposition 5.1.

Corollary 5.3 (Monotonicity and limits of ¢(o))
Assume (Acn), (Ber). For o € (07,01), let (¢(0), ¢y) be a solution of (1.19) given in Proposition
4.5. Then the velocity function is non-decreasing on (o~ ,0"). Moreover, the limits

lim c(o)=c¢  and lim c(o) =c"
oo~ oc—ot

exist and satisfy —oo < ¢~ < ¢ < +o0.

Proposition 5.4 (Continuity of the velocity function)
Suppose that F satisfies (Ac1), (Ber) and let o € (07 ,07). Let (c¢(0), ¢,) be a solution of (1.19)
given in Proposition 4.5. Then the map o + c(o) is continuous on (6~ ,07).

Proof of Proposition 5.4

Let 09 € (67,07) and ¢p := c(0g) be the associated velocity given in Proposition 4.5. Let o, €
(07,0%) be a sequence such that o, — o¢ and let ¢, = ¢(0,). We want to show that ¢, — co.
Assume that ¢o and ¢, (for each n) are solutions of (1.19) associated respectively to o¢ and o,
(for each n).

Step 1: passing to the limit n — 400
As a consequence of the monotonicity of ¢(o) (Proposition 5.1) and the fact that o9, 0, € (67,0™1)

for all n, we get that ¢, is bounded. Thus, up to a subsequence, we set ¢ = liril Cn-
n——+0oo
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Recall that (¢, ¢r,) solves

ey (2) = F((¢n(z + 1i))i=0,...N) + On

and 0 — 1 <mg, < pp <mg, +1 <1
Therefore, passing to the limit n — 400 (see Lemma 4.2), ¢,, converges to a function ¢ almost
everywhere, and ¢ solves (in the viscosity sense)

(5.3) ¢¢'(z) = F((¢(x + 1i))i=0,...N) + 00.

Moreover, Theorem 4.4 implies that (¢, ¢) solves (1.19) for o = ogy.

Step 2: conclusion

From the uniqueness of the velocity on (¢, 0™") (Proposition 4.5) and the fact that ¢y and ¢ are
associated to oy € (07,07"), we deduce that ¢ = ¢y. From the uniqueness of the limit ¢ (whatever
is the subsequence o, — o), we deduce the continuity of the velocity function c. U

Lemma 5.5 (Strict monotonicity)
Under the assumptions of Proposition 5.1, there exists a constant K > 0 such that c(o) satisfies

(5.4) o > Klc| on (¢7,07)

i the viscosity sense.

Proof of Lemma 5.5

Clearly, if ¢ = 0 then (5.4) holds true.

Let 01, 09 € (07,0") with 01 < 02 and, as in the proof of Proposition 5.1, let us call ¢; < c¢o the
associated velocities and ¢, ¢2 the corresponding profiles with ¢;(—o0) = m,, for i = 1, 2 and
Mg, < Me,. Recall also that (¢, ¢) = (¢, ¢;) solves for 0 = 0; and i = 1, 2

(5.5) c¢' = F((¢(x +1:))i=0,...N) + 0.

Suppose that ¢; > 0. Since I € Lip(RV*1) and ¢; is bounded, then there exists some C' > 0 such
that
[F((¢1(2 +74))i=0,...N)| < C.

Therefore
0< ¢} <e'(lon] +O).

Hence for § = c¢1(|o1| + C)~1, we have (using (5.5))
(c1+ (02 — 01))¢) < o2+ F((¢1(x + 75))i=0,...N)-

But, this means that (¢,¢1), with ¢ = ¢; + d(02 — 01), is a subsolution of (5.5) with o = o9.
Comparing ¢1(x + ¢t) to ¢a(x + cot) as in Proposition 5.1, we deduce that ¢ < ¢y, that is,

C2 — (1

(5.6) >ci(loy]+C) = Key (01 € (07,07) bounded).

02 — 01

Now letting o1 — o9, and using the continuity of ¢(o), inequality (5.4) follows (in the sense of
viscosity) in case ¢ > 0. Similarly, we prove that c¢(o) verifies (5.4) for ¢ < 0. O
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5.2 Finite threshold velocities (¢* < 400 and ¢~ > —o0)

In this subsection, we show that ¢* < 400 (resp. ¢~ > —oc) and we prove the existence of a
solution for ¢ = ¢* (resp. ¢ = ¢7) of (1.20) (resp. (1.21)).

In order to prove that ¢© < +oo and ¢~ > —oo, we need to start with the following useful
lemma.

Lemma 5.6 (Bound on the velocity for o € (67,07))
Consider a function F satisfying (Ac1) and (Bei). Then there exists 0 < ¢f < +oo (resp. —oo <
¢, < 0) such that the followings holds. Let oo € (67 ,0") and ¢y, be such that (cy,, Po) is a solution
of (1.19) with o = 0¢. Then

—oo<c;§000§0*+<+oo.

Proof of Lemma 5.6
Notice that from Proposition 3.5, there exists 0 < ¢ < 400 (resp. —00 < ¢; < 0) such that for
all ¢; > ¢ (resp. co < ¢ ) there exists (c1, ¢1) (resp. (cz2, ¢2)) solution of (1.19) for o = o (resp.
o=0").

We prove that c,, < ¢ (the case ¢; < ¢, being similar). Assume to the contrary that
Coy = €1 > ¢ . Suppose that (c1,¢1) be a solution of (1.19) for o = o ™.

Let o be such that

(5.7) o <op<T<or

and associate a solution (¢, ¢) of (1.19) for o = 7. Using Proposition 5.1, we get that

c< =gy

Moreover, using (5.7) and the fact that ¢,, = ¢; > ¢ > 0, we deduce from Lemma 5.5 that
€1 = Cgy < Gy
which is a contradiction. 0

Then we have the straightforward result:

Corollary 5.7 (Finite limits of c as 0 — JEE)
Consider a function F satisfying (Ac1) and (Bea). Let ¢, ¢ given by Corollary 5.3 and ¢, c;
defined in Lemma 5.6. Then

—oo<c;§c*§c+§cj<+oo.

Lemma 5.8 (Existence of a solution of (1.20) for ¢ = ct)
Assume (Ac1), (Ber) and let o = ot (resp. o = o~ ). There exists a profile ¢ (resp. ¢~ ) such
that (¢, ¢™) (resp. (¢=,¢7)) solves (1.20) (resp. (1.21)).

Proof of Lemma 5.8

Step 0: preliminary
Assume that ¢ = o and let us prove the existence of a solution of (1.20) for ¢t (proving the
existence of solution of (1.20) for ¢~ in the case 0 = ¢~ is treated similarly). The goal is to get a

solution as a limit of the profiles as ¢ — o, recalling that ¢* = lim+ c(o).
o—0
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Consider o € (67,07") and let (c,, ¢5) be a solution of (1.19), namely

Cotn(2) = F(¢o(2+70), 0o (2 +71), ., do(z +7N)) +0 on R
(5.8) ¢ is non-decreasing over R
(ba(—OO) =m, and (;50(—1—00) = my + 1.

As in the proof of Proposition 5.4, there exists some constant M > 0 independent on ¢ such that
|F(¢o(2+710), 05(2 +71), ey b0 (2 +7n)) +0T| <M forall o€ (oc,07).

Moreover, up to translate ¢,, we can assume that (because m, — 0 as o — o™)

—_

(59) (6):(0) < 5 < 65(0).

Step 1: passing to the limit ¢ — o
Applying Lemma 4.2, we deduce that there exists some function ¢ = ¢+ which satisfies, in viscosity
sense

c™(9)(2) = F(d(z +10),¢(2 +71), s (2 +7n)) 0" on R,
(5.10) ¢ is non-decreasing over R
0=my+ <P <m,++1=1

Step 2: limits of the profile ¢
Passing to the limit in (5.9), we get

0 < ¢(—00) < ¢:(0) < 5 < (¢)"(0) < P(+00) = 1.

N

Because ¢(400) solves
f(p(00)) + 0T =0,

the solution has to satisfy
¢(—00) =my+ =0 and  ¢(+00) = 1.

Therefore ¢ = ¢ solves (1.20). O

6 Filling the gaps: traveling waves for ¢ > ¢" and ¢ < ¢~

We prove, in this section, for each ¢ > ¢* (resp. ¢ < ¢7) the existence of a solution of (1.20) (resp.
(1.21)). We also prove that (1.20) (resp. (1.21)) admits no solution for any ¢ < ¢* (resp. ¢ > ¢7).

Proposition 6.1 (Existence of solution for vertical branches of velocities)

Let F be a given function satisfying assumptions (Ac1) and (Bea). Let ¢t < +oo and ¢~ > —oo
be given by Corollary 5.3. Then for every ¢ > ¢ (resp. ¢ < ¢ ), there exists a solution ¢ of (1.20)
(resp. (1.21)).

For ¢ = ¢t or ¢ >> 1 (resp. ¢ = ¢~ or ¢ << 1) we already have the existence of a solution of ¢ of
(1.20) (resp. (1.21)). Proposition 6.1 fills the gap for all ¢ > ¢t (resp. ¢ < ¢7).

In order to prove Proposition 6.1, we will need the following preliminary result that is proved
in [16].
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Lemma 6.2 (Existence of a hull function ([16, Theorem 1.5 and Theorem 1.6 al]))
Let F be a given function satisfying assumption (Aci), p > 0 and o € R. There exists a unique
Ao, p) = A\p(o) such that there exists a locally bounded function hy, : R — R satisfying (in the
viscosity sense):
Aphiy(2) = F((hp(z 4 pri))i=o,.N) + 0 on R
hplz+1) = hy(2) + 1

/
hy(y) = 0

\hp(z+2") —hy(z) = 2| <1 forany z, 2 €R.

(6.1)

Moreover, there exists a constant K > 0, independent on p and o, such that

(6.2) IAp —o| < K(1+p)
and the function
Ap: R—=R
g — Ap(0)

is continuous with \p(+00) = Fo0.

For the proof of Lemma 6.2, we refer the reader to [16, Theorems 1.5 and 1.6]. However, proving
that A,(+o0) = +oo follows from (6.2).

Corollary 6.3 (Existence of ¢))

Let F be a given function satisfying assumption (Agi), p > 0 and ¢ € (¢t,400) fized. Then there
exists 0 = o(c,p) € R such that there exists a function ¢, : R — R that satisfies in the viscosity
sense:

e (z) = F((¢p(z +74))io0,...n) + 0(c,p) on R

! .
¢, non-decreasing

(6.3)
oo (41 ) =onla) 1.

Proof of Corollary 6.3
Let 0 = o(c, p) such that

(6.4) Ap(o) =cp

and define the function ¢, as:

(6.5) bp(a) = hy(pa),

where hy, is given by Lemma 6.2. This gives the result. U

Now, we give the proof of Proposition 6.1.

Proof of Proposition 6.1
Choose ¢ > ¢ and let dg > 0 such that

E>C++50.

Step 1: preliminary
Choose 1 > 0 small and let o — n < 0,, < 0. From Proposition 4.5, we know that for o, there
exits a solution (¢, , ¢o,) of (1.19) such that

Copy < ct.
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Aoy, p)

Moreover, as c,, = lin% c(oy, p) with c(oy,p) = (see the proof of existence of [1, Proposition
p—

2.3]), then there exists p, such that for all 0 < p < p,, we have
(6.6) lc(an, p) — ¢o,| < do.

Thus, for 0 < p < p,, we get

(6.7) c(oy,p) < €qp + 00 < ¢t 40 <@

Moreover, since the map o — A(o,p) = c(o,p)p is continuous with A(foo,p) = oo (see Lemma
6.2), then for such 0 < p < p,), there exists 7, € R and a function ¢, : R — R (see Corollary 6.3)
such that

c(Gp,p) =¢C
and (¢, ¢p) solves (6.3). Hence from (6.7), we get
C(Gnap) < C(Epvp)'
In addition, since A(o,p) is non-decreasing with respect to o, then

(6.8) Gp >0, >0t —n for0<p<p,.

Step 2: passing to the limit p — 0
Since hH(l] A@p,p) = liné ¢p = 0, we deduce from (6.2) that there exists some Ly > 0 independent
p— p—

of p such that
(6.9) |op| < Lo for 0 < p < py.

Thus
o, =00 as p— 0 (up to a subsequence).

Recall that ¢, is non-decreasing and that

1 —1
o <“2p>‘¢p (+2p) =t

(¢p)7(0) =
(¢p)(0) <

Therefore, since F' € Lip(RV*!) and due to (6.9), we deduce (as in the proof of [1, Lemma 2.8])
that there exists some M > 0 independent on n such that

We can also assume that

N =N =

|F((¢p(x +1i)izo,..N)) +0n] < M.

Applying arguments similar to the ones of the proof of Lemma 4.2, we see that ¢, converges to
some ¢ almost everywhere and ¢ is a viscosity solution of

c¢'(x) = F((¢(x + ri))i=o,...N) + 00
(6.10) ¢ non-decreasing and bounded

¢(+00) — ¢(—o0) <1,
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and ¢ satisfies

¢*(0) >
$+(0) <

N — DN -

In addition, we have
o >0t —n (because of (6.8)).

But n > 0 is arbitrary, hence
o0 >0 +,
Moreover, since oy < o (otherwise, (6.10) admits no solution, see Remark 1.10), thus

o9 = o,

Finally, since ¢(400) solves f + o = 0, then we conclude that
B(~00) = mgs =0 and  G(+o0) = 1,

which ends the proof. O

Lemma 6.4 (Non-existence of solution for ¢ < ¢t and ¢ > ¢")

Consider a function F and assume (Agn) and (Ben). Let o = ot (resp. 0 = 0~ ) and ¢t < +o00
(resp. ¢~ > —o0) be given by Corollary 5.3. Let (¢, ¢) be a solution of (1.20) (resp. (1.21)), then
c>ct (resp. c<c).

Proof of Lemma 6.4
Let 0 = ot and (¢, ¢) be a solution of (1.20). We want to prove that ¢ > ¢ (similarly, we show
that there is no solution of (1.21) for ¢ > ¢~ when o =07).

It is known from Theorem 1.7-1, that for every o € (¢7,07"), there exists (c¢(c), ¢,) solution
of (1.19). Let 0, € (67,07) be a sequence such that o, — o, ¢(0,,) — ¢ and (c(0,), ¢s,) is a
solution of (1.19). Since o,, < o™, Proposition 5.1 implies that

c(op) < c.
Therefore, passing to the limit o, — o, we get that
ct <e,

which ends the proof. O

Lemma 6.5 (Strict inequality between threshold velocities)
Consider a function F satisfying (12101), (BC1) and let ¢c=, ¢ given by Corollary 5.7. If ¢~ # 0 or
ct #0, then

¢ <ct.

Proof of Lemma 6.5
This is a straightforward consequence of (5.4). O

Proof of Theorem 1.7

Theorem 1.7 is proved in several propositions and lemmata. In Propositions 4.5, 6.1, 5.4 and
Lemma 5.5, we prove, for o € (67,07"), the existence of traveling waves and the monotonicity and
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the continuity of the velocity of propagation respectively. Existence of vertical branches of solutions
(when ¢ = o%) is proved in Lemma 3.6, where we show the existence of traveling waves for ¢ >> 1
and for ¢ << —1; and in Corollary 5.7, Lemma 5.8, Proposition 6.1, Lemma 6.4 and Lemma 6.5,
where we respectively show the existence of finite critical limits ¢ of the velocity function when
o goes to oF, the existence of solutions for the critical limits of velocity, fill the gap and prove the

non-existence of solution when ¢ < ¢ and o = o or when ¢ > ¢~ and ¢ = ¢, and finally prove
the inequality between ¢ and c™. O
Part 111

Definition and study of the critical velocity

7 Definition of the critical velocity: proof of Theorem 1.1

We devote this section to the proof of Theorem 1.1 and we split it into two subsections. We
recall in a first subsection an extension result over RN*!. For pedagogical reasons, we also prove
in this subsection the result of Theorem 1.1 in a simple case where the non-linearity F' is assumed
to be smooth (cf. Proposition 7.2). we prove, in a second subsection, the existence of branch
of solution using an approach different from that we use to prove Theorem 1.1 but under some
addition assumptions (cf. Proposition 7.3). This result is less general then Theorem 1.1. In a third
subsection, we give the proof of Theorem 1.1 in full generality for Lipschitz non-linearities F.

To prove the result (in any case), we first show the existence of traveling waves for ¢ >> 1 by
applying Proposition 3.5. The next step is to define the critical velocity ¢™ and then we prove,
for all ¢ > c¢*, the existence of traveling wave solutions of system (1.9). Finally, We show the
non-existence of solutions of (1.9) for any ¢ < ¢*.

7.1 Preliminary results

We start this subsection by recalling an extension result of the function F' defined on [0, ¥+ into
a function I over RVT!. We also prove the result of Theorem 1.1 in a simple case.

Lemma 7.1 (Extension of F)
Consider a function F defined over [O,}]N+1 and satisfying (Arip) such that F(0,...,0) =
F(1,...,1) = 0. There exists an extension I defined over RN*1 such that

=F

|0, 1N +1
and F satisfies
Assumption (ALip):
Regularity: F is globally Lipschitz continuous over RNTL.
Monotonicity: F(Xo,..., Xy) is non-decreasing w.r.t. each X; for i # 0.
Periodicity: F(Xo+1,..,Xy+ 1) = F(Xy,...,Xy) for every X = (X, ..., Xn) € RN+,

Lemma 7.1 corresponds to Lemma 2.1 in [1] whose proof is given in the appendix A of [1].
Notice that the function f(v) := F(v,...,v) is nothing but a periodic extension of f on R with
period 1, that is

f|[0’1] = f7

36



hence f(0) = f(1) = 0.
Notice also that ¢ is a solution of

c¢'(z) = F((¢(z + 73))i=0,...n) on R
¢ is non-decreasing over R
¢(—0) =0 and ¢(+o0)=1

if and only if ¢ is a solution of

¢¢'(2) = F((¢(2+71))i=0,..N) on R
(7.1) ¢ is non-decreasing over R
¢(—o00) =0 and ¢@(+o00) =1,

since F‘[O N+ T F. In particular F' satisfies (Prip) if F satisfies (Prip).
In order to prove Theorem 1.1 in a special case when F' is smooth (see Proposition 7.2), we

need to introduce precise assumptions.

Assumption (Act):
Regularity: F' € C1([0,1]V+1).

Monotonicity: F(Xj, ..., Xy) is non-decreasing w.r.t. each X; for i # 0.

Assumption (P[,):

Positive degenerate monostability:
Let f(v) = F(v,...,v) such that f(0) =0= f(1) and f > 0in (0,1).

Smoothness near {0}V*! and {1}V+1:
There exists 6 > 0 such that
f >0 on (0,9)

<0 on (1-46,1)

Proposition 7.2 (Vertical branch, simple case)
Consider a function F satisfying (Acr) and (P/y). Then the result of Theorem 1.1 holds true.

Proof of Proposition 7.2
Note that o+ = 0 in this case.

Using Proposition 3.5, we deduce that for ¢ >> 1, there exists a solution of (1.9). Next, from
the extension lemma (Lemma 7.1), we see that if F" satisfies (Ac1) (which implies (Apip)), then the
extended function F satisfies (A1), Because of assumption (Py) and f is 1-periodic with f = f
on [0, 1], there exists 9 > 0 small enough, such that for —g9 < o < 0, f + o has a bistable shape
over (mq, my + 1) where m, is defined exactly as in Theorem 1.7. Precisely, by bistable shape we
mean that there exists m, and b, solutions of f + o0 = 0 satisfying —1 < m, <0< b, <ms+1<1
and _

f+o<0 on (mg,by)

f+o>0 on (by,ms+1)

f'(be) >0 and f'(my) = f'(ms +1) <0.

For o € (—&p,0), using Proposition 4.5 (which stays true with (B1) replaced by (Pii) and o €
(—&0,0) instead of ¢ € (67,0T)), we show the existence of a unique velocity ¢, such that there
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exists a profile ¢, solution of system (1.19) with F' replaced by F. From Propositions 5.1 and 5.4
(which stay true similarly for (Be1) replaced by (P/,) and o € (—¢0,0)), we get that the map

O Cy

is monotone continuous on (—¢p,0) and we define as in Corollary 5.3 the critical velocity ¢ as

lim ¢, =c™.

o—0~
Again, up to replace (Bg1) by (P,y) and 0 € (67,0%) by 0 € (—£0,0), we can use Lemma 5.6,
Corollary 5.7 and Lemma 5.8, and show that ¢* < +o0c and that (1.9) admits a solution for ¢ = ¢™.
We use Proposition 6.1 (again with (Bc1) replaced by (P/1)) to fill the gap and get the existence
of solution (¢, @) for each ¢ > ¢*. Finally, the non-existence of solutions for ¢ < ¢* follows from
Lemma 6.4 (with (Be1) replaced by (PL1))- O

7.2 Another approach of the proof of Theorem 1.1 under additional assump-
tions

We introduce in this subsection another proof for the existence of branch of solutions of (1.9) under
some additional assumptions. This result is less general then the result of Theorem 1.1, but more
general then Proposition 7.2.

Proposition 7.3 (Existence of branch of solutions under additional assumptions)
We work under the assumptions of Theorem 1.1. Let

(7.2) ¢t =inf& with &:={c€R such that 3 (c,¢) solution of (1.9)}.

Then ¢ > —oo and c¢™ € £. Moreover, if F is increasing in X;+ with r;+ > 0 and ¢t # 0, then for
every ¢ > ¢t there exists a solution of (1.9).

Remark 7.4 (The set £ is nonempty)
Proposition 3.5 implies directly that £ # 0. Moreover, from the definition of ¢, we see that for all
c < ¢t there is no solution of (1.9).

Proof of Proposition 7.3
Let ¢ be defined in (7.2). We first want to shoe that ¢t € &.

Step 1: ¢t €&
Assume by contradiction that ¢t ¢ £. From the definition of ¢ (see (7.2)), there exists a sequence

¢n € € such that ¢, — ¢t and (¢, ¢p,) is a solution of (1.9).

Case 1: ¢ = —o0
Set ¢, () = ¢n(|cn|x), then we have

(7.3) ~dn(y) = F ((% <y + |Z’>>¢:0,...,N> :

Since ¢,, is invariant with respect to space translation and F is Lipschitz, we may assume that




Moreover, since F' Lipschitz over [0,1]¥*!, then we can show that there exists a constant M > 0

independent of ¢,, such that @;] < M. Using Ascoli’s Theorem, we pass to the limit ¢, — —oo in
(7.3) and we get that ¢,, converges (up to a subsequence) locally uniformly to ¢ which solves

—6 = F(3(y), . 6(y)) = F(d(y))

and satisfies

— 1
50)= 5.
But ¢ >0 (since $/C+ > 0), hence
0> 30 = 1G0) = 1 (5) >0

Contradiction. Thus ¢t > —occ.

Case 2: ¢t > —0

Case 2.1: ¢ #0
If ¢t # 0, then passing to the limit using Ascoli’s theorem as in Case 1, we can deduce that there
exists a solution (c¢*, ¢1) of (1.9) and hence ¢t € &.

Case 2.2: ¢cm =0
See Case 2 of the proof of Corollary 3.4.

Step 2: filling the gap
Let ¢ > ¢, we want to prove the existence of a solution of (1.9) for c.

Step 2.1: ¢™ #0
Let ¢+ be a solution of 1.9 associated for ¢*. We first show that ¢+ > 0. We distinguish the
following two cases:

Case 1: ¢t <0
Assume that ¢*(z) = 0 for some zy € R. Since ¢ < 0, then using the strong maximum principle
([1, Lemma 6.1]) we get that

T =0 on [xg,+00),

which is a contradiction since ¢ (+00) = 1.

Case 2: ¢ >0

Assume that ¢ (zg) = 0 for some zp € R. Using again the strong maximum principle for ¢ > 0
([1, Lemma 6.2]), which is based on the fact that F is increasing in X;+ with 7+ > 0, we get a
similar contradiction.

Step 2.2: conclusion: &£ = [¢T, +00)
Since (¢T,¢™) is a solution of (1.9) with ¢™ > 0, then we deduce from Corollary 3.4 that there
exists a solution of (1.9) for every ¢ > ¢*. This implies that £ = [¢T, +00).

]
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7.3 Proof of Theorem 1.1

This subsection is devoted for the proof of Theorem 1.1.

Proof of Theorem 1.1

Let us consider a general function £ : [0,1]V"! — R and f(v) = F(v,...,v) satisfying (Ar;) and
(Prip). We have to adapt the proof of Proposition 7.2 with a much lower regularity of F' (here F' is
only Lipschitz). To this end, we will introduce an approximation Fs of F.

Step 0: a J-approximation
Define for X = (X, ..., Xn) € [0,1]¥"! and ¢ > 0 small

F5(X) = F(X) — f(Xo) + f5(Xo),

where
max (f(8) + Lo(v — 6),0) on [0,0]
fs(v) = ¢ max (f(1—6) — Lo(v — (1 —14)),0) on [1—0,1]
f on [4,1—14],

with a constant Ly > 0 satisfying Lo > 2Lip(F) =: 2L . Clearly, we have Fj(v,...,v) = fs(v).
Set

b6:5]”£®>0
(7.4) 0 18
msg=1-0+—7—7<1
Lo
which satisfies
(7.5) O0<bs<o<1l—0<mg<l1,

and

f5(bs) =0= fs(ms) and fs>0 on (bs, ms).

Let F and Fs defined on RV*! be the extension functions of F and Fjy (WhiC~h are d~eﬁned on
[0, 1]N~+1) respectively constructed by Lemma 7.1. Define fs(v) = Fs(v, ...,v) and f(v) = F(v, ..., v),
then f5 and f are 1-periodic with (f(;)‘[o 5= fs and (f)‘[o g = f. Moreover, since f5 < f, we get
that

(7.6) Fs <F over RNTL

Now, for o < 0 small fixed (0 < —0 < wmirg] f), define 0 < b5, < ms, < 1 such that
»17

(fs+0)(bso) =0=(fs+0)(mse) = (fs + 0) (mse — 1)
(7.7) fs+o<0 on (mse—1,bs,)

f(s +0>0 on (bsy,Ms0).
Notice that

as o — 0.

mse —» Mg
b570 — b§

For simplicity, we will denote F, Es, f and f5 by F, Fs, f and fs respectively.
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Step 1: existence of a solution of the approximated non-linearity Fj

From the definition of f5, we see that (for 0 < —o < [grlli]%] f)

(7.8) bs < bs,s < 0.

Now, because of (7.8) and using the definition of Fs with the fact that F' is L-Lipschitz, then for
X close to {bs,}¥*! and w > 0 small enough, we get that
(7.9)
F5(X + (w,.yw)) —F5(X) =F(X + (w, ..., w)) = F(X) = f (X0 + w)+ f(Xo) + f5(Xo + w) — f5(Xo)
> —2wLF +wlo
=w(—2L%F + Lp) =wn >0 (because of the condition on Lyg).

Since F5+o satisfies (Apip) and (Brip) with [0, 1)V+1 replaced by [mse—1, m(g’U]NJrl and b replaced
by bs, (see (7.7) and (7.9)), then applying the result of Proposition 4.1 (but now on [ms, —
1, m(;,o]N +1), we deduce that there exists a solution ¢s, that solves in viscosity sense

5,005,0(1) = F5((¢5,0(x +7i))i=0,...N) + 0 on R
(7.10) ¢s5,» 1s non-decreasing over R

¢5,0(_OO) =Mso — 1 and ¢6,a(+oo) =Mse-

More precisely, we have used the fact that Fs(- + {ms, — 1}V 1) + o satisfies (Ap;p) and (Pp;p) on
[0, 1]V F! with b defined by bs, = b+ ms, — 1, and Proposition 4.1 provides a profile ¢ : R — [0, 1]
such that ¢ +mss — 1 =: ¢55.

Step 2: c¢5, is non-decreasing in o for ¢ fixed

Here, this is a variant of the proof of Proposition 5.1. Let § > 0 fixed, — [gnir}ﬂ f<op<o02<0
717

and set (50,5 05,01)s (C,09, P5,05) be the associated solutions of (7.10) for oy and o9 respectively.
We have
My — 1 < Mgy — 1 <M gy < Mg 553

that is @54, (£00) < @50, (F£00), and ¢s 5, (+00) > @5, (—00). Thus using the proof of Proposition
5.1, we deduce that c5 4, < ¢5.0,-

Step 3: c¢5, is non-increasing in § for o fixed

For 69 > 61 > 0, fix o such that — wmi% | f < 0 < 0 and associate respectively the two solutions
1,1=01

(89,00 D50,0) and (¢5,.0, D5, ,0) Of (7.10). From the definition of Fs, ms, and bs, (see Step 0), we
see that
Fs, < Fy,,

hence (¢s,,0, ¢s,,0) is a subsolution of (7.10) for Fs replaced by Fj,. Moreover, we also have that
My — 1< mes, .o — 1< mesy,o < mes, o,

hence ¢s, »(+£00) < @5, 0(F£00) and ¢s, 5(+00) > ¢5, »(—00). Using the proof of Proposition 5.1
(which is still true for sub and supersolutions), we deduce that ¢s, » < ¢5, o-

Step 4: passing to the limit 0 - 0~ =0T

For 6 > 0 fixed, let (c50,¢s50) be a solution of (7.10). Since F5 < F (see Step 0), we deduce that
(€50 ¢5,0) is a subsolution for (7.10), with Fj replaced by F.
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On the other hand, let us consider any solution ¢, of

(7.11) ¢c, 1s non-decreasing over R
Geo(—00) =0 and  ¢g,(+00) = 1.

From Proposition 3.5, we know that such a solution does exist at least for ¢g >> 1.
Since ¢s,, satisfies

¢5,U(_oo) =Mse — 1 and ¢5,0(+OO) =MmMso,

then ¢s5,(£00) < ¢¢y(£00) and @5 (+00) > ¢y (—00). Thus using the proof of Proposition 5.1
(which is still true for sub and supersolutions), we deduce that

cso0 <co forall o€ (— min f,0).

Since the map o +— ¢5, is non-decreasing, then
c - B
50— Cy as o—0".

Therefore, passing to the limit o — 07, using Lemma 4.2, ¢s, converges almost everywhere to
some ¢ that solves in the viscosity sense

ey os(z) = Fs((¢s(x +14))iz0,..n) on R
(7.12) ¢s is non-decreasing over R
ms —1 < ¢ps(—00) and  @s(+00) < ms.

We can insure that ¢g is non constant, assuming that

> bs + ms

(¢5,U)*(O) = 2

(650)-(0) < 9,

and this implies in addition that
¢s5(—00) <bs and ¢Ps(+00) = my.
Step 5: passing to the limit § — 0T

Since ¢5, < ¢g for any § > 0 and o € (— [gnirg] f,0), we get
’17

1
(7.13) ¢y <ecy forall e <0, 2) :

Moreover, since cs , is non-increasing in ¢, then c; is non-increasing in 6. Hence from (7.13), we get

H Tt ot <
(7.14) 51_1)1%1+ c; =c < cp.

We can also assume, up to translation, that the solution ¢s of (7.12) satisfies

(¢5)"(0) =

N =N =
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Thus passing to the limit § — 07, using again Lemma 4.2, then ¢s converges, up to a subsequence,
almost everywhere to some ¢ which solves in viscosity sense

ct¢'(z) = F((¢(x 4+ 1i))i=o,..n) on R
(7.15) ¢ is non-decreasing over R
0<¢(—0) and ¢(+0) <1

and satisfies

(7.16)

N =N -

But ¢(+00) is a solution of f =0, then we get
¢(—o0) =0 and ¢(+o0)=1.

This implies that if (cg, ¢¢,) is a solution of (7.11), then ¢y > ¢ and moreover there exists such a
solution (cg, ¢¢,) = (¢, ¢). We also recall that we have solutions of (7.11) for ¢y >> 1. Our goal
now is to fill the gap and to show that we have solutions for all ¢ > ¢™.

Step 6: filling the gap
This step is analogous to the proof of Proposition 6.1. Fix ¢ > ¢t and let 8y > 0 such that

(7.17) c>ct + fo.

Step 6.1 construction of a solution (¢, ¢) associated to some &

Substep 6.1.1: ¢ = lim cj{
0—0—

We know from Steps 4,5 that there exists a non trivial solution (¢f, ¢5) of (7.12) and that ¢* =

élim c}’. Thus there exists some dg > 0 such that
—0~

(7.18) lef —ct| < % for all 0 <& < .

Substep 6.1.2: cgr = lim ¢5,

Similarly, we know from Steps 1,4 that, for every 0 < § < dg, there exists a solution (cs54, ¢s5) Of
(7.10) and that ¢ = lim c¢;,. Thus there exists some o5 > 0 such that
o—0~

(7.19) leso —cf| < % for all 0 < —o < os.
Substep 6.1.3: ¢5, = lim cs54)p
p—0t

Based on the proof of [1, Proposition 2.3], there exists (for every 0 < § < dp and 0 < —o < o5 such
that (7.19) holds true) a velocity csq.p, a profile ¢s,, and some ps, > 0 such that cs ., converges
up to a subsequence to c5, as p — 0 and

(7.20) Ics5.0p — Co,0| < 630 for all p of the subsequence such that 0 < p < p;,,

43



where (¢5.6.p, ¢5,0p) is a solution of

.0p(Ps.0p) (x) = Fs((s,0p(x +7i))iz0,..N)+0 on R
(7.21) (Gs.0p) >0

bsop <x + ;) )

Substep 6.1.4: construction of a solution (¢, ¢) associated to some &
Since the map

(7.22) o = A0,p) == PCsop

is continuous with A(+oo,p) = +oo (see Lemma 6.2 applied to Fj instead of F'), then for every
0<d <6 0<—0<osand 0 <p < ps, such that (7.19) and (7.20) hold true, there exists
0 =05p € R and a function ¢ = ¢55, : R = R (see Corollary 6.3) such that

Cogp = C

and (¢, ¢) solves

)
(7.23) ¢ 20

Substep 6.1.5: consequence of Substeps 6.1.1-6.1.4
For every 0 < 0 < 09, 0 < —0 < o5 and 0 < p < pse, (7.17), (7.18), (7.19) and (7.20) hold true,
thus we get

Coop S ct + fo<c= Cs,5,p-

But the map o — ¢;,,, is non-decreasing (see Lemma 6.2 and (7.22)), hence we obtain that
(7.24) o< T =05p.
Step 6.2: getting a profile for the original problem with velocity ¢

Substep 6.2.0: a priori estimate on &
The couple (¢, ¢s ) is a solution of (7.23), thus for p < 1, we get

bszp(r+1) = sz p(x) <15
and hence we can show that there exists a constant My independent of p and § such that
|F5| < M.
Thus integrating (7.23) over [0, 1], implies that there exists a constant K > 0 such that
ol < K

forall(5<%andp§1.
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Substep 6.2.1: passing to the limit p — 0
Since |fs — f| < 0s(1), then we can assume, up to translation, that

(7.25) with | f5(155) + 7] > iosc( ),

with for instance v57 € [ms — 1, ms|. Hence using the proof of Lemma 4.2 and the last equality of
(7.23), we pass to the limit p — 0 and ¢55,, converges up to subsequence to a non trivial (because
of (7.25)) solution ¢s5;, of

E%,E&O(z) = Fs((¢s750(2 +1i))i=0,...N) + 050 on R
(7.26) ®s,55, 1s non-decreasing on R

¢5756,0(+OO) - ¢6,E§,0(_OO) <1,

where
Osp — 050

and |75 < K.

Substep 6.2.2: establishing 750 = 0
Since 0 < G5, (see (7.24)), then we get 0 < 750. Thus passing to the limit o — 0, we get

55,0 Z 07
without any change in equation (7.26). Moreover, since we have

0 = f5(¢s55,(F0)) + 50
and f5 > 0, then we get that
gs0 = 0.
Therefore, because of (7.25), ¢s5 := @5z, ,=0 satisfies (7.12) with i replaced by @.

Substep 6.2.3: passing to the limit § — 0
Up to translation, we assume that

bs + mg

(65)°(0) = L

< bs + mg

(¢5)*(0) = Tv

Therefore, passing to the limit using once more Lemma 4.2, ¢5 converges up to a subsequence to
a solution ¢ of (7.15) and (7.16), with ¢t replaced by ¢. This ¢ is non trivial because of (7.16).
Moreover, since ¢(400) solves f = 0, we deduce that ¢ is a solution of (1.9) associated for the
velocity €.

Step 7: no solution for ¢ < c¢*
This step is analogous to Lemma 6.4. Let (¢, ¢) be a solution of (1.9). Then as a solution of (7.11),
we can choose (co, ¢g) = (¢, ). Therefore, the choice ¢y = ¢ in (7.14), implies that

ct <o,

and then there is no a solution of (1.9) for ¢ < ¢*. O
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8 Preliminary for the critical velocity: Harnack inequality

We prove in this subsection a Harnack inequality (Proposition 8.4) for the profile that we use in
Subsection 9.1 to show that ¢™ > ¢*. Our approach is inspired by Hamel [23]. The proof will use a
strong maximum principle for a linear evolution problem that we also prove in this subsection.

Proposition 8.1 (Strong maximum principle for a linear evolution problem)
Let F be a function satisfying (ALip) and differentiable at {0}N*1. Assume that

oF

(8.1) dip € {0,..., N} such that r;, >0 and
0Xi,

(0,...,0) > 0.

LetT >0 andu : Rx[0,T) — [0,400) be a lower semi-continuous function which is a supersolution

of

N
(8.2) up(w, ) =Y g; (0

1=0

Ju(x 4+ ri,t)  for (x,t) € R x (0,7T).

N

If u(zo, to) = 0 for some (zo,t9) € R x (0,T), then

u(zo + krig,t) =0 forall ke N and 0 <t <t.

Proof of Proposition 8.1
Let u be a supersolution of (8.2) such that v > 0 and assume that there exists some (z,%y) €
R x (0,7 such that u(xg,to) = 0.

Step 1: u(zg,s) =0 for all 0 < s <t

Step 1.1: preliminary
Since w is a supersolution of (8.2) on R x (0,7"), then u satisfies in the viscosity sense

N
(x,t) > Ju(x 4+ ri,t)  for all (x,t) € R x (0,T).
:0 Z
Because
oF
(8.3) e 0,..,0) >0 forall i#0
and ‘ 8X0 ,O)) < L, where L is the Lipschitz constant of F, we get in the viscosity sense (using
u=>0
(8.4) ur(z,t) > —Lu(z,t) for all (z,t) € R x (0,7T).

Step 1.2: u(xo,-) is a viscosity supersolution of (8.4) on (0,7
We now set v(t) = u(xo,t). We claim that v satisfies in the viscosity sense

(8.5) vy > —Lv on (0,7).
In order to prove our claim, let ¢ be a test function such that

ve>¢ on (0,7)
(8.6) vi(tg) = &(tp) for some tg € (0,7
ve > ¢ forall ¢ #tg.
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For every € > 0, define the function

Ve(m,1) = B(t) — é(az — )2,

Then
Ye(xo,t0) = d(to) = va(to) = ux(z0, to)-

Using the definition of 1. and (8.6), we deduce that for any r. > 0 small enough such that
[to — e, to + 1] € (0,T), we have

2 2 2
Te e = ux(z0,t) — e o ux (20, 1)
5

IN

(t) -

(z — :Uo)2 < vi(to £72) = us(mo, to £7¢)

Ye(xo £ 1e,t) = P(t) — -

ws(xato + rs) = ¢(t0 + Ts) -

Vs =
€

1

€

Therefore, since u, is lower semi-continuous, then for every € > 0 there exists c¢. > 0 such that

e —ce <uy  on (1'0 — Te, Xo +rs) X (tO —Te, to +T€)
= at P. = (xc,te) € (xg — re, 20 + 72) X (to — reyto +72),

with P. = (x.,t:) — (z0,tp) when ¢ — 0 and r. — 0.
Now, since u satisfies (8.4) in the viscosity sense and 1. — ¢. is a test function, then we deduce
that

(8'7) ¢t(t5) = (wa)t(PE) > *Lu*(PE)'

This implies that
ot (to) > —Llimiélfu*(PE) = —Lu(z0,t0) = —Lui(to).
e—

Thus v satisfies (8.5) in the viscosity sense and hence u(xg, -) satisfies (8.4) on (0,7 in the viscosity
sense.

Step 1.3: conclusion
Let 0 < sp < to and set w(t) = e*L(t*SO)U*(so) which is a solution of w; = —Lw. Because
v(80) > w*(sg), we deduce from the comparison principle that

(8.8) v(t) >w(t) on [sg,T).
In particular, evaluating (8.8) at t = tp, we get
0 = v(tg) > e =50y, (5),

which implies that
0 > vi(s0) = v(so0) = u(zo, S0),

and this is true for any sg € [0, o). Because u > 0, we deduce that
u(zp,s) =0 forall 0<s<ty.

Step 2: u(xg + 7iy,t0) =0
Note that for the test function ¢ = 0, we have

u(z,t) > ¢(x,t) for all (x,t) e Rx (0,T)
u(l'o,to) = ¢(1‘0,t0) for (xo,to) € R x (O,T).
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Therefore, the supersolution viscosity inequality implies that

N
oF
0= ¢¢(xo,t0) > X (0, ...,0)u(xo + 7i, to)
i=0 v
orF oF
(97)(0(0’ s O)u(azo, to) + 6X@'0 (0, ey O)u($0 + Tig to),

where we have used (8.3) and the fact that u > 0. Because u(xg,ty) = 0, we conclude that

0>
= 09X,

(0, ceny O)U(:Eo + Tio, tg).

By assumption (8.1), we recall that fTF(O, ..+,0) > 0. Therefore, since u > 0, we deduce that
20

u(l’o + ’I”Z‘O,to) =0.

Step 3: u(xg + kryy,s) =0 for k € N and 0 < s <t
Since u(zg + 7y, to) = 0, then by Step 2, we deduce that u(xo + k74, to) = 0 for k € N. Using Step
1, we get that u(xg + kri,,s) =0 for all 0 < s <ty and k € N. O

Now, we give a lower bound for a solution of the nonlinear problem.

Lemma 8.2 (Existence of a solution for the nonlinear problem)
Consider a function F' satisfying (Arip), (Prip) and let ¢ € (0,1]. Then there exists 1 : R X
(0, +00) — R a viscosity solution of

(8.9) Yi(x,t) = F((¢(x +7i5t))iz0,...N)  on R x (0,+00)
with initial condition satisfying
(8.10) W (-,0) =eH" and .(-,0) =cH,,

where H = 1)y ;o) is the Heaviside function.

Proof of Lemma 8.2
The proof is done in steps.

Step 1: construction of 5 solution of (8.9)

Let § > 0 and define
if <-4

+1 if x€[-0,0]
if >0
Then for every = € R, we have Hs(z) is non-increasing as 0 decreases to zero and we also have

Hys(x) > H(x).

Since for any given ¢ > 0, the function Hs is bounded uniformly continuous, then using [16,
Corollary 2.9], we deduce that for every § > 0, there exists a unique continuous solution ;s of (8.9)
satisfying

(8.11) Ys(x,0) = eHg(x).
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Step 2: properties of
Since Hs(x) is non-increasing when ¢ decreases to zero and Hs(xz) > 0, then using the comparison
principle (see [16, Proposition 2.5]), we deduce that s is non-increasing as d decreases to zero and
Ys(x,t) > 0 for all (z,t) € R x (0, 4+00).

Moreover, since Hs(x + h) > Hs(z) for every h > 0 and 6 > 0 fixed, then by comparison
principle ([16, Proposition 2.5]), we deduce that

VYs(x 4 h,t) > Ps(x,t),

i.e. 15 is non-decreasing w.r.t. z. Also, since 0 and 1 are two solutions of (8.9) and 0 < eHy < 1,
then from the comparison principle we get that

0<v¢s <1

Now, let Cp = sup |F| and for h > 0, we set ¢5i(:1:,t) := s(x, h) £ Cpt for t > 0. Then wgr
[071]N+1

is a supersolution and 5 is a subsolution of (8.9) with

Hence, using the comparison principle, we get for all ¢ > 0

(8.12) Uy (z,t) < ps(x, h+t) < i (2,),
ie.

1/}5(56’ h) - CDt < ¢5($, h + t) < 1/)5(56, h) + Cﬂt
Because this true for any ¢, h > 0, we deduce that

(8.13) [Ys(x,t) —s(x,s)| < Colt —s| forall zeR, tsel0,+00).

Step 3: the limit § — 0
Since 15 is non-increasing as ¢ decreases to zero and ¥s(z,t) > 0 for all (z,t) € R x (0, 400). Then
¢gr converges pointwisely to some function ¥ > 0, as § — 0.

Using the stability of viscosity solutions (Proposition 2.2 (ii), applied for sup —5), we deduce
that 1, is a supersolution of (8.9). Moreover, since 15 is non-decreasing w.r.t. z and satisfies
(8.13), then

{ 1 is non-decreasing w.r.t. x

[Y(x,t) — (z,s)| < Colt —s| forall zeR, t sel0,+00).
This implies that

P* = limsup*)s.
6—0

Hence, using Proposition 2.2 (i), we deduce that ¢* is a subsolution of (8.9). Therefore, ) solves
(8.9) in the viscosity sense.
In addition, since H,(r) > H(x) > Hs(x — 6), for every n, 6 > 0, then

Py (x,t) > ps(x —6,t) for every 0, § > 0.
Passing to the limit n — 0, we obtain
Y(x,t) > Ys(x —6,t) for every 0 >0,
this implies that for every ¢ > 0, we have

(8.14) Ys(z,t) > P(x,t) > s(x —o,t) for every (z,t) € R x [0, +00).
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Moreover, we have 15 € C° and

Ys(x,0) = 0 =ps(x — 6,0) for =< -0
Y5(x,0) = =1s(x —0,0) for x>09.

Hence, for every § > 0, we get

0 for z<-§
e for x>0.

P (x,0) = Pu(,0) = {

Therefore, we obtain that

O (,0) = thu (2, 0) 0 for <0
:C7 = * x, =
e for z>0.
Using again (8.14), we get for (z,t) = (0,0) that
e > 4%(0,0) > ¢.(0,0) > 0.

Finally, since 1* is upper semi-continuous and ), is lower semi-continuous, we deduce that

Y (x,0) =ecH"(x) and 1.(z,0) =cH,(x).

Proposition 8.3 (Lower bound on a solution of the evolution nonlinear problem)

Consider a function F satisfying (flLip) and (Priy). Assume moreover that F is C* over a neigh-
borhood of {0}V *! in [0, 1)V *! and

F
(0,...,0) > 0.

(8.15) dip €{0,..., N} such that r;;, >0 and
0X,

Then there exists 9 € (0,1] and Ty > 0 such that for all 6 € (0,Tp) and R > 0, there exists
k = k(0, R) > 0 such that for every 0 < € < g, the function ) = 1), given by Lemma 8.2 with
initial conditions (8.10) satisfies

(8.16) Ye(x,t) > ke  for all (z,t) € [-R, R] x [0, Ty).

Proof of Proposition 8.3
We first give an upper bound on the solution ¢ of (8.9) and then we prove Proposition 8.3 by
contradiction.

Step 0: upper bound on ¥ on (0,27))
Let

M (t) := sup(x,t).
z€R

Then M (0) = ¢ (since *(z,0) = eH*(x)). Since 1) is a solution of (8.9) then, using the viscosity
techniques, we can show that M™* is a subsolution, i.e. satisfies in the viscosity sense

w(t) < FOME (), .., M¥(1)) = F(M7(2)).
Using the comparison principle for the ODE 2/ = f(z), we deduce that

(8.17) M*(t) < My(t) over [0,00),
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where M is a solution of

M{(t) = f(My(t)) >0 for (0,+00)
MQ(O) = ¢&.

Now, because My is non-decreasing, if My(t) < 2¢ then

M;(t) < sup f < 2Lqe,
[0,2¢]

where L; is the Lipschitz constant of f (because f(0) = 0). Thus we get

1
My(t) <e+2tLie <2 if t<—.
204
Therefore for

b
4L’
we get M*(t) < Mp(t) < 2¢ on [0,2Tp], which implies that ¢, = 1) satisfies

(8.18) Ty =

(8.19) Ye(x,t) <2 for (x,t) € R x[0,2Tp).

Step 1: establishing (8.16)
Assume to that contrary that (8.16) is false. Then there exist ¢ € (0,7p) (with Ty given in (8.18)),
R > 0 and two sequences &, — 0, k,, — 0 as n — 400 and points

(8.20) P, = (zn,tn) € [-R, R] x [0, 1)
such that
wsn (Pn) < Knén.
Define .
P, (z,t) = 6—¢En (xz,t) forall (x,t) € R x (0,2Tp).

Then we have (using (8.19)),

0<, <2 over Rx]I0,27Tp)

U, (Pp) < Ky — 0

(Vn)s(@,t = 0) = Hy(z)
and
(s.21) (Boi(.1) = = Flenlihy(a +rit))ico._ ).

€n

Step 1.1: uniform lower bound of 1),
Denote by Z = (¢,(z + 7i,t))i=0... n. Since F is C! over a neighborhood of {0}N+1 then for ¢,
small enough, we can show that

@e(@t) = ~Flen@nl@+rit))ico...x)

En

L oF

Nt oF
— T TLZ 7 ; av nZ b, (2]
i 8X0(S€ ), (@ t)ds—ir;/o 8Xi(8€ VO, (x4 74, t)ds

1 OF

Y

(0, ..., 0)2h, (2 + 74, 1),
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where we have used the fact that v,, > 0 and g—; > 0 for all i # 0. Hence 1), is a supersolution of
the equation

1 OF
22 = —Lw(z,t) + - 1),
(8.22) we(z,t) w(z,t) + 20X, (0, .., 0)w(x + riy, t)
Now, let
0 if <0
1
H,(z) = Ex it 0<a<n
1 if z>1

for n > 0 small. Since fTF(O, ...,0) > 0, then by a simple calculation, we can show that the function
20

O(w,t) = e~ Hy(x)
(with L the Lipschitz constant of F) is a subsolution of (8.22). Moreover, we have
(Vn)e(,t = 0) = Hu(z) > Hy(z) = ¢(x,t = 0).
Therefore, using a comparison principle for (8.22), we deduce that
(8.23) e M H, (x) <P, (2,t) forall (z,t) € R x [0,2Tp).

Step 1.2: passing to the limit and getting a contradiction
Since ,,(x, t) is uniformly bounded on R x [0,27p) and

N oo
Gz t) > /O O (sen )bl + 72, 1),
i=0 ¢

then using the fact that F' is C' over a neighborhood of {0}¥*! and ¢, — 0, we deduce that
Yoo = lim Jirnf «1,, satisfies in the viscosity sense on R x [0, 27))
n——+0oo

Gt > 3 220, 0T+ it
oo/t ) - ar aXz JREES) 00 79
0< 1t <2

and
(8.24) e M H,(z) < Poo(x,t) forall (z,t) € R x [0,27Tp).

In addition, we also have P, = Psx = (Zoo,too) in [—R, R] x [J,Tp], hence using the fact that
0, (Py) — 0, we get B

Using the strong maximum principle (Proposition 8.1) that holds for supersolutions, we deduce
for k € N that B
Voo (Too + krig,t) =0 forall 0<t<tq.

But 7, > 0, hence for t =0, k >> 1 and using (8.24), we get
1= Hp(Too + kriy) < Voo (Too + kriy,0) = 0,
which is a contradiction. O

In the following proposition, we give a Harnack type inequality.
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Proposition 8.4 (Harnack inequality)
Let F be a function satisfying (ALip), (PLip) and assume that F is C* over a neighborhood of {0
in [0, 1]V 1. Assume moreover that

}N+1

OF
9X;,

(8.25) di9€{0,..., N} such that r;;, >0 and (0,...,0) > 0.

Let (¢, u) with ¢ # 0 be a solution of

cu'(z) = F((u(z +1))iz0...N) on R
(8.26) W >0

u(—00) =0 and wu(+o0)=1.
Then for every p > 0 there exists a constant K1 = R1(p) > 1 such that for every x € R, we have

8.27 sup u < ®p inf wu.
( ) B,(x) ' By(x)

Moreover, there exists kg > 1 such that
(8.28) u(z +1r*) < Rou(z),

where r* = max_|ry|.

1=0,...,

We refer the reader to Remark 9.1 for comments on assumption (8.25).

Proof of Proposition 8.4
Let F be the extension of F on RV*! given by Lemma 7.1. Then define the function

u(z,t) = u(x + ct),

where u € C', because ¢ # 0. Thus u satisfies

(8.29) u(x,t) = F((u(x +174,t))i=0,... n) forall (z,t) € R x (0,+00)
and
(8.30) u(x,0) = u(z).

Let xg € R such that 1 > u(xg) > 0. Since u is non-decreasing, then for all z € R we have
(8.31) u(z,0) > u(zo)H(x — x0),

where H = 1)y ;) is the Heaviside function.
For ¢ € (0, 1] that will be fixed later, let 1. = 1) be the solution given by Lemma 8.2 with initial
conditions (8.10) and let
v(x,t) = Y (x — x0,1).

Now, using Proposition 8.3, we deduce that there exists some ¢y € (0, 1] and Ty such that for all
5 € (0,Tp) and R > 0 there exists a constant k = k(J, R) > 0 such that if £ < g, then

(8.32) U(z,t) > ex forall (z,t) € [zo— R,z0 + R] x [J, Tp].

We now choose
e = min(eg, u(xo)).
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In particular, we have
u(z,0) > 0"(x,0) forall zeR.

Using the comparison principle (see [16, Proposition 2.5]), we deduce that

(8.33) u>v forall (x,t)€R x(0,400).

From (8.32), we deduce that

(8.34) u > ku(zg) on  [zg — R,zo + R] x [0, T],

with k1 = ok (using € € (0,1], u(xg) € (0,1] and the definition of €). Because u(z,t) = u(x + ct),

we conclude that

inf u(z + ct) > Kkru(xo).
(z,t)E|zo—R,x0+R] x[8,T0]
Now, for any 7 > 0, we can find R, > 0 large enough such that B,.(zg) C Bg,(z0) + c[d, To).
Therefore, since u is continuous and non-decreasing, then

8.35 —r)= inf > inf +ct) >
(8:35) wzo =) xelBr:(xo)u(x) - (x,t)e[xo—égcoJrR}x[(s,To]u@ t) 2 rrulzo)

with k1 = k(7).
T

Let p = § and choose yg such that B,(yo) = (xo — 1, 20), i.e. yo — p = xo — 7 and yo + p = zo.
Thus, using again the fact that u is non-decreasing, we get

sup v = u(yo + p) = u(zo)

BP(ZJO)
and
w(xg— 1) =u(yp — p) = inf wu.
(zo —7) = ulyo — p) sl
Therefore, we deduce from (8.35) that
1
(8.36) sup v <% inf w with & = —.
By (yo) By (yo) K1

Using (8.36) for 2p > r* and Ry = &1 (r*) = (g0k(9, Rr*))fl, setting zp = yo — p and using the
monotonicity of u, we get

(8.37)  w(zo+7") <u(zo+2p) =ulyo+p) = sup u < Eo( inf u) = Rou(yo — p) = Rou(2p)-
B, (yo) By(yo)

Finally, since z( is chosen arbitrary at the beginning of the reasoning, we deduce that (8.36)
and (8.37) do hold for any yo, z9. This shows (8.27) and (8.28), and ends the proof. O

9 Properties of the critical velocity

In a first subsection, we prove that ¢™ > ¢*, precisely Proposition 1.5. We also show, if I satisfies the
KPP condition (1.16), that ¢* > ¢ (see Proposition 1.6). In this subsection, we also give an example
where ¢ > ¢* (Lemma 9.3). We prove in a second subsection Proposition 1.3 which asserts that
the critical velocity satisfies ¢t > 0 under additional assumptions. In a third subsection, we give
an example (Proposition 1.4) that shows that we can have ¢t < 0 when the additional assumptions
are not satisfied. We also prove the instability of the critical velocity, namely Proposition 1.2.
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9.1 Lower bound for c¢"

In this subsection, we prove a lower bound for the critical velocity ¢™ given in Theorem 1.1.
Precisely, we show in Proposition 1.5 that ¢t > ¢*. In Lemma 9.3, we give an example where
¢™ > ¢*. In this subsection, we also prove that and ¢* > ¢ under a KPP condition (see Proposition
1.6).

We start with the proof of Proposition 1.5
Proof of Proposition 1.5
Under assumptions (Ar;,) and (Ppip), let ¢ given by Theorem 1.1. We want to show that ¢ > ¢*
with ¢* given in (1.15).

Part [: proving that ¢t > ¢* under the assumption (1.14)
Let ¢ > ¢t such that ¢ # 0 and let us prove that ¢ > ¢*. Associate for ¢ a profile ¢ such that (c, @)
is a solution of (1.9) (this is always possible since ¢ > ¢*, see Theorem 1.1).

Step I.1: % is globally bounded
From Harnack inequality (8.27), we deduce that if ¢(xg) = 0 at some point z¢p € R, then ¢ =0
which is impossible for a solution of (1.9). Therefore ¢ > 0.

We have
¢ (x) 1

C(b(:c) = @F((¢($ +7))i=0,... N )-

We also know, using the monotonicity of F' w.r.t. X; for i # 0 and F(0,...,0) = 0, that

F(¢(z),p(x+711),....,0(x +ryn)) = F(p(x),d(x+711),... p(x +7n)) — F(O,...,0)
< F(o(x),plx +71%),...,p(xz+ 1)) — F(O,...,0),

where 7* = max;—g . n |r;|. Since F' is Lipschitz (with constant Lipschitz L), then

e 1
Pz +17)

F(p(x),d(x+711),...,0(x+7rN)) < L : < Ligp(x+7r") with Ly =1L|:
oz +17) !

and hence (¢ # 0)
S@) _ 1, datr)

0<

¢(x) ~ ] ¢(x)
From Proposition 8.4, we know that there exists a constant kg > 1 such that
(9.1) o(x+17) <Roop(z),
therefore, we deduce that
¢/($) kol
9.2) 0< < M:
( o) E
Step [.2: proving that ¢ > ¢*
/ /
Since ¢ satisfies (9.2), then lim sup ¢'(2) = ) exists and A = lim ¢'(@n) for some x,, — —oc0 as
z——oc0 O(T) n—too ¢(zp)
n — +00. Let o )
T+ Ty
() = LI >
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then ¢,(0) = 1 and ¢,, satisfies

1
P(zn)

Now, since for all i, ¢(x + 2, +1;) — 0 as n — +oo, F(0,...,0) = 0 and F is C* over a
neighborhood of {0}¥*! in [0, 1]¥+!, then we see that we can write for n large enough

(9.3) el (z) = F((¢(z + zp + 7i))i=0,...Ny) on R.

N
(9.4) cdl (x) = Z/o S)I; (sp(x + xp +75))pn(x +1r;)ds on R.
i=0 !

From (8.28), we deduce that for k € N\{0}, we have
Swn + kr*) < (Ro)*é(z,) and ¢z + 1) < Foo(x),
with K9 > 1. Hence for z € [(k — 1)r*, kr*], we get

o(x + )

05  0<aue) =2

This implies that

From (9.2), we have

Pn
O S N S M7
O
which implies that
(9.6) 0 < 6),(x) < M(x).

Therefore, using Ascoli’s Theorem and the extraction diagonal argument, we deduce that ¢, con-
verges locally uniformly to some ¢, which satisfies (in the viscosity sense)

, N oF
c¢oo(x):Zax(o,...,omm(ﬁn) on R
i=0 !
(9.7) ¢ >0
¢oo(0) =1

boo(z + 1) < Rodoo ().
Therefore, using Lemma 9.2 below (with agp = 7* > 0), we deduce that
(9.8) c>cr.

Step 1.3: conclusion (¢t > ¢*)
Since (9.8) holds true for any ¢ > ¢* with ¢ # 0, we deduce that ¢* > ¢*.

Part II: proving c™ > c¢* if ¢t <0
Since ¢™ < 0, we deduce from Proposition 1.3 4i) that there exists some 7;, < 0. Let € > 0 and

define the function
FE(X(), ...,XN) = F(Xo, ...,XN) + E(Xil - X())

Using Theorem 1.1, there exists a critical velocity ¢t such that for every ¢ > ¢ there exists a
solution of (1.9) with F' replaced by F.
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Let (¢t, ¢™) be a solution of (1.9) given by Theorem 1.1. Since ¢ is non-decreasing and r;, < 0
(¢*(z+riy) — ¢ (x) <0), then

(o) (@) = F((¢T (z +14))ico,..n) = Fe((0F (2 +70))iz0...N)-

In addition, if ¢ (zg) = 0 for some xy € R, then using the strong maximum principle ([1, Lemma
6.1]), we deduce that

¢ =0 on [zg,+00)
because ¢ < 0, which is a contradiction since ¢*(+00) = 1. Therefore, (ct, ¢™) is a supersolution
of (1.9) for F replaced by F. with ¢+ > 0.

Using now Proposition 3.2, we deduce that there exists a solution (c*, ¢) of (1.9) with F replaced
by F.. But ¢ is the minimal velocity associated to Fy, thus we deduce that

+ +
c" >c.

This implies in particular that ¢ < 0, and since

F, F
850 0 0

5X¢1( y ey 0) = e (0,...,0) + & >0,

then by Remark 9.1 below, we get that
(9.9) ct>ch >

However from (1.15), we have

o=t B

with

_ OR Ars

P.(\) = ;8&(0, ,0)e
- iSF (0,...,0)eMi + (e} — 1)
1=0

= P(A) +e(eMn — 1),

Hence

Thus passing to the limit ¢ — 0, we get that

N GV
Imee =i ——=¢"
Therefore, we deduce from (9.9) that
et >k,
which ends the proof. O
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Remark 9.1 (About the assumption (1.14))
It is possible to show that Proposition 1.5 still holds true if we replace (1.14) by

OF
09X,

Jiy €{0,..., N} such that r;; <0 and (0,...,0) >0
if

ct <0.
In order to see it, we can prove a lower bound (analogue to Proposition 8.3) with

we > KE on [57 R] X [57 TU]

for 6 > 0 (this lower bound is obtained with a variant of the strong maximum principle, Proposition
8.1).

From this, we can deduce a Harnack inequality for solution of (8.26) with ¢ < 0 (analogue to
Proposition 8.4). Again using this Harnack inequality, we can conclude that ¢ > c¢* as in the proof
of Proposition 1.5.

Lemma 9.2 (Lower bound for ¢* for linear problem)
Let F be a function satisfying (ALip) and differentiable at {0}N*1 in [0, 1]NVF1. Assume moreover
that F' satisfies (1.14) and

oF
0X;

hE

(9.10) £(0) = (0,...,0) > 0,

(2

I
o

where we recall that f(v) = F(v,...,v). Let ¢ # 0 and assume that there exists ag > 0 and Cy > 0
such that ¢ is a solution of

;

, N oF
c'(z) = Z X, 0,....,0)¢p(x+1m) on R
i=0 '
(9.11) ¢ >0
>0
1< ¢(3(;(—;)CL0) < Cy forall xeR.
Then

c>c",

where ¢* is given in (1.15).

Proof of Lemma 9.2
Step 0: preliminary
Let a € (0,ap) and let

K*=inf E with E={k>1 such that k¢(z) > ¢(x+a) forall z € R}.
We deduce from (9.11) that E # () because Cy € E. By definition of K*, we have
(9.12) K*¢(x) > ¢(x +a) for every z € R.
We have K* > 1. If K* =1, then ¢ is constant and the first equation of (9.11) gives

N oF

0=2_%x,

=0

(0,...,0) = f'(0)
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which is a contradiction with (9.10). Therefore K* > 1, and there exists A > 0 such that
(9.13) K* = e,

Again by definition of K*, for every € > 0, there exists z. € R such that

(9.14) (K* — £)$(z) < Bl + a).
Let oz + 20)
9c(@) = P(x:) ‘

Then ¢.(0) =1,
(9.15) K*¢.(x) > ¢e(x + a)
and (9.14) can be rewritten as

(9.16) (K" —€)9=(0) < ¢c(a).

Step 1: passing to limit ¢ — 0

Since ¢ # 0, we can bound both ¢. and ¢. on any bounded interval uniformly w.r.t. £ (as in Step
2 of the proof of Proposition 1.5). Therefore, using Ascoli Theorem and the extraction diagonal
argument, we deduce that ¢. converges to some ¢ locally uniformly and ¢ satisfies (in the viscosity
sense)

N

cpple) =Y g; (0,...,0)¢p(z +r;) on R
i=0 "

¢p >0

¢0(0) =1

K%¢0(0) < ¢o(a) (using (9.16))

K*¢o(x) > ¢o(xr +a) (using (9.15)).

(9.17)

Now, let w(z) = K*¢o(x) — ¢po(x + a). Then from (9.17), we deduce that w satisfies

N
F
cw'(x) = §X~ 0,...,0)w(x+r;) on R
(9.18) i=0 "
w>0 on R

w(0) = 0.

Then using the half strong maximum principle [1, Lemma 6.1], we get that w(x) = 0 for all cz <0,
i.e.

(9.19) E*po(z) = ¢po(x + a) for all cx <O0.
Step 2: establishing ¢ > ¢*
Let o )
o(x —cn
n(z) = ———=.

Then ¢¢,,(0) = 1. Moreover, using (9.19), we have

«Po(x—cn)  do(z —cn+a)
B0 T aoeen)

for all ¢(z —cn) <0.
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Hence
(9.20) K*¢pon(x) = ¢pon(z+a) forall cx<cn.

Step 2.1: passing to the limit n — 400
As before, we can pass to the limit and show that ¢o, — ¢0.0 With

N
P 0 (T) = Z or 0,...,0)¢p0,00(x + 1) on R

— 0X;
(9.21) =0
P00 2 0
$0,00(0) = 1.
Moreover, passing to the limit in (9.20), we deduce that
(9.22) K¢ oo() = ¢po0o(x +a) forall zeR.
Step 2.2: conclusion
Let b0 (&)
0,00\ L
z(x) = e

Recall that ¢g ~ € C! (because ¢ # 0). Then z € C! and satisfies

oF

X, (0,...,0)eMiz(x +r;) on R.

N
(9.23) c2'(x) + cAz(x) = Z

=0

We also have
B qb(),oo(l‘ + CL) _ K*¢0700($)

z(x +a) = Neta) T g = z(x),

where we have used (9.22) and (9.13).
Because z is a-periodic (and continuous), there exists zp € R such that z attain it’s minimum
at zp. We claim that z(z¢) # 0. Indeed, if z(xg) = 0, then we deduce from (9.23) that

N
OF
E (0, ...,0)e i z(xg + ;) = 0.
i 0Xi

Since g—)i(o, .,0)>0foralli=1,...,N and F satisfies (1.14), we deduce that
z(zg + i) = 0.

Repeating the same process, we get that z = 0 on x¢ + r;,N. Since z is a-periodic, then z = 0 on
xo + rigN+aZ = xo + a(%N + 7).
Since a € (0,ap) is arbitrary, then we can choose a € (0, ag) such that T% € R\Q. Therefore,
T
xo + a

;ON + Z) is dense in R. This implies, since z is continuous, that

z=0 on R,

which is a contradiction with z(0) = 1.
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Therefore, z(xg) # 0. Again, since z(zg) = min z > 0, then using (9.23), we get that

F F
cAz(xg) = aaXO(O, oy 002 () + ; E?Xi (0, ...,0)e i z(xg + )
OF X oF
Ar AT
> a—XO(O,...,O)e 0z(xo) + ; e (0,...,0)ez(xzg)
N
OF A
= z(fvo)g X (0,...,0)eM:.
Using the fact that z(zg) # 0, we deduce that
N
F
A > gXi (0, ...,0)e"
=0
Recall that A > 0. Therefore, we get
PA) o POV
> ——=>inf — =¢"
ZTx T T
where P(\) = 32N, g)}; (0,...,0)e’i. This ends the proof. O

Now, we give the proof of Proposition 1.6, where we show that ¢ < ¢* under a KPP type
condition.

Proof of Proposition 1.6
The goal is to prove that for any real ¢ > ¢* (¢* < +00), we have ¢™ < c.
For such ¢, we have ¢ > ¢* = infy P( ) , hence there exists some \g > 0 such that

P(X
s P00
This implies that ¢(z) = e*% satisfies
(9.24) cd' () > G((d(x + 7i))i=0,..N )
where G(X) = 5)}; (0,...,0)X;. Let F be the extension over RN*! of F' (given by Lemma 7.1).

i=0
The goal is now to construct a supersolution of

(9.25) cw'(z) = F((w(z +7;))i=0,. n) on R.

Step 1: ¢(x) := min(1, #()) is a supersolution of (9.25)
We recall that ¢(0) = 1. Let « < 0, we have

Sz +r)=¢(x+r) for 7;<0
o(x+r) <plx+r) for r;>0.

Since F' is non-decreasing w.r.t. X; for ¢ # 0, then G satisfies the same property, hence



where we have used (1.16) and the fact that 0 < ¢(z) < 1. But ¢(x) = ¢(z) is a test function for
x < 0 and ¢ satisfies (9.24), thus we get for x < 0 :

c§ () = c¢'(x) > G((d(x + 7:))imo,..N) = F((@(x +74))izo,...¥)-

Similarly for > 0, we have 7
{¢(a:+m) <1 for r;<0

oz +r;)=1 for r;>0.
Moreover, since ¢(x) = 1 is a test function for z > 0, we get
¢ (@) = 0= F(L.1) 2 F((6(a +71))imo....).

Now for z = 0, we have ¢(0) = ¢(0) is a supersolution of (9.25) because there is no test
function touching ¢ from below at = 0 (see Definition 2.1). Finally, since 0 < ¢(x) < 1, then
F((¢(x +74))im0...n) = F((¢(x + 1;))iz0,.. ) and hence ¢ is a supersolution of (9.25).

Step 2: subsolution of (9.25)
Let (c¢t,¢™) be a solution of (9.25) given by Theorem 1.1. We know, from the proof of Theorem
1.1 (see (7.10)), that

+ +
L L

where § > 0, 0 < 0 are small enough and (¢5 4, ¢s) is a solution of (with Fs = Fy)
Cé,aﬁbg,a( r) = Fs((¢s5,0(7 +1i))i=0,..N) + 0
and ¢s5.5(—00) = Mgy — 1, ¢pso(4+00) = M5, with ms, —1 <0 <ms, < 1.
Since F5 = F5 < F (See (7.6)) and o < 0, then we deduce that (c5,, ¢s,) is a subsolution of
(9.25) with (c,w) is replaced by (¢50, ¢5.0)-

Step 3: establishing ¢t < ¢*
Using the proof of Proposition 5.1, we deduce that

Cs,0 <c
Passing to the limit ¢ — 0~ and then § — 0 (as in the proof of Theorem 1.1), we deduce that
(9.26) ct <c forall c>c*.

This implies that
et <.

Now, we give an example of non-linearity where we have ¢ > c*.

Lemma 9.3 (Example with ¢t > ¢*)
Consider the function FV :[0,1]*> — R defined as

F%(Xo, X_1,X1) == g(X1) + 9(X_1) — 29(X0) + f(Xo),
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with 1o = 0, 741 = +1 and f, g: [0,1] = R are C' over a neighborhood of 0, Lipschitz on [0, 1]
and satisfying

f0)=f1)=0 g'(0)=0
F>0 on (0,1) and < g(1) =1+ g(0)
f(0)>0 g >0.

Let ¢t given by Theorem 1.1 (with F replaced by F°), then
ct >,
where ¢* is defined in (1.15).

An example of such g is g(z) = = — % sin(27x).
Proof of Lemma 9.3
Since ¢’(0) = 0 and f/(0) > 0, then P(\) = f’(0) > 0. Thus we get that ¢* = inf)~¢ P( ) = 0. By
Proposition 1.3 i), we have that ¢ > 0 = ¢*. We want to show that ¢* # 0.

Assume to the contrary that ¢t = 0 and let ¢ be a solution of (1.9) with F replaced by F°.
Using the equivalence between the viscosity solution and almost everywhere solutions (see Lemma
2.5), we deduce that ¢ is an almost everywhere solution of

(927) 0= F((qb(z + Ti))i:O,.A.,N)'

That is there exists a set N/ of measure zero such that for every z ¢ N, equation (9.27) holds true.
Let Ny = Ugez(N + k) and choose zp € R\Nj (set N has also a zero measure), then equation
(9.27) holds true for every zg + k with k € Z. Hence

(9.28) g(d(z0+k+1))+g(p(z0+k—1)) —29(d(z0+k)) = —f(p(z0+k)) <0 for every k€ Z.

Let h be the piecewise affine function which is affine on each interval [k, k 4+ 1] and satisfying
h(zo + k) = g(¢p(z0 + k)) with k € Z. Thus, it is easy to conclude using (9.28) that h is concave.
Moreover, h is bounded because g is bounded on [0,1] and 0 < ¢ < 1. Therefore, h is constant.
This implies that

9(d(20)) = g(é(20 + k)) = const  for all k € Z.
Moreover, since g’ > 0, ¢(—o00) = 0 and ¢(+00) = 1, we conclude that g = const on [0, 1], which is
a contradiction with g(1) = 1+ ¢(0). Hence, we get ¢t > 0 = ¢*. O

9.2 Critical velocity ¢t is non-negative
This subsection is devoted for the proof of Proposition 1.3. Independently, we also show that
¢~ <0< c* for the Frenkel-Kontorova model (1.17).

Proof of Proposition 1.3
Let (¢, ¢) be a solution of (1.9) given in Theorem 1.1 with ¢ fixed. Our goal is to show that ¢ > 0;
and hence ¢ > 0. We perform the proof in several steps.

Step 0: preliminary
Define for X = (Xo,..., Xy) € [0,1]¥*! and 6 > 0 small the function

(9.29) F5(X) = F(X) — f(Xo) + f5(Xo),

where

f5(v)={f on [0,1—¢]

max (f(1 —9) — Lo(v — (1 —9)),0) on [1—94,1],
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with a constant Ly > 2Lip(F) > 0 large enough. Let § € (0, %) and set

f(1-9)

ls:=1—9¢
5 + o

<1,

(where 15 was denoted by mg in the proof of Theorem 1.1).

Part I: antisymmetric extension of F;5 and proof for i)
Using Proposition 10.1, there exists an antisymmetric extension G on [—1,1]V*! of Fs such that

(G5)|[0Yl]N+l = F6
Gs(—X) = —Gs(X) forall X e[-1,1]NV*!

and satisfying (Arip) over [—1, 1]V (since Fj satisfies (ALip) over [0, 1]V 1), Moreover, still by
Proposition 10.1, since Fs is C! over a neighborhood of {0}¥*1 in [0, 1]¥+! (because of (Pg1) and
(9.29)) and f5(0) = f/(0) > 0, then there exists n > 0 such that for every X, X + (a,...,a) €
[—1,1]V*! close to {0}¥*+! with @ > 0 small, we have

(9.30) Gs(X + (a,...,a)) — Gs(X) > na.
In addition, the function gs(v) := Gs(v, ..., v) satisfies

{ 95(—15) = g5(0) = gs(15) = 0

9.31
(9-31) (98)) 1500 <O and (g5),,,, >0,

(since we have f5(0) = 0 = f5(1s) and fs > 0 on (0, 15)).

Step I.1: existence of traveling waves for G

Clearly, since G satisfies (9.31) and (9.30), then Gy satisfies the assumption (Brs,) with [0, 1]V+1
replaced by over [—15, 15]N 1 and b replaced by 0. In addition, G5 satisfies, by construction, the
assumption (Ap;p,) over [—1g, 15]¥ L. Thus applying the result of Proposition 4.1 with [0, 1]V +1
replaced by [~15,15]¥*! and b replaced by 0, we deduce that there exists a real cg and a function
qﬁg solution of

c5(¢3) (x) = Gs((¢5(2 +79))i=o,..v) on R
(9.32) $9 is non-decreasing over R

¢)(—00) = —15 and ¢Y(+00) = 1.

Step 1.2: cg >0
We show in this step that ¢} is non-negative under ii), i.e. assuming r; > 0 for all i € {0,..., N}.
Then 9 (x) = —¢P(—x) satisfies

—e'(y) = —Gs((—(y —7i))iz0,..N)

= Gs(((y —74))i=0,...N)
< Gs((W(y +74))i=o0,...N)s
hence (¢ = —cJ,1) is a subsolution of (9.32). Using an argument similar to the computation of

(7.9) for Lg large enough (here Ly > 2Lip(F)), we can show that Gy is decreasing close to {—15}V+!
and {15}V inside [—15, 15V, that is G satisfies (10.7) and (10.9) (for s = —15 and s’ = 15).
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Applying the comparison principle results (Proposition 10.6 and Proposition 10.7) and the ideas of
the proof of Proposition 5.1, we deduce that

—C

e
I
ol
IN

)
o

that is

(9.33) 0<dl

Step [.3: comparing ¢ and cg
Recall that (c2, ¢?) is a solution of (9.32). Moreover, since G5 = Fs < F over [0, 1]V, then (c, ¢)
is a supersolution for (1.9), with F' replaced by Gs.

Since

¢(—o0) =0 and ¢(+0) =1

and —15 < 0 < 15 < 1, that is ¢J(+00) < ¢(F00) and ¢3(+00) > ¢(—0o0), then using the proof of
Proposition 5.1 (which still true for sub and supersolutions), we deduce that

Ogcggc.

Part I1: extension of Fj by antisymmetry-reflection and proof for iii)
In this part, we assume that F' (and then Fj) satisfies the strict monotonicity condition (1.12).
Using Remark 10.5, we can assume that the set I defined in (1.11) satisfies

I={1,.. N},

ie. forallie {1,.., N}, there exists ¢ € {1,..., N} such that r; = —r;. Using now Proposition 10.4,
there exists an extension G on [—1,1]V*! of Fs such that

(65)|[0Y1]N+1 = F6
Gs(-X) = —Gs(X) forall X e[-1,1VH

and satisfying (Arip) over [—1,1]¥* 1 Since F is C! over a neighborhood of {0}¥*! in [0, 1]V +L]
then (using Proposition 10.4) there exists 7 > 0 such that for every X, X + (a,...,a) € [~1,1]VH!
close to {0}V ! with @ > 0 small, we have

(9.34) Gs(X + (a,...,a)) — G5(X) > na.
In addition, the function gs(v) := Gs(v, ...,v) satisfies

{95(—15) = 75(0) = g5(15) =0

9.35 _ _
(9.35) (95)|<*15’0) <0 and (95)|(0115) > 0.

Step I1.1: existence of traveling waves for G5
This step is a variant of Step 1.1 with G replaced Gs. Thus we deduce that there exists a real c*&

. —-0 .
and a function ¢g solution of

0,0 — 0
¢(#5) () = Go((J5(x + ri))iz0,..v) on R
(9.36) ag is non-decreasing over R

Py(—oc) = —15 and  Gg(+00) = 1s.

65



Step I1.2: ¢} =0
Let ¢(z) = —52(—:@, then

Gs((W(x +73))im0,..N) = Gs((—¢

Ti))z‘:o,...,N)
= —C5(¢,)'(—z) = —c5V/ ().
Thus (—¢9,1) is a solution of (9.36) with ¢} replaced by —¢.

Similarly to Step 1.2 (with Lo > 2Lip(F)), we can show that Gy is decreasing close to {—145}"V*!
and {15}V*! inside [~1s, 15]¥*!. By comparison principle, we get

&) <e and <@,

which implies that
(9.37) & =0.
Step I1.3: comparing ¢ and Eg

This step is analogous to Step I.3 with (c2, ¢9) replaced by (c*&,ag) and G5 replaced by Gs. Thus
proceeding similarly we show that

Part I11: proof for i)
Under condition ), we have
OF OF

I={1,..,N} and B—XZ(O) = ﬁ(())

for all i€ 1,

thus condition (1.12) is equivalent to f/(0) > 0. Therefore, we can apply iii) which shows that
ct>0.

Complement: another proof for i) and ii)
We show in this complement the result of Proposition 1.3 i) and i) using a different approach.
The proof is done by contradiction. Assume to the contrary that

ct <.
Using Proposition 1.5, we deduce that

ct > .

Since F satisfies (Pg1), then
P(0) = f'(0) >0 (see (1.15)).

N
OF
Moreover, we have that P is convex and that P'(0) = E ri=—(0,...,0).
i=1 90X
Getting a contradiction

Clearly, if F satisfies the reflection symmetry condition i), then we get that P’(0) = 0. Similarly, if
r; >0 for all i € {1,..., N}, then P'(0) > 0. But P is convex, hence we deduce that

P(A\) >0 forevery A>0.
Therefore, we get that ¢* > 0, which is a contradiction with 0 > ¢™ > ¢*. This implies that
ct>0

under the conditions ¢) and 7). O
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Lemma 9.4 (Sign of ¢™ and ¢~ for (FK) model (1.17))
Consider the Frenkel-Kontorova model with 8 > 0

cd'(z) = dp(z+ 1) + ¢p(z — 1) — 2¢(z) — Bsin <27r <¢(z) + i)) + 0,

with o € [~B,8] = [0, 0%F]. Let ¢* be the critical velocity associated to o*. Then
- <0<ch.

Proof of Lemma 9.4
Let 0 = ot = 3 and let us show that ¢™ > 0. Let ¢ be non-decreasing with ¢(—occ) = 0 and
¢(+00) = 1. Integrating over the real line the equation

"' (2) = (2 + 1) + ¢z — 1) — 26(2) + f(6(2)),

where f(¢(z)) = —Bsin (27 (¢(z) + 1)) + 8 > 0, we get that

ct = /R <—/3sin (27r <¢(z) + i)) + 6) dz > 0.

Since f > 0 on (0, 1), if ¢t = 0, then
¢(z) =0or 1 almost everywhere.
This implies that
A1p(z) = d(z+ 1)+ ¢z — 1) — 2¢(2) = 0 almost everywhere.
Consider now the set
A={z€R, Ai1¢(z) # 0},

which has measure zero. Thus the set A + Z has also measure zero. Hence for a fixed a €
R\(A+Z) # 0, we have
Arp(a+k)=0 forevery k € Z.

This implies that there exists A\,b € R (that may depend on a) such that
dla+ k)= Nk +b.

But ¢ is bounded, then A = 0 and hence ¢(a + k) = b, which is a contradiction since ¢(400) #
¢(—00). Therefore ¢t > 0.
Similarly, for 0 = 6= = —f, we show that ¢~ < 0, since f — 28 <0 on (_%, %) ) 0

9.3 Instability of critical velocity

In this section, we show that the critical velocity ¢ given in Theorem 1.1 is unstable in the sense
of Proposition 1.2, which we prove in this section.

Before proving Proposition 1.2, we give an example of a non-linearity F' for which the associated
critical velocity is negative. This example will be the proof of Proposition 1.4.

Proof of Proposition 1.4
The aim is to construct a function F satisfying (Ari,) and (Pg1) such that the associated critical
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velocity satisfies ¢t < 0. To this end, we will construct a function f € Lip([0,1]), which is linear in
a neighborhood of zero with f’(0) > 0, such that there exists a couple (¢, ¢) with ¢ < 0 solution of

() = ¢z — 1) — ¢(z) + f(¢(z)) on R
(9.38) ¢ >0
¢p(—00) =0 and ¢(+o0)=1.

Let c= —p with 0 < < 1 and

with v > 0. We claim that ¢ € C1(R) and (—u, ¢) solves

0< () — (e —1) —pd'(x) on R
(9.39) ¢ >0
b(~o0) =0 and (+o0) = 1,

which is possible to check for 0 < v << 1.
Therefore, it is sufficient to define the function f as

(9.40) flo(x) = d(x) —p(x — 1) — pud’(z) >0 for all x € R.

Notice that, when z — +00, ¢(+00) = 1 and ¢'(x) — 0, thus f(1) = 0. Similarly, we have f(0) = 0.
Moreover, since ¢ € C11(R), we have that f € Lip((0,1)). In fact, by a direct tedious calculation,
one can deduce that

[ 1
(1—e7 —py)x for z € 0,2}
flx) =< 1+ 1+ py)( —1)+L fo 6_11—1_7
- atlay Az — 1) S I
[ 1
(I—e"+puy)(xz—1) for z € [1— 5677, 1} ,
\ L

and this implies that f € Lip([0,1]) and 1 > f/(0) > 0. We can even check that f is concave and
C' except at the point z = %, where it is neither concave nor C''.

Remark that to get more regular non-linearities, one can consider

(9.41) fola@) = ((6() = 9 = 1) = () % p- ) (@),

case, pe x ¢ is a solution of (9.38), with f replaced by f., and then f. € C*°(]0,1]) with f.(0) > 0.
O

where p. satisfies p. > 0, pe(z) = 1p(£) (p is a mollifier) and supp p. C B:(0). However, in this

Now, we give the proof of the instability result, namely Proposition 1.2.

Proof of Proposition 1.2
We have seen, in Proposition 1.4, that there exists a function F' satisfying (Arip) and (Pg1) such
that the associated critical velocity c;; = ¢ satisfies

(9.42) cp < 0.
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Our goal is to build a sequence of functions Fy with a critical velocity c}é such that
Fs — F in L*([0,1]V 1)
as 0 — 0, and prove that

(9.43) lim inf ch > Cp

Step 1: construction of Fj
Define for X = (Xo, ..., Xn) € [0,1] and 6 > 0 small the function

(9.44) F5(X) = F(X) = f(Xo) — f5(Xo),

where

(9.45) fs(v) = { max (f(8) + Lo(v — 4),0) on [0,]

f on [4,1],

with a constant Ly > 0 satisfying Lo > 2Lip(F') =: 2L%.
By construction of fj5, we clearly have

|Es — F|lpe = ||f — f5lle =0 as d—0.
Step 2: existence of c}é
Set 0
Og=6——=>0
B Lo > U,

(where 05 was denoted by bs in the proof of Theorem 1.1).

Since Fj satisfies (Ar;p) and (Prip) with [0,1]VF! replaced by [05,1]V*1, then applying the
result of Theorem 1.1, we deduce that there exists a minimal velocity c}é and a profile ¢ solution
of

cJIE&qS/(z) = F5(¢(z+10),0(2+71),...,0(2+7N)) on R
(9.46) ¢ is non-decreasing over R
¢(—o00) =05 and ¢(+o00)=1.

Step 3: establishing (9.43)
Our aim is to show that c}é > 0. Since Fjs is non-decreasing w.r.t. X; for all ¢ # 0, then for

X = (Xo,X") € [05, 1]V +L, we have
F5(Xo,X') > F5(Xo, 05, ...,05) := A(Xp).
Moreover, for Xy Xo + h € [05,6] with A > 0, we have

A(XO + h) - A(XO) = F(XO + h7 05 + h7 ceey 05 + h) - F(X07057 "'7O5> - f(XO + h)
+ f(Xo) + f5(Xo + h) — f5(Xo)
> —2hL% + hLg
= h(LO — 2L%o) > 0,
where we have used that F' is L3°-Lipschitz (in the second line) and that Lo > 2L$ in the last

inequality. This implies that A is increasing over [0s, d], but A(0s) = F5(0s,0s, ...,05) = 0. Hence,
we get A > 0 over [0y, d].
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Therefore, we deduce that
F; >0 over [0s,0] x [05,1].

Now since ¢(—o0) = 05, then for z << —1 very negative, we get that ¢(z + r¢) = ¢(2) € [0s,d].
Hence, for all ¢(z) € [05, 6], we obtain from (9.46) that

C;(;(ﬁl(z) = F(;((Z)(Z + 7’0), ¢(Z + Tl)a ey (25(2: + 7,N)) > 07
but ¢ > 0, thus we deduce that

This implies that (because of (9.42))

liminf ¢ >0 > ¢

0—0
Step 4: conclusion
Let
" _ ¢($) — 05 + 4
(9.47) o(x) = T1-0; ‘B = (1— 06)CF5
and

~

F5((Xi)i=o,..n) = Fs(((1 = 05) X; + 0s)i=0,....N)-
Then we have
¢t #(2) = B5((6(z +7i))izo...v) on R

o~

(9.48) ¢ is non-decreasing over R
g
d(—0) =0 and ¢(400) =1
and CJF: is the critical velocity associated to Fs which is defined on [0, 1]V +1. Moreover, we still have
é
|F5s — F| — 0 as § — 0 and Fj satisfies (Apip) and (PLip) on [0, 1]¥F1, In addition, since 05 — 0 as
d — 0, then from (9.47) we still have

liminf et =liminfel > 0> cf.
5—0 Iy s—0 te = r

Therefore, up to rename F\g as Fj, this ends the proof of Proposition 1.2. ]

10 Appendix: Useful results used for the proof of ¢ > 0

This subsection is dedicated for the useful tools that we use to prove that the critical velocity is
non-negative, i.e ¢ > 0.

Proposition 10.1 (Extension by antisymmetry)
Let F be a function defined over Q = [0, 1]N* satisfying (ALip) and such that F(0,...,0) = 0. Then
there exists an antisymmetric extension G defined over [—1,1)N*! such that

G,=F
G(—=X) = —G(X)
and G satisfies (AL;y) over [—1, 1]V,
Moreover, if F is C' over a neigborhood of {0}N*1 in [0,1]¥* and f'(0) > 0 (f(v) :=
F(v,...,v)), then there exists n > 0 such that for every a > 0 small and X = (Xo,...,Xn) €
)V such that X, X + (a, ...,a) are close enough to {0+, we have

1,1
(10.1) G(X + (a,...,a)) — G(X) > na.
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Remark 10.2 (Reflection)
Note that if F is invariant by reﬂec@n symmetry, then it is possible to show that G also; precisely,
we mean that if F(X) = F(X) for X; = X; with r; = —r;, then

We recall before proving Proposition 10.1 the following properties of the orthogonal projection
which can be easily shown:

Lemma 10.3 (Some properties of orthogonal projection)
Let X = (X;)i=0,..N € [—1,1)V*! and call Proj|Q(X) the orthogonal projection of X on Q =
[0, 1JN*1. Then

P?“Oj‘Q (X) = (Proj\[o,u (Xi))i:D,...7N-

Moreover, we have
i) Order preservation
Let Y = (Yi)i=o,..N € [—1, 1N+ and assume that X > Y in sense that X; > Y; for all i €
{0,..., N}, then
Proj|,(X) = Projj,(Y).

ii) ” Antisymmetry”
Let Q' = [-1,0V*! = —Q, then

Projy,, (=X) = —Projj, (X).

Proof of Proposition 10.1
Let X = (Xi)izo,..n € [-1,1]¥! then define the extension function G by:

(10.2) GX)= F(Pr0j|Q(X)) — F(—Proj‘Q, (X)),
where we recall that Q' = [~1,0/V 1. For X € Q, we clearly have G(X) = F(X).

Step 1: G(—X) = -G(X)
We have
G(=X) = F(Proj,(=X)) - F(=Proj, (=X))
— F(=Proj,,(X)) = F(Projj, (X))

where we have used in the second line the antisymmetry in Lemma 10.3.

Step 2: G satisfies (Arip)

Since F' is globally Lipschitz and the orthogonal projection is 1-Lipschitz, then G is globally Lips-
chitz on [—1, 1]V+1,

We now prove that G is non-decreasing w.r.t. X; for all i # 0. Let X = (X;)i=0,..n, ¥ =
(Yi)i=o,...n € [—1, 1]V*! such that

X;>Y; forallie{l,..,N}
Xo = Yo,
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and let us show that G(X) > G(Y). In fact, since the orthogonal projection preserve the ordering
(see Lemma 10.3) and since F' is non-decreasing w.r.t. X; for all i € {1,..., N}, we conclude that
G is non-decreasing w.r.t. X; for all i € {1,..., N} over [—1, 1]V +1,

Step 3: checking (10.1)
We first give some notations for the projection function. Consider X = (X, ..., Xy) € [-1,1]
then from Lemma 10.3, we have

Proj,(X) = (Projy, , (Xi))i=o,..n = ({ }) = Xt
i=0,...N

N+1
)

0 if X;<0
Similarly, we have (with Q' = —Q)

proj ) ({01 Xiz0 o
Ol TV x, i X <0 e

gooe

We also define
Qs = {X = (Xo, ... Xn) € [-L1¥™| 0;X;€[0,1] for i=0,..,N},

where ¥ = (00, ...,0n) and 0; = £1.
Now, we go back to the proof of (10.1) which is splitted in two cases. Let X, X + (a, ..., a) close
to {0}V *+! with @ > 0 small:

Case 1: X, X + (a,...,a) € Qx
From the definition of G (see (10.2)) and the notations introduced at the beginning of this step,
we have

G(X + (a,....,a)) — G(X) = F((X +aE)") — F(X*) — (F(—(X +aE)7) - F(_X—)),
where E' = (1,...,1). Thus, we get
G(X +(a,...,a)) — G(X) =a®.VF(XT) + 0(|a®|) + al .VF (=X ") + o(|aT']),

where a® = (X + aF)" — X T with © = (6;);—0,... N, where

1 if O'Z'Zl
0; = .
{O if o, =-1

and al’ = (X +aF)” — X~ with I' = (v4)i=0,....n, where

Y1 i o= .

Hence, we obtain

G(X + (a,...,a)) —G(X) = a(©@+T).VF(0)+a®.(VF(XT) - VF(0)) + o(a)
+ ol .(VF(-X") — VF(0)),

but a(© +TI') = (a, ..., a), therefore,
G(X + (a,..,a)) — G(X) = a{f’(O) +O.(VF(X) — VF(0)) + o(1)

+ D(VF(-X") - VF(O))}.
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Now, since F' is C! over a neighborhood of X (X close to {0}VF1), then we get

G(X + (a,...,a)) = G(X) = a { f'(0) + o(XT) +o(X7) +o(1)} = afléo) >0

for X close enough to {0}V*1,

Case 2: X € Qs and X +aF € Qg
There exists an integer p > 1 such that

M*@

G(X +aE) - G(X) = (G(X F 1 E) - G(X + t,HE)),

e
Il
o

where 0 = t9 < t; < ... < t, = a such that for k = 1,...,p, we have X + [ty_1,t;]E € Qy,, with
Y = Yo and ¥ = X,,. Therefore, using Case 1 for each segment, we deduce that

G(X +aB) — G(X) > na,

with = £ > 0, 0

We now introduce an extension by antisymmetry-reflection of F' :

Proposition 10.4 (Extension by antisymmetry-reflection)
Let F be a function defined on Q = [0, 11N+ satisfying (ALip) and such that F(0,...,0) = 0. Let
X = (X;)izo...~ €[0,1]N*! and assume that

(10.3) for all i€ {1,...,N} there exists i € {1,...,N} such that r; = —r;.

Then there exists a function G defined on [—1, 1]V ! which satisfies (ALip) on [—1, 1N such that

Glo=F
G(—X)=—-G(X) (antisymmetric-reflection),

where we recall that X; = Xz with r; = —r;.
Moreover, if F is C' over a neighborhood of {0}N*1 and

(10.4) 5?)?0(0) +) min ((gi(()), g)?(o)) >0,

then there exists n > 0 such that for every a > 0 small and X = (Xo,..., Xn) € [—1, 1]N+1 such
that X, X + (a, ...,a) are close enough to {0}V +1, we have

(10.5) G(X + (a,...,a)) — G(X) > na.

Remark 10.5 (On the reflection condition (10.3))
Notice that we can always assume that the reflection condition (10.3) is satisfied up to modify the
function F. Indeed, if F' does not satisfy the reflection condition (10.3), i.e. we have

{ir, .yim} ={i € {1,..,N}, such that —r; ¢ {r;}j=1,..~N}
with M > 1, then let us define

TNyj = —Ti; for j=1,.., M.
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Therefore, for each i € {1,..,N + M} there exists i € {1,...,N + M} such that r; = —r;. Now, for
X = (X, X/) with X' = (XN—i-ly -quN—i-M)y set

Thus F satisfies (10.3) with N replaced by N = N + M and if moreover ¢ solves

cd'(z) = F((¢(z 4+ 74))i=o0...N),

then it solves c¢'(z) = F((¢(2 +1:))i—o. 5)-
In addition, if F is C' in a neighborhood of {0}N*1, then F is C* in a neighborhood of {O}N‘H,

and )
OF _(OF . OF oF Yo (oF - OF
8—X0(0) + Z.me (8X,~ (0), 8XZ(O)) = a—XO(O) + gmm <8Xi (0), aXZ(0)> ,

with I = {i € {1,..., N} such that there exists i € {1,...,N} with r; =—r;}.

(2

Proof of Proposition 10.4
The proof is very similar to the proof of Proposition 10.1, so we give only a few details. Let
X € [-1,1]V*L then define the extension function G by

(10.6) G(X) = F(Pr0j|Q(X)) — F(—Proj‘Q, (X)),
where we recall that X; = X; with r; = —r;.

Step 1: G(—X) = —-G(X)

We have
G(-X) = F(Proj,(-X)) - F(~Projj_,(-X))
= F(—Pr0]|Q, (X)) — F(—Pr0j|Q,(—X)) (using Lemma 10.3 i) and —X = —X)
= F(=Proj, (X)) = F(Proj, (X)) (using again Lemma 10.3 ii))
- —G(x)

Step 2: G satisfies (Arip) on [—1,1]V+!
This step is an analogous of Step 2 in the proof of Proposition 10.1.

Step 3: checking (10.5)
We have

GX)=F(X") - F(=(X))

Let ¥ = (09,01, ...,0n) and define ¥ = (6,771, ...,0n) such that ; = o7 for all i = 0,...., N; and
then recall

Qs = {X = (Xo, ... Xn) € [-L, 1)V such that o;X; €[0,1] for i=0,..,N}.

We have o
X €Qs = X €Q5.

Let X, X + aFE close enough to {0}¥*+! with a > 0 small and E = (1,...,1).
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Case 1: X, X +aF € Qx,

Since F is C'* over a neighborhood of {0}V*!, then (as in the proof of Proposition 10.1, Step 3) we
have

G(X +aE)-G(X) = F((X+aE)") - F(X*)— (F(—(X TaE)) — F(_(Y)—))

= aO.VF(XT)+0(|a®|) + al .VF(—(X)") + o(|al']),
where a® = (X + aE)t — X* with © = (6;);—0.._~, where

G(X +aB) - G(X) - a{(@ +T).VE0) + 0.(VE(X) — VF(0)) + o(1)

>

N
(04T).VF(0) = 291‘5)};(0)"'2%;)2(0)
i=0 ¢ 0

vV
//_\\\
N
_l_
ot
=
=

(a0 59))
N

oF . '
= e (0) + ;mln (aXi(O), aX(O)> >0 (using (10.4)),

7

where we have used in the fourth line the fact that ¢; +75; = 1 for all ¢« = 0,..., N, which follows
from the definition of 6; and 7; and the fact that o; = o=.

Case 2: X € Qx and X +aF € Qg
This case is exactly the same as Case 2 of Step 3 in the proof of Proposition 10.1. However, in this
case, we can choose

n= g(@ +T).VF(0) > 0.
O

Here, we recall two comparison principle results on half lines that we will also use to prove that
+
c™ > 0.
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Proposition 10.6 (Comparison principle on [—r*, +00))
Let F: [s,8)N T — R satisfying (Arip) over [s, 1N and assume that:

there exists ng > 0 such that if
(10.7) X = (X0, Xn), X + (a0, ..., ) € [§ —mp, s']VH
then F(X + (o, ...,a)) < F(X) if a > 0.

Let u, v : [—r*,+00) = [s, ] be respectively a sub and a supersolution of
(10.8) cu(x) = F((u(z +7i))izo...N) on (0,400)
in sense of Definition 2.1. Moreover, assume that

v>s —mng on [—r* +o0),

and that

u<wv on [-r%0].
Then

u<v on [—r*,+00).

Similarly, we have the following proposition on the half line (—oo, —r*] :

Proposition 10.7 (Comparison principle on (—oo, —r*])

Let F: [s,8)N T — R satisfying (Arip) over [s, 81N and assume that:
there exists 1 > 0 such that if

(10.9) X = (X0, Xn), X + (0, .0y ) € [s, 5+ m ]V
then F(X + (o, ...,a)) < F(X) if a > 0.

Let u, v : (—oo,r*| = [s, 8'] be respectively a sub and a supersolution of

(10.10) cu/(z) = F((u(z +7i))iz0..N) on (—00,0)

in sense of Definition 2.1. Moreover, assume that

u<s+m on (—oo,r,
and that
u<wv on [0,r7].

Then
u<wv on (—oo,r].

For the proof of Proposition 10.6 and Proposition 10.7, we refer the reader for [1, Theorem 4.1 and

Corollary 4.2] which is done for F defined on [0, 1]V *! instead of [s, s']V*1.
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