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ABSTRACT

This study presents an Observing System Simulation Experiment (OSSE) with a network of gliders in

a realistic mesoscale field of eddies and filaments. The main objective is to demonstrate that the analysis skill

evaluation, performed with different statistics, determines the optimal number of gliders needed to survey

a ‘‘glider observatory’’ with a given simple topology of the glider array, in the shape of a ‘‘double comb.’’

Metrics, based on a spatial interpolation of the sampled data with a multiscale objective analysis method, are

elaborated to evaluate the reconstruction of the three-dimensional temperature field with several glider

networks, at a weekly time scale. The mesoscale structures obtained by the optimal network (front, eddies,

eddies detachment) are also compared with the structures of the original simulation. This comparison

demonstrates the efficiency of a glider fleet to sample a well-defined area at a given spatiotemporal scale. In

this particular situation (midlatitude region, domain of 400 km 3 600 km, reconstruction of weekly snap-

shots), the optimumnetwork is composed of 10 gliders.A relationship is highlighted between the spatial scales

of the sampled area, the physical characteristics of the studied region, the reconstruction time scale, and the

optimum number of gliders. The results presented here can be applied to design an actual in situ experiment.

1. Introduction

Mesoscale and submesoscale features (horizontal

scales from 10 to 100 km and time scales from a few days

to months or even years) such as eddies, fronts, large-

scale waves, filaments, and stirring regions are ubiqui-

tous in the ocean, in particular at midlatitudes. They are

associated with horizontal velocities up to 1–2m s21 as

well as vertical velocities of 10–100mday21 (Griffiths

and Hopfinger 1984. They are often linked to large-scale

horizontal thermohaline gradients and ocean fronts in

the form of frontal meanders and eddies, which can be

generated by several types of 3D instability mechanisms

involving the entirewater column.They canbe responsible

for significant large-scale transport of mass, energy

(Stammer 1998), and matter or dissolved substances.

Indeed, secondary circulations at submesoscale (fila-

ments, small eddies of spatial scales from 1 to 10 km),

associated with strong stirring and vertical velocities,

are superimposed on this mesoscale field (L�evy et al.

2012). In fact, the mesoscale field has to be taken into

account to close the energy, mass, and matter budgets

of any oceanic region because a lot of turbulent energy

is trapped at this scale. This makes them a key element

for governing the ocean general circulation with im-

portant consequences for climate but also for marine
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ecosystems, as they govern the biogeochemical cycles

and the transport of marine living species (Mann and

Lazier 2005).

Since the Midocean Dynamics Experiment (MODE)

in the early 1970s (Olbers 1978), eddies and mesoscale

features in general have received considerable attention

with in situ experiments from the oceanographic com-

munity. With standard CTD casts, expendable probes,

and even towed devices, research vessels can give

a reasonable 3D view of such structures with a rela-

tively high spatial resolution. However, they are very

limited by time factors, making it difficult to capture

a synoptic view and the temporal variability of the

mesoscale processes. On the other hand, a mooring

network can provide a high temporal resolution, but it

is drastically limited by the small number of moorings

that can be reasonably set up because of technical con-

straints and the minimum distance between two adja-

cent moorings.

During the same period, satellite altimetry has started

to give very novel quasi-synoptic images of these me-

soscale structures at the sea surface (Cheney and Marsh

1981). The considerable development of satellite al-

timetry has allowed the routine acquisition of detailed

information of mesoscale movements with a reasonable

space and time resolution, and the compilation of sta-

tistics of their surface signature (Stammer 1997). The

next generation of altimetric missions will even permit

us to reach a higher resolution, starting to cover the

submesoscale range. However, as a fundamental lim-

itation, altimetry does not provide any information

about the subsurface and deep signature of mesoscale

features.

A major change came during the last decades with a

new class of small autonomous underwater vehicles

(AUVs) envisioned by Henry Stommel 20 years before

(Stommel 1989). Underwater gliders are autonomous

vehicles equipped with a buoyancy engine allowing

them to glide during long periods along a sawtooth tra-

jectory and to carry out vertical yos from the surface to

depths of about 1000m, up to several months. They can

be remotely steered, so the collection of data can be con-

trolled with a high accuracy. They can be equipped with

awide variety of sensors: CTD (conductivity–temperature–

depth), ADCP, fluorimeters for chlorophyll a (ChlA) and

colored dissolved organic matter (CDOM), turbidity

sensor, oxygen sensor, nitrate sensors, hydrophones,

etc., which makes them very attractive to investigate the

deep ecosystems and to push back the last frontier in

the deep ocean. Along their trajectory, they sample the

ocean interior with a high vertical resolution (a few

meters) while the distance between two successive

slanted profiles varies from some hundreds of meters up

to a few kilometers, depending on the maximum depth.

Their relatively low cost compared to a ship cruise and

their long lifetime in operation make it feasible to deploy

tens of gliders together during a few months. Unlike the

profilers of the Argo network (Roemmich et al. 2009),

which drift freely and split up, the remote steering ca-

pability of gliders allows them to fly in cooperative fleets

and to concentrate measurements in the same area. It has

been early envisioned that such networks of gliders

should be adapted to sample the ocean interior at me-

soscale resolution with a good degree of synoptic char-

acter (Rudnick et al. 2004), similar to what is achieved for

the sea surface topography by satellite altimetry. Because

of the characteristics of gliders available nowadays and

the need for complementarity with other ocean observing

networks, such as the Argo network, the concept of

a ‘‘glider observatory’’ at a regional focus has been raised.

Typically, a glider observatory is a box of up to 1000km3
1000km dimension that a glider can cross in a few weeks.

It should be located in oceanic regions that are key for the

oceans’ monitoring, such as water formation areas,

western boundary current regions, eastern boundary

upwelling regions, or large bays where buoyant coastal

currents can intrude (Testor et al. 2010).

These visions have motivated several types of studies

and some pioneering experiments at sea, such as the first

and second Autonomous Ocean Sampling Network

(AOSN I and AOSN II, respectively) programs in the

Monterey Bay Experiment and the Adaptive Sampling

and Prediction (ASAP) program (Ramp et al. 2009),

where a network of gliders was coordinated for sampling

the ocean (Leonard et al. 2007, 2010). The glider’s speed

is generally faster than ocean currents, but there are

situations where it is of the same order of magnitude,

and the ‘‘path planning’’ problem has been investigated

for details on a wide range of single glider missions or

glider fleet missions. The simplest situation (reaching a

given waypoint) generally reaches simple conclusions,

such as ‘‘in a strong adverse current, steer to rapidly cross

the current while making up ground where the currents

are weak or favorable’’ (Davis et al. 2009, p. 186). So, if

the ocean currents are known, such simple rules allow for

determining if a path is feasible. Based on this rule and

additional constraints from the vehicle performances,

more complex missions can be planned. Once metrics

have been established, one can even include the complex

search of optimal paths for several gliders included in

a heterogeneous marine observing network (Alvarez

et al. 2007). Willcox et al. (2001) have investigated how

the limited speed and the battery endurance can limit

the performance of generic AUVs to survey oceanic

phenomena. Their paper efficiently established a survey

tool allowing for solving the trade-off problem between
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energy consumption, survey area, and sampling resolu-

tion. However, little focus is put on the parameter sta-

tistics of the oceanic fields to be surveyed. In a similar

oceanic context, Davis et al. (2009) have shown how to

control a given ‘‘fixed track’’ network while trying to

optimize an observing skill locally and globally in the

surveyed region. Their method provides an algorithm

showing how the optimal network can be maintained in

real time depending on the actual current speeds.

The assimilation of glider data in an operational ocean

forecasting model has also been used to investigate the

efficiency of a single glider repeat section (Dobricic et al.

2010) or of glider networks embedded in operational

observing systems (Oke et al. 2009). For obvious logisti-

cal reasons, near-coastal current environments have been

preferably considered up to now. No general conclusion

can be drawn from these experiments, because the skill of

the assimilated observations strongly depends on the

metrics used and the local particularities of the current

system.

Sampling strategies using fixed or mobile platforms

(moorings or AUVs) have already been developed for

the particular problem of the ocean lateral flux estimate.

Zhang et al. (2010) developed a method for analyzing

the estimation error, for each type and density of net-

work, and designed the sampling strategy.

In this paper, we focus on the performances of a net-

work of gliders in sampling accurately a realistic meso-

scale field of eddies and filaments with an Observing

System Simulation Experiment (OSSE) approach. The

main objective is to demonstrate that statistics can de-

termine the optimal number of gliders needed to survey

a chunk of the ocean atmesoscale with a relatively simple

topology of the glider array, such as a ‘‘double comb’’

array. A double-comb network can be described as a

fleet of gliders flowing parallel to each other, separated

by a fixed interval in the direction perpendicular to flow,

crossing an area from one side to the other, with every

other glider flowing in the opposite direction on parallel

trajectories. When each glider reaches the aimed

boundary, it reverses course.

The paper is organized as follows. In section 2, we

present the glider simulator used to sample a modeled

environment, which includes a new path planning algo-

rithm used by the glider itself with onboard processing.

Section 3 presents the oceanic modeled environment

based on an idealized rotated double-gyre experiment

performed at a very high spatial and temporal resolution

in order to have a good representation of the mesoscale

structures and of realistic ocean situations. This section

also presents the topology of the glider network to be

optimized and the multiscale objective analysis method

used to interpolate the sampled data. Section 4 presents

the OSSE itself, which focuses on the reconstruction of

the temperature field with several gliders’ fixed networks

and their corresponding skill. The mesoscale structures

obtained by the optimal network are compared with the

structures of the original simulation. In this section, the

optimization problem is set and the three metrics used to

define an analysis skill evaluation as a function of the

number of gliders are defined. Before concluding in sec-

tion 6, section 5 gives the optimal solution and discusses

the results in view of their application to an actual in situ

experiment.

2. Description of the ‘‘glider simulator’’ OPAGLI

The OPAGLI ‘‘glider simulator’’ (B. L’H�ev�eder et al.

2006, unpublished manuscript) is implemented in the

offline tracer module of the OGCM Nucleus for Euro-

peanModelling of theOcean (NEMO;Madec 2008). The

latter provides the interface between the glider simulator

and the files containing the stored outputs of the OGCM

simulation. With a few configuration parameters de-

scribing the glider fleet and their missions and the 3D

time series of the temperature T, salinity S, and currents

along the gliders trajectories, the simulator models the

flights of gliders, vertically governed by the buoyancy of

the modeled oceanic environment, horizontally influ-

enced by the oceanic currents, and their missions de-

fined by lists of waypoints to go through. The outputs of

the simulator are the kinematics of each glider (trajec-

tory and velocity) and all the OGCM prognostic vari-

ables [T and S, velocity, turbulent kinetic energy (TKE)]

sampled along each trajectory.

This glider simulator is independent of the type of

glider (Slocum, Spray, Seaglider) and can be adapted,

giving appropriate parameters values. It has the basic

functionalities of the software on board real gliders.

a. Dynamical model of a glider flight

The glider flies along a sawtooth trajectory between

the maximum and minimum target depths, with specific

dive/ascent angles. Along the up and down gliding paths,

the glider trajectory is calculated by integrating the

glider velocity relative to the water, due to its buoyancy

engine, in addition to the ambient fluid velocity due to

the oceanic currents. The glider velocity is modeled with

a simple static equilibrium between the net buoyancy,

which is controlled by the ballast of the glider, the lift,

and the drag acting on the surface of the glider (Fig. 1).

Because of the slow motion of this vehicle and the very

laminar flow around the hull, the acceleration can be

neglected with a very good approximation, even during

the up and down inflexion phases of the flight.
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This equilibrium, projected on the upward vertical, can

be written as

FB 2Fg2 sin(u1a)FD2 cos(u1a)FL 5 0 with (1)

FB2Fg5 gDm(T,S) , (2)

where Dm(T, S) represents the net buoyancy of the

glider, which depends on rw(T, S) (the density of the

local ocean water); the weight (mgL21); and the varying

volume of the glider. The volume of the glider varies

with the buoyancy engine and with the local T and

pressure P, following this equation:

Dm(T,S)5 rw(T, S)Vgl(T, S)[12 xP

1aT(T2T0)]1DVP 2mgl , (3)

whereVgl stands for the glider’s volume at the atmospheric

pressure and at T0 5 208C, DV is the glider’s volume

change, x is the compressibility hull coefficient, and aT

is the thermal expansion coefficient of the hull. Typical

values for an aluminum hull have been used in our simu-

lations with x ; 33 1025 bar21 and aT ; 6.93 1025 8C21.

Following Graver et al. (2003), the drag is parame-

terized by

FD 5
1

2
rwCd(u,a)SwU

2 , (4)

where Cd is the drag coefficient, dependent on the pitch

angle u and on the angle of attack a (in this experiment,

(1/2)rwCdSw 5 4 for u5 178 and a5638); Sw is the wing

surface area; and U is the glider velocity through water.

The projection of Eq. (1) on the glide path can be

written as

gDm(T,S) sin(u1a)2FD 5 0. (5)

Using Eq. (5) and the drag parameterization (4), the

velocity module U can be computed, given the pitch

angle and the angle of attack, considered constant in

absolute value in our model. Finally, the vertical and

horizontal components of the glider velocity are derived

following

u5w tan(u1a) . (6)

The ambient fluid velocity due to the oceanic currents

is provided by the OGCM longitudinal, meridional, and

vertical velocity fields. They are interpolated at the

glider position with a second-degree Lagrangian poly-

nomial interpolation and at the integration time with

a linear temporal interpolation between two consecutive

OGCM time steps.

The glider position is integrated, given the total ve-

locity, using a second-step Runge–Kutta scheme with a

constant time step that gives a good vertical sampling

of the ocean, generally finer than the model vertical

resolution.

b. Vertical glider trajectory parameterization

The glider dives from the water surface, flies down

along slightly inclined paths (the pitch angle goes from

158 to 308 to the surface) to its maximum depth (de-

pending on the glider model, it is a few meters from the

bottom greater than ;15–100m or the maximum pres-

sure limit—typically about 100, 200, 1000, or more re-

cently even 6000m). Then, it rises along a similar inclined

path to the surface or minimum target depth in case of

multiple yos. A change in the piston pump or oil bladder

volume DVp, activated by the glider engine, creates suc-

cessively negative and positive buoyancy. The glider

moves on a sawtooth pattern, gliding downward when

denser than the surrounding water and upward when

buoyant. In the glider simulator, the sign of the volume

Vp is changed when the glider reaches its maximum or

minimum depth, to simulate the action of the engine

activating the piston/oil bladder in the real glider.

As in the software on board a real glider, a simulated

altimeter is used to estimate the distance between the

current position of the glider and the ocean bottom. The

glider is prevented from overstepping a given parame-

terized distance from the ocean bottom. Between two

successive surfacings, the glider can perform several yos

(corresponding to one descent and ascent). The main

difference between the glider simulator and a real glider

concerns the pitch and heading during the downward

and upward phases, which have constant values in the

simulator, whereas in the reality they can vary slightly

FIG. 1. Schematic representation of the glider during the ascent,

forces, and angles definition. Forces applied on the glider are the

buoyancy FB, the gravity Fg, the lift FL, and the drag FD. The glider

is flying along the glide angle, equal to the sum of the pitch angle

theta and the angle of attack alpha.
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around these constant values, even when actively con-

trolled by the glider software.

c. Horizontal glider trajectory parameterization

The horizontal glider trajectory is supposed to go

through a list of waypoints (latitude/longitude) defined

by the pilot: once one waypoint is reached by the glider

(i.e., the glider is at a minimum distance from the way-

point, typically 0.5 km), the latter aims to reach the fol-

lowing waypoint in the list provided by the user. Under

water, the glider uses dead reckoning at each time step.

The glider periodically surfaces to simulate communi-

cating data and instructions and obtaining GPS fixes.

During the surfacing, any difference between dead

reckoning andGPS fixes, attributed to ocean currents, is

stored and will be used to correct the glider heading. As

long as it lies at the water surface (time needed for

simulated GPS fixes and communications), the glider

drifts freely with surface currents.

Because of the limited glider velocity (0.2–0.4m s21)

comparable to that of ocean currents and much lower to

that of strong boundary currents, the ideal trajectory

linking linearly one waypoint to the following one is

difficult to achieve by the glider and therefore likely not

optimal. Its trajectory is easily deviated by oceanic

currents, and some geographical points, located in the

vicinity of strong oceanic currents are difficult—even

sometimes impossible—to reach. So, the chosen strategy

is first to fly as close as possible to each waypoint,

reaching at least a point located at a minimum param-

eterized distance from the waypoint. Second, to get the

most rapid trajectory between two consecutive way-

points, ‘‘heading correction’’ methods, using the average

oceanic current over dives estimated by the glider, are

implemented in the simulator. This estimated average

current corresponds to the average of the horizontal

ocean currents along the sawtooth trajectory.

The glider trajectory depends on the ocean currents

andbuoyancy andon theparameters specifiedby theuser—

thenumber of yos between two surfacings, themaximum

depth to achieve, the buoyancy changes of the glider—

and finally on the heading direction, which can be cho-

sen to optimize the trajectory. There is a single heading

direction held fixed between at least two surfacings. This

single heading direction is selected in a different way,

and therefore it will be different, according to the choice

of the heading correction method. In the default case,

the glider flies without heading correction, and the

heading direction is simply estimated by aiming at the

waypoint from the actual glider position. In the two

heading correction methods described in the appendix,

the heading direction is no longer the waypoint direction

but a direction supposed to compensate for the oceanic

currents. These heading correction methods improve

considerably the capability of the gliders to cross very

strong currents, and their velocity along the crossing of

the domain, in a way comparable to other path planning

methods (Garau et al. 2005, 2006; Davis et al. 2009).

d. Parameter values used in this experiment

In the OSSE performed in this study, the same flight

configuration is taken for all the gliders: a dive consti-

tuted of one ‘‘yo’’ from the ocean surface to 1000m, with

a pitch angle of 178; an attack angle of638; and a stay of

10min at the surface between two dives. Since the sim-

ulated gliders evolve in a region with particularly strong

currents, we use a 40 cm s21 glider speed relative to the

water. It corresponds to the maximum glider speed that

can be achieved with a Slocum glider, using the entire

volume of the pump: 250 cm3. This glider speed is inside

the realistic range (20–40 cm s21).

The steering strategy is based on two principles: the

use of the heading correction from Lekien et al. (2008)

and the waypoints strategic position. In this heading

correction method, described in the appendix, the head-

ing is adjusted to counteract completely the deviation

induced by the flow, when it is possible. Using this navi-

gation algorithm, the simulated gliders are able to cross

a domain with strong currents without any steering in-

tervention. This is also facilitated by the second princi-

ple: the waypoints are fixed 200 km farther than the

domain boundary, and the gliders have to reach a point

situated at 210 km from the waypoint. This allows the

gliders to turn back at a point located around the domain

boundary, inside an interval of [260, 60] km to the left/

right of the point situated on the boundary and aligned

to the aimed waypoint. It gives a large flexibility to the

shape of the trajectories, enabling the gliders to cross

strong currents. Using these waypoints, the gliders ac-

tually attempt to maintain a constant heading, rather

than fit into a narrow navigation corridor.

Concerning the trajectory integration time steps, the

OGCM temperature, salinity, and velocity fields have

a 2-day temporal resolution and the glider position time

step is taken at 30 s.

3. The numerical experiment

a. The control simulation of the oceanic domain

The gliders are sampling the ocean at very high spatial

resolution: a few meters on the vertical and a few kilo-

meters on the horizontal, and the corresponding tem-

poral resolution goes from seconds (vertically) to hours

(horizontally). The gliders are very efficient at capturing

(sub)mesoscale structures (Pietri et al. 2013) and their
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spatiotemporal evolution. To simulate as realistically as

possible the sampling of a glider network, a numerical

experiment able to reproduce mesoscale structures had

to be used. In numerical models, mesoscale eddies

emerge when the horizontal resolution is of O(10 km),

while a resolution of O(1 km) is necessary to capture

submesoscale turbulence (Siegel et al. 2001). The ob-

jective of the GYRE experiment was precisely to model

mesoscale and submesoscale structures using an OGCM.

With this aim in view, a series of simulations was per-

formed with increasing horizontal resolution, the highest

being 2 km (1/548 horizontal resolution). In the latter,

the numerical models observed ‘‘the emergence of en-

ergetic submesoscale filaments and the explosion of me-

soscale eddies, with the increase of the eddy kinetic

energy’’ (L�evy et al. 2009, p. 14). Therefore, this simula-

tion seemed appropriate to conduct this study.

In the GYRE experiment, for the sake of simplicity,

an idealized rotated double gyre is modeled. The do-

main geometry is a rotated, closed rectangular basin on

the beta plane (Fig. 2), bounded by vertical walls and by

a flat bottom (after Hazeleger and Drijfhout 1998). The

circulation is forced by analytical zonal winds and

buoyancy fluxes that vary seasonally and with latitude.

There are 30 z-coordinate vertical layers, and the hori-

zontal resolution is of 1/548 (about 2 km). The NEMO

primitive equation model (Madec 2008) is used. The

description of the parameterization of diffusion, advec-

tion, and lateral conditions used in this simulation is

done in L�evy et al. (2010); the available output fields are

averaged over 2 days.

A reasonable experiment with a glider fleet aiming to

characterize accurately the mesoscale field would be

able to capture the weekly variability (typical of meso-

scale evolution) of a sufficiently large region (hundreds

of kilometers) to show interactions between the large-

scale flow and the mesoscale features, as well as eddy–

eddy interactions.

An anisotropic region of 400 km 3 600 km was se-

lected, centered on the latitude 348N and on the longi-

tude 77.58W, in a very energetic part of the idealized

Gulf Stream current (Fig. 2). For this experiment, a

monthly period, corresponding to the typical duration

of a research vessel cruise, allowing the deployment and

recovery of all the gliders, was chosen.

Figure 3 shows the complete series of the 2-day mean

temperature field at 100-m depth. The large-scale fron-

tal structure, the mesoscale features, and their temporal

evolution during the 40 days of the simulation can be

well identified. A front materializing the idealized Gulf

Stream current separates warm waters in the south from

cold waters in the north. During the 4-week period, the

position of the front changes and a warm ring detaches

and propagates to the north. At the scale of this area

and of the week, there is a significant spatiotemporal

variability.

In this simulation (comparable to the midlatitude

North Atlantic), the deformation radius is about 60–

80 km and the mesoscale activity is very well resolved

spatially. Simple mesoscale statistics in the model are

compared to the observations of the Gulf Stream cur-

rent (Berezutskii et al. 1991). The Gulf Stream current

dimensions (100 km wide and 800–1200 km deep) are

well represented in the model. The Gulf Stream is the

fastest near the surface, with typical maximum velocities

of 2m s21. In themodel, the velocity is too low in the 500

surface meters, with a maximum velocity range of 0.7–

1.3m s21 against 1.22m s21 in the observations (Fig. 4;

Berezutskii et al. 1991). Then, below 500-m depth, the

current velocity decreases with depth is well represented

in themodel, with amaximum velocity of 0.5m s21 in the

Gulf Stream. The spatial standard deviation of the cur-

rent velocity is 0.2m s21 at the surface and decreases to

0.1m s21 below 200m.

In the observations, the main current meanders break-

ing off the stream create rings, which are usually between

50 and 200 km in diameter. The warm and cold rings

FIG. 2. Snapshot of the 100-m-depth horizontal temperature field

in the GYRE experiment. The black frame indicates the 400 km3
600 km region selected for the OSSE. The gray line parallel to the

northwestern boundary of the OSSE domain delimits the vertical

section plotted in Fig. 8.
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present in the domain are well dimensioned (between

100 and 150 km in diameter), with realistic rotational

velocities of about 1m s21.

Across the front, the observed temperature change of

58C (Berezutskii et al. 1991) is well reproduced in the

model. In themodel, the front is well represented in the 400

surface meters, with temperature ranges of 128–208C.
In conclusion, the model recreates statistically quite

well a portion of the midlatitude open ocean. The short-

coming is the underestimation of the velocities in the 500

surface meters, but they remain characteristic of strong

currents.

b. The glider network’s topology

The deployment of a network of gliders organized in

a double-comb pattern is chosen. As already mentioned

in the introduction, a double-comb pattern can be de-

scribed as a fleet of gliders flowing parallel to each other,

separated by a fixed interval in the direction perpen-

dicular to flow, crossing an anisotropic area (across

front) from one side to the other, with every other glider

flowing in the opposite direction on parallel trajectories.

When each glider reaches the aimed boundary, it re-

verses course.

Different glider network patterns have been tested in

the real ocean or in numerical simulations. Two main

cases can be distinguished depending on whether a

control strategy is adopted. Without a control strategy,

most of the time, the gliders fly along a repeated section

(Castelao et al. 2008; Bouffard et al. 2010; Dobricic et al.

2010; Pietri et al. 2013). The repeated section remains

the more efficient shape for the estimation of oceanic

quantities like velocities and lateral fluxes. Hodges and

Fratantoni (2009) set five gliders in a fixed position

to form a synthetic moored array. In the Everybody’s

Gliding Observatories (EGO) experiments, different

shapes of the glider network have been tested, such as

arranged crosswise or squarewise (Testor et al. 2007,

2010; L’H�ev�eder et al. 2009). Leonard et al. (2007) have

tested a comb array with five gliders and five other

gliders traveling around approximately trapezoidal race-

tracks in the AOSN experiment.

In addition, more sophisticated glider network to-

pologies have been developed, using a control strategy

FIG. 3. Horizontal temperature field at 100m of the control simulation (2-day mean), and trajectories of 10 gliders (white plots) during

the two corresponding days of the experiment. Gray contours stand for 28C intervals. Each ‘‘week’’ of the simulation (horizontal lines) are

composed of four groups of 2 days (vertical columns).
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to optimize the glider paths in oceanic current fields

(Garau et al. 2005, 2006); to optimize the combined

network topology with a network composed of drifting

profiling floats and gliders (Alvarez et al. 2007); or to

control automatically a fleet of gliders, maintaining

a prescribed intervehicle spacing (Leonard et al. 2010).

In this study, the objective is to propose a glider net-

work that is easy to set up (without a control strategy),

that is the most autonomous as possible (no need for

operational intervention for the steering), and that op-

timizes the coverage of the region in terms of mapping

errors. The key advantages of the double-comb pattern

are first, each glider is alone on its trajectory, so that it

does not carry the risk of two gliders meeting at the same

place because of a slowing down due to an eddy, for

example; second, the ideally linear glider trajectories

can be a bit curved without too much impact on the

sample coverage, which is less true when using a square-

wise or trapezoidal pattern; finally, the deployment of this

type of network requires only a few days of ship time and

does not require human intervention for steering during

the 1-month experiment.

Figure 4, where the trajectories of a network of 16

gliders are plotted during days 3 and 4 of the simulation,

gives an overview of the network topology. One glider

heads toward the northwestern boundary of the domain

and the following one heads toward the opposite bound-

ary. Once the aimed boundary of the domain is reached,

they go back and forth along the northwest–southeast

section during 40 days. Figure 3 shows the complete series

of the 2-day mean temperature field at 100-m depth, with

the trajectories of a fleet of 10 gliders, during the two

corresponding days of the experiment. The gliders look

well distributed in space and time. Moreover, the de-

viation of the gliders’ trajectory by the currents is also

well illustrated.

The objective of this study is to find the optimum

number of gliders needed to reconstitute a quasi-synoptic

image of the mesoscale variability at a weekly time scale.

Therefore, a sensitivity study was performed with dif-

ferent glider fleets, ranging from 2 to 30 gliders, with a

network horizontal resolution of 300–20km.

c. Objective analysis approach

The gliders sample the region during one month, and

the collected data can be used to get weekly synoptic

snapshots of the upper 1000m of the ocean. The gliders

are equipped with sensors to measure tracers (tempera-

ture, salinity, and also oxygen, fluorescence, and turbid-

ity), and the objective here is to reconstitute the weekly

three-dimensional tracer fields with an objective analysis

method in a similar way as it could be done with actual

data. The methodology, applicable to any type of tracer,

will be illustrated here with the temperature field only.

An objective mapping of the glider data is done to the

mesh grid of the ocean model, in order to get a regular

mapped field and to be able to test the performance of

the method by comparing to the original 3D tempera-

ture fields of themodel. Themethod is applied to the 2D

horizontal fields, for each vertical level of themodel grid

and for each midweek date. Then, the four time steps of

the 3D field are reconstructed. Following Roemmich

(1983), it is assumed that the horizontal tracer field

can be decomposed into two principal scales: the first

being a very large scale over which properties are slowly

varying, and the second is a much smaller scale that is

just resolved by classic hydrography. Moreover, the

temporal variations of the smaller-scale structures are

taken into account, adapting the method developed by

B€ohme and Send (2005). In their study, they use an

objective mapping method taking the temporal and

spatial variations in water mass properties into account,

in order to build a set of calibrated salinity data, with

corresponding uncertainties. In our study, the following

objective analysis method is used: a first mapping set

representing the mean state at a large scale of the oce-

anic structures is computed with the raw glider data.

Then, this first mapping set is subtracted from the raw

glider data, giving a set of residuals, still containing the

small time and spatial scales. Second, a second mapping

set is computed with the set of residuals for each mid-

week date of the simulation. It contains the small time-

and spatial-scale information. As in B€ohme and Send

(2005), the final estimate of the glider data analysis is the

sum of the two mapping sets, containing together large

and small components.

FIG. 4. Horizontal temperature field at 100m of the control

simulation and trajectories of a 16-glider fleet (white plots) during

days 3 and 4 of the experiment.
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The characteristic large and small spatial scales and

the temporal scale are estimated from variograms com-

puted with the glider data. Consequently, this method is

applicable to a real experiment, where the only available

information is glider data.

The large scale has been estimated from the spatial

variograms of the raw glider surface data, computed

with different glider fleets (Fig. 5, top-right subplot). For

more than 10 gliders, the variograms exhibit a shape

characteristic of a front structure: a straight line with

a decreasing slope, crossing zero at about 300 km. It

corresponds to a large scale of about 300 km, charac-

teristic of a front, which appears clearly on the hori-

zontal section of the temperature field (Fig. 3). To get an

estimate of the different spatial scales represented in the

glider fleet sampling, as a function of the number of

gliders used in the network, the spatial variogram of the

surface temperature fields in the control simulation has

also been plotted in red on the top-right subplot (Fig. 5).

The curve is very close to those obtained with more than

10 gliders, showing that, from this number of gliders, all

the spatial scales are well captured, with a variance very

close to that of the control simulation. With five gliders,

the front structure is not that well represented, and

a cutoff can be observed at about 120 km, corresponding

to the spatial resolution of the glider spacing, with

gliders spaced about 120 km (the domain width, 600 km,

divided by five gliders). All along the plot, variance

peaks appear for each multiple of 120 km. It demon-

strates that in this case, the spatial resolution, by con-

struction inhomogeneous in one direction of the domain,

is insufficient. In the top-left subplot of Fig. 5, spatial

variograms of the 10-glider fleet have been plotted for

different depths. The variograms have been normalized,

because the variance is lower by a factor 1023 at depth.

The 100-m and surface variograms are very similar, un-

like at 500m, where the front is much weaker (as can be

seen on the vertical section of Fig. 8).

FIG. 5. Spatial variograms of the gliders’ data. (left) Spatial variograms of a 10-glider fleet, computed at the surface

(black line), at 100-m depth (red line), and at 500-m depth (green line), and normalized by the spatial variance at the cor-

responding level (values noted in the top-right corner).Dotted lines show the 95%confidence level according to a two-sided

t test for eachdepth. (right) Spatial variogramsof a 30- (black line), 20- (darkblue line), 10- (light blue line), 5- (magenta line)

glider fleet, and of themodel data (red line) are computed at the surface. Shaded regions correspond to the 95% confidence

level according to a two-sided t test. (top) Raw set of data. (bottom) Large-scale structures have been filtered.
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The large-scale field is oversampled by the glider data,

constituted by a 40-day temporal series of about 3000

measurements per glider per day (corresponding to

a sampling time scale of 30 s). Consequently, for each

vertical level, all the gliders’ data in the range of61.5m

around the level depth are selected, interpolated, and

averaged on the horizontal model grid. This selection is

done in the complete temporal series, since the large-

scale mapping has no temporal component.

In the first mapping set, the covariance is a function of

the horizontal separation only and the decay scale is

determined by the large spatial scale (L15 300 km). The

covariance matrix C1
mg between the mapping on the

model grid and the glider data, and the autocovariance

matrix C1
g of the glider data can be modeled as

C1
mg(i, jg)5 (12 �) exp

�
2
1

2

�
Di,jg

L1

�2�

1 �d(i, jg) and (7)

C1
g(ig, jg)5 (12 �) exp

�
2
1

2

�
Dig,jg

L1

�2�

1 �d(ig, jg) , (8)

where Di,j denotes the distance between the two points

i and j, d stands for the Dirac function, and « is the rel-

ative variance error fixed at 0.05. Amean basinwide field

is estimated on the model grid points for each vertical

level. Then, the estimated values of the 3D field ob-

tained in the first mapping step are subtracted from the

glider data, previously interpolated on the horizontal

model grid for each model time step and vertical level,

giving the set of ‘‘residuals.’’

Then the secondmapping set is computed,mapping the

set of residuals to the model grid points using covariances

C2
mg and C2

g, which are functions of the temporal and

small spatial separation. The decay scale is determined by

the small spatial scale (L2) and the temporal scale (t):

C2
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(10)

where « is the relative variance error fixed at 0.05. The

small spatial scale and the temporal scale are estimated

from variograms computed with the glider sampling

data. The small spatial scale is estimated from the spatial

variograms of the residuals, computed with the surface

data of the different glider fleets (Fig. 5, bottom-right

subplot). The spatial variogram of the control simula-

tion, computed with the surface temperature anomaly

fields to the 40-day temporalmean, has also been plotted

(red curve). Because a first analysis of the mean spatial

field, averaged over the entire duration of the simula-

tion, has been removed, the large spatial scales have

been removed and the small spatial scales emerge. All

the plots exhibit the same shape: a Gaussian function

with a decorrelation spatial scale of 120 km, corre-

sponding to a decay spatial scale of about 85 km, except

for five gliders where it is instead 55 km. It corresponds

to mesoscale structures with a characteristic spatial scale

close to the deformation radius of the area. This result is

consistent for deeper depths, as shown in the bottom-left

subplot of Fig. 5, where the spatial variograms of the

residuals are computed for three different depths for

a 10-glider fleet. For more than 10 gliders, the very good

consistency between the results obtainedwith the glider-

sampled data and with the control simulation data em-

phasizes the efficiency of the glider networks to sample

the domain at all spatial and temporal time scales. Given

this results, the small spatial-scale value used in the

objective analysis is fixed at L2 5 85 km.

Temporal variograms of the residuals are also com-

puted with the surface data of different glider fleets and

with the control simulation fields (Fig. 6). For more than

FIG. 6. Temporal variograms of the gliders’ data for a fleet of 30

(black line), 20 (dark blue line), 10 (light blue line), 5 (magenta

line) gliders, and of the model data (red line), computed at the

surface. Shaded regions correspond to the 95% confidence level

according to a two-sided t test.
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10 gliders, as for the control simulation, the temporal

variograms give a decorrelation time scale of about 10

days, corresponding to a decay time scale of t 5 7 days.

This value is taken as the temporal time scale for the

objective analysis. As highlighted for the spatial vario-

grams, a clear boundary appears at 10 gliders.

To complete the description of the methodology, the

glider data will be considered in temporal windows of

68 days around the dates of the midweek. Therefore,

the 4 days preceding and following each week are also

used to reconstitute the midweek snapshot—that is why

a simulation of 40 days is necessary to reconstitute a

quasi-synoptic image at a weekly time scale of 4 weeks

of 8 days.

4. Qualitative results and skill evaluation

Around 10 experiments were performed with a 2–30-

glider fleet. Then, the gliders’ data were analyzed to get

three-dimensional temperature fields, for four dates

corresponding to the middle of each of the 4 weeks, for

each experiment.

a. Qualitative comparison with the control simulation

Figures 7 and 8 enable a qualitative check of how well

the glider data analysis of the temperature field agrees

with the corresponding field of the control simulation.

Figure 7 shows the 100-m horizontal section, while Fig. 8

shows the vertical section situated at 100 km from the

northwestern boundary (see Fig. 2). The analysis per-

formed with a fleet of 30 gliders gives a very good re-

constitution of the temperature fields (Fig. 7), sticking to

the corresponding control fields. The formation of the

new anticyclonic eddy and its spreading to the north is

very well detected. In the analysis carried out with 10

gliders, the spatial and temporal variability of the hori-

zontal fields are satisfactorily captured.With five gliders,

the structures are less well represented and the analysis

using only two gliders gives a dipole structure. The

shaded area corresponds to the points of the model grid

FIG. 7. Colors show horizontal temperature fields of the glider data analysis at 100-m depth, performed with a 30-, 10-, 5-, and 2-glider

fleet. Gray contours (with 28C intervals) show corresponding control temperature fields averaged over the corresponding week. Gridded

area correspond to the points whose analysis variance error is greater than 5% of the total variance.
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on which the analysis variance error is greater than 5%

of the total variance.Withmore than 10 gliders, it is very

small. With five gliders, the shaded areas are situated on

the left/right side of the domain, less sampled by the

gliders. In the second week, the amplification and the

shift of the two warm eddies situated in the left part of

the domain can be explained by the glider data under-

sampling in the near vicinity of the eddies. With two

gliders, the nonshaded areas provide essentially infor-

mation about the glider positions and their movement

during the 4 weeks. In this case, the spatial distribution

of the glider data is not sufficiently homogeneous to en-

able a correct 3D field reconstruction with this objective

analysis method.

Considering that the tracers and ocean velocity fields

are quite homogeneous below 400m in the control

simulation (because of the idealized domain and forc-

ing), only the upper 600m of the vertical section were

plotted in Fig. 8. The eddies have a deep signature ex-

tending to 400m, but most of the signal is concentrated

in the upper 250m. In the analysis using the 30-glider

fleet, the successive steps of the formation of a new an-

ticyclonic eddy are also well captured. Only a small shift

of the contours around the front can be observed. For

the analysis performed with fleets of 10 and 5 gliders, the

temporal variability of the mesoscale structures is well

captured; the analysis fields’ shortcoming takes the form

of an horizontal shift of the two eddies. The analysis

using the two-glider fleet does not capture at all the new

eddy formation. The shaded points, whose analysis vari-

ance error is greater than 5% of the total variance, show

the model vertical grid, corresponding to the effective

position of these points. With more than 10 gliders, there

is no shaded area for this particular section. Again, the

weekly evolution of the nonshaded areas gives essentially

only an idea of the gliders’ movement during the 4 weeks.

By construction, submesoscale structures present in

the control simulation do not appear in the analysis

fields (both Figs. 7 and 8). Since the aim of this study is to

reconstitute a weekly synoptic snapshot of the meso-

scale variability, the order of magnitude chosen for the

small spatial scale corresponds to the Rossby deformation

FIG. 8. Colors show vertical temperature fields of the glider data analysis (along the section plotted in Fig. 2), performed with a 30-, 10-,

5-, and 2-glider fleet. Gray contours (with 28C intervals) show corresponding control temperature fields averaged over the corresponding

week. Gridded area corresponds to the points whose analysis variance error is greater than 5% of the total variance.
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radius. The same methodology could certainly be ap-

plied to reconstitute submesoscale structures, as the

high-resolution sampling of the gliders along its trajec-

tory can effectively capture submesoscale filaments, but

it would require substantially increasing the glider net-

work resolution and it is beyond the scope of this study.

b. Objective analysis skill evaluations

Although a visual estimate of the minimal number of

gliders required to have a quasi-synoptic image of the

mesoscale variability at a weekly time scale gives a value

of about 10 gliders in our experiment (Figs. 7 and 8), it is

worth defining an analysis skill evaluation as a function

of the number of gliders. Three different metrics are

used in this paper: root-mean-square (RMS) compari-

son, spatial pattern correlation (PC) between the glider

data analysis and the control fields, and objective anal-

ysis (OA) error. With these three metrics, the optimal

solution can be determined. It will be defined as the

minimum number of gliders for which the removal of

one glider in the fleet would increase the average nor-

malized errors of the three metrics by more than 1%.

1) ROOT-MEAN-SQUARE ERROR

AnRMS comparison between the glider data analysis

and the control fields has been performed as follows: for

the different glider fleets and for the 18 vertical levels

covering the upper 1000m of the ocean. For each of the

four midweek dates, taken as independent representa-

tions of the system, the temperature horizontal fields of

the glider data analysis are compared to the corre-

sponding control simulation fields, averaged over the

corresponding week. The analysis and control fields are

mapped onto the same horizontal and vertical grids, as

required for such comparison.

Horizontal normalized RMS errors of temperature

TRMS(k),
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are evaluated for each vertical level k, where ni is the

number of grid points at that level; nt is the number of

midweek dates of the experiment; TM is the control

model data, averaged over the week; andTG is the glider

data analysis. The RMS error is normalized by a target

value Tw(k, t), defined as the temporal temperature

variance inside the week in the control simulation. The

latter temperature takes a maximum value of about

0.58C in the upper 100m, and then decreases with depth.

Because the time resolution chosen for the field analysis

is a week, the frequencies higher than the week are not

resolved using this methodology by construction. Con-

sequently, the aim of the experiment is to get as close as

possible to this target value.

The normalized RMS errors do not present any ver-

tical variability. Therefore, the results of the RMS

metric, averaged on all the grid points of the control

model grid, over the four midweek dates, are plotted in

the middle panel of Fig. 9.

With more than 10 gliders, the temperature RMS er-

rors are almost equal to the temporal temperature var-

iance inside the week in the control simulation, giving

a normalized value between 1.25 and 1.65. So, a quasi-

synoptic image of the three-dimensional temperature

field at a weekly time scale is obtained, with errors of the

order of magnitude of the temporal variability at fre-

quencies higher than the week. When fewer than 10

gliders are used, the results are more spread out and the

errors are larger.

2) SPATIAL PATTERN CORRELATION

The diagnostics computed above provide a metric of

the distance between two datasets in terms of the RMS

error. However, the error does not contain any in-

formation about the spatial structures of the datasets.

Information on the similarity of the spatial patterns can

be provided by the centered pattern correlation co-

efficient, as defined in Onken et al. (2007):

TPC(k)

5
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nt
�
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t51

(
[TM(i, k, t)2TM(k, t)]t[TG(i,k, t)2TG(k, t)]

std[TM(k, t)]std[TG(k, t)]

)
,

(12)

where TPC(k) is the centered pattern correlation co-

efficient for temperature (PC coefficient), correlating

the horizontal temperature field TG of the glider data

analysis to the control model oneTM, evaluated for each

vertical level k and for the four midweek dates t of the

experiment. As for TRMS, TPC is the mean of the four

midweek dates, considered here as independent repre-

sentations of the system.

ThePCcoefficient can take values between21 and11.

If the patterns are similar, thenTPC is positive, and in case

of a perfect correlation, TPC is equal to 1. When it comes

to zero, it means that the patterns are not correlated.

In the left panel of Fig. 10, the vertical profiles of the

PC coefficient are plotted for temperature. With this

metric, two groups of curves emerge, with a limit at

about 10 gliders. From 10 gliders, the PC coefficient is
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very close to 1, emphasizing that the spatial structures

are very well captured by the glider fleets. The vertical

structure of the PC coefficient is quite homogeneous,

taking values larger than 0.9, except in a depth range

between 400 and 700m. There, the PC coefficient pres-

ents a peak with weaker values ranging from 0.7 to 0.85.

At greater depth, it recovers to values larger than 0.8.

Around 400m, the intensity of the front and of the

mesoscale eddies decreases, enabling submesoscale

structures as filaments to bemore prominent. This effect

is illustrated in the left panel of Fig. 11, representing the

temperature anomaly field of the control simulation for

the model level depths greater than 300m, normalized

by the spatial temperature variance at the corresponding

depths. At 330-m depth, the apparent structures are the

front and the mesoscale eddies, whereas at 430m and

evenmore at 550m, filaments emerge very clearly. From

700m, filaments are less visible. In the right panel of

Fig. 11, where the corresponding fields of the glider data

analysis for a 30-glider fleet are plotted, the filament

structures are completely missing, giving a slightly de-

formed picture of the original field. This shortcoming

can be completely attributed to the methodology, fo-

cusing on mesoscale reconstruction.

From 5 to 10 gliders, the PC coefficient still underlines

a good correlation until 400-m depth, with values higher

than 0.8. Below this depth, the shortcoming described

above is amplified. When the fleet is only constituted of

two gliders, the analysis field gives only a bipolar struc-

ture, unable to stick to the control field.

3) OBJECTIVE ANALYSIS ERROR

The objective analysis produces the estimate that has

the minimum error variance. Along with the analysis

field estimated from the glider dataset, it provides also

an analysis error field, which can be related to the glider

data coverage of the sampled domain. The objective

estimate will have a small error when there are sufficient

glider data points close in space and time.

The right panel of Fig. 10 represents the percentage of

the surface covered by points with an analysis variance

error less than 5%of the total variance.With a fleet of 30

gliders, about 99% of the domain is well covered in

space and time. Frommore than 10 gliders, the coverage

encompasses 95%of the domain.With two gliders, it falls

to only 20% of the domain, highlighting the insufficient

spatial and time coverage. It forces the objective analysis

to create some structures in the observations’ holes, not

matching the real field, as it can be seen in the shaded

areas of Figs. 7 and 8. Globally, the spatiotemporal cov-

erage is relatively homogeneous along the vertical, with

a few variations in the upper 200m.

In the central panel of Fig. 10, the vertical structure of

the PC coefficient for temperature is plotted, computed

FIG. 9. (left)TPC, (middle) ratio ofTRMS to the variance inside the week, and (right) percentage

of the surface with an analysis variance error less than 5% of the total variance, averaged over all

the grid points and the four midweek dates, as a function of the number of gliders in the fleet.
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with the points with an analysis error less than 5% of the

total variance. Using only the well-covered areas, all the

curves stick together with a PC coefficient larger than 0.9

in the surface and subsurface and larger than 0.6 below.

It emphasizes that the shortcomings in the reconstructed

mesoscale structures are effectively related to a too-weak

spatial and time coverage by the gliders. The vertical

profiles still exhibit poorer performances around 500m.

The PC anomaly to the mean vertical profile is reduced,

but is still apparent. It confirms the hypothesis developed

above, that the anomaly present at that depth is not re-

lated to a coverage shortcoming but to the chosenmethod

and the spatial scale selection.

5. Discussion

a. Solution of the optimization problem

In this part, we will use the results of the three metrics

to determine the optimal solution. As defined before, it

corresponds to the minimum number of gliders for

which the removal of one glider in the fleet would in-

crease the average normalized errors of the three met-

rics by more than 1%.

At first, Fig. 9 presents a visual synthesis overview of

the objective analysis skill evaluation, as a function of

the number of gliders. The results of the three metrics

are plotted, averaged on all the grid points of the control

model grid, over the four midweek dates. A threshold

appears very clearly around 10 gliders. With more than

10 gliders, the error varies slowly, decreasing when the

number of gliders is increasing; TPC remains larger than

0.9, highlighting a very good representation of the spa-

tial structures; TRMS is smaller than 1.65 times the target

variance of the control simulation; and the glider data

coverage is larger than 95%.With fewer than 10 gliders,

the error is increasing much faster. Visually, the optimal

solution is situated at the slope change.

To determine precisely, for each of the three metrics,

the threshold of the slope change corresponding to the

optimal solution, we normalize the three metrics to

make them comparable. The PC and the objective anal-

ysis error metrics are already normalized. With regard to

the RMS metric, a few computations are done to enable

comparison. Once normalized, the RMS metric is de-

creasing as the function of the increasing number of

gliders. Therefore, the function (12 TRMS) is considered,

which is increasing with the number of gliders, like the

two other metrics. Because the objective is to determine

a threshold for the slope change, it does not have any

impact on the results. The three normalized metrics are

plotted in the top panel of Fig. 12, as a function of the

FIG. 10. (left) Vertical structure of TPC. (middle) Vertical structure of TPC, computed with

the points whose analysis variance error is less than 5%. (right) Percentage of the surface

covered by the points whose analysis variance error is less than 5% of the total variance. In all

panels, the curves are plotted in black for 20–30 gliders, in blue for 10–20 gliders, and in green

for fewer than 10 gliders, with dots at each vertical model level.
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number of gliders. There is clearly a plateau between 10

and 20 gliders. To determine precisely the threshold for

the slope change, theoretical functions defined as y 5
C1(1 2 C2/x) are fitted to the three normalized metrics

(top panel of Fig. 12). They capture well the slopes of

the metrics between 6 and 15 gliders. The derivative

of the theoretical functions with respect to the number

of gliders and their mean are plotted on the bottom

panel of Fig. 12. In the figure, the threshold of 1% for the

mean derivatives corresponds to 10 gliders. This opti-

mization method based on the three different metrics

confirms the previous estimate: in the oceanic configu-

ration of this study, given the goals of the sampling, the

optimal solution is a fleet of 10 gliders.

FIG. 11. (left) Horizontal temperature anomaly field of the control simulation for five model levels, normalized by

their spatial temperature standard deviation at the corresponding level (value noted in the bottom-right corner).

(right) Corresponding fields for the glider data analysis with a 30-glider fleet.
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b. Guidelines to design an ‘‘in situ remote sensing’’
experiment

In this study, we have demonstrated that this network

configuration with 10 gliders is optimal to obtain a good

reconstitution of the original model field, with a multi-

scale 3D objective analysis, in the particular case of

a domain of 600 km 3 400 km, on a weekly basis. The

errors associated with the analysis of the data in such

a configuration have also been quantified. One can-

not directly generalize our results to another network

presenting a different geometry (unless considering

a network that could be decomposed in double comb,

which opens some perspectives about complex designs)

or in another region with different variability. How-

ever, it is worth noting that our results are linked with

the spatial and temporal variability scales of the sam-

pled area.

First, the sensitivity study has been based on the

gliders’ density along the domain length. With a domain

length of 600 km, the optimum number of gliders is 10,

giving a glider per 60 km, which corresponds to the order

of magnitude of the internal deformation radius of

Rossby in this region. This plausible relationship can be

generalized to other oceanic regions, giving the follow-

ing assumption: the optimum sampling is obtained with

a density of only one glider per deformation radius along

the domain length in this double-comb configuration.

Then, the time scale of a week, typical of the evolution

of mesoscale structures in this region (Fig. 6), certainly

constrains the width of the domain to sample, parallel to

the glider trajectories (here, 400 km). We chose it close

to twice the mean distance traveled by the gliders during

the time scale of a week in our experiment, half of the

gliders crossing half of the domain width in one direction

and the other half of the fleet crossing the other half of

the domainwidth in the opposite direction.We anticipate

that domains characterized by a smaller width would

certainly lead to even better estimates of the mesoscale

field.

Finally, in this study, the gliders were flying at the speed

of 40 cms21, relative to water, to enable the gliders to

cross the strong Gulf Stream currents (Nevala 2005). The

glider speed relative to the water Ug, can be, but mar-

ginally, adapted. It can typically vary between 20 and

40 cms21, and the impact of a slower glider speed on the

gliders’ trajectories and on the mean domain crossing

speed of the gliders has been tested in a sensitivity ex-

periment. This velocity corresponds to the mean time

taken by the gliders to cross the domain, divided by the

domain width, independent of the effective length of the

gliders’ trajectory. It depends on the glider speed relative

FIG. 12. (top) Normalized error for the three metrics (OA in blue, PC in green, and RMS in

red) and theoretical functions fitting to the normalized errors for the three metrics (same

colors). (bottom) Derivative of the theoretical functions with respect to the number of gliders

(same colors), and mean of the derivatives of the three metrics (black curve).
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to the water and on the statistics (mean, standard de-

viation, maximum) of the ocean current in the experi-

ment. On the one hand, in the particular oceanic current

environment of this study, a threshold of 25 cms21 has

been determined, corresponding to the minimum glider

speed necessary for all the gliders to achieve at least one

crossing of the domain during the experiment duration.

On the other hand, the impact of the glider speed de-

crease on the glider trajectory has been evaluated. The

latter is more deviated when the glider is flowing slower.

But it does not affect significantly the spatial coverage

quality. However, the mean domain crossing speed of the

gliders is linearly related to the glider speed relative to

the water, with an estimated coefficient equal to half of

the maximum currents’ velocity in the particular oceanic

current environment of this study. Consequently, given

the time scale at which the signal has to be reconstituted

and the characteristics of the ocean currents in the region,

the domain width has to be adapted to the glider speed.

This gives us guidelines to make an attempt to gen-

eralize our results to other configurations. Consider that

the internal deformation radius of Rossby RD and the

characteristics of the currents’ velocityUoc of the region,

the glider speed relative to the water Ug, and the typical

time scale of the mesoscale features present in this re-

gion at which the signal has to be reconstituted, t, are

given. In light of our results, an optimum number of

gliders to deploy, Ng, as well as a size of the spatial do-

main to sample, defined by a domain width l (parallel to

the gliders’ trajectories) and a domain length L for the

perpendicular direction, can be suggested.

Considering the glider network topology used in this

experiment, the gliders would have to travel the domain

half-width in about a period:

t:
l

2
5Uct , (13)

with Uc being the mean domain crossing speed of the

gliders. In our sensitivity experiment, Uc and Ug are line-

arly related:

Uc5 kUg , (14)

with k 5 max(Uoc)/2 for oceanic currents with the fol-

lowing characteristics: a maximum velocity of 1.3m s21,

a mean velocity of 0.3m s21, and a standard deviation of

0.2m s21 in the 100 surface meters. Merging Eqs. (13)

and (14) gives for the domain width

l5 2kUgt , (15)

and the optimum sampling along the domain length L is

of one glider per internal deformation radius of Rossby:

L5NgRD . (16)

However, to generalize to other oceanic currents’

characteristics, some sensitivity experiments have to be

performed to validate the proposed relationship be-

tween k and the statistical characteristics of the oceanic

current Uoc.

A relationship between the survey error and the var-

iability scales of the domain has already been addressed

in an idealized study performed byWillcox et al. (2001).

In this study, they have developed survey performance

metrics that quantify vehicle energy consumption and

both spatial undersampling and temporal survey errors.

They aim to minimize these errors, by varying the total

duration of the survey and its spatial resolution. Some

sensitivity experiments show that the minimum error is

also strongly tied to the size of the survey domain and to

the number of vehicles used. A smaller error will be

achieved in the smaller survey domain, and using mul-

tiple vehicles was found to be the most beneficial and

straightforward method to improve survey perfor-

mance. It is interesting to test our results using this

survey analysis tool. In our study, the survey duration is

the same for each experiment, so the temporal survey

error does not vary. Besides, the gliders’ energy con-

sumption is not a limiting factor. We use a fixed survey

domain, and we perform a sensitivity experiment on the

number of gliders in the fleet, equivalent to varying the

spatial resolution. The combined spatiotemporal survey

error can be computed with Eq. (32) in Willcox et al.

(2001), using the estimate of themean spatial resolution,

for each fleet of gliders, but the same survey duration.

The combined spatiotemporal survey error ranges from

0.35 for 30 gliders to 0.68 for 2 gliders. With 10 gliders,

the survey error is 0.45. Using this survey error metric,

the choice of 10 gliders as an optimal solution is less

obvious than in our statistical analysis. But Willcox

et al.’s (2001) survey error metric does not take into

account the objective analysis reconstruction method

impact, which improves significantly the analysis field,

from 10 gliders.

6. Conclusions

This study provides a methodology to assess the ca-

pacity of an observing system composed with gliders. By

carrying out OSSEs in a midlatitude area in a very high-

resolution oceanmodel (,2km of horizontal resolution),

we have demonstrated the efficiency of a glider fleet to

sample a well-defined area at mesoscale in a particular

configuration. A network design has been elaborated, in

the shape of a ‘‘double comb,’’ and the sampling of fleets

of 2–30 gliders has been simulated in a control simulation.

JULY 2013 L ’ H �EV �EDER ET AL . 1489

Unauthenticated | Downloaded 04/12/21 09:34 AM UTC



With the glider sampled data, a method using objective

analysis has been developed to reconstitute the three-

dimensional tracer fields at a weekly time scale and at

a spatial resolution of 2 km 3 2 km. The analysis fields

have been compared to the original fields of the control

simulation, standing here for the real ocean. Analysis

skill evaluation has been performed with three perfor-

mance metrics: RMS and PC statistical metrics, and

a metric based on the objective analysis error. Finally,

the optimum number of gliders necessary to obtain

a good reconstitution of the original model field has

been evaluated. In this particular situation, the optimum

number of gliders has been demonstrated to take the

value of 10 gliders.

A relationship between the spatial scales of the sam-

pled area, the physical characteristics of the studied re-

gion, the chosen time scale, and the optimum number of

gliders becomes apparent in our particular experiment.

This suggests our results could be generalized to any

glider fleet deployment aimed to study the spatiotem-

poral variability of the mesoscale structures in a given

region. A simplemodel has been proposed, based on this

relationship, and could be used to provide a first guess

for the design of a glider fleet network. However, sen-

sitivity studies have yet to be done to test the reliability

of this simple model in other configurations.

In this study, amethod based on objective analysis was

used to reconstitute quasi-synoptic images of the ocean at

different depths. The shortcomings in the reconstruction

are most often related to the coverage, apart from the

particular case at 500-m depth, where they are related to

the analysis method and more particularly to the spatial

scale selection. Therefore, the analysis method provides

some depth in understanding of the results, also relevant to

design.Moreover, othermethods could beused to take into

account the information that could be extracted from dif-

ferent datasets (satellite, in situ), using the ocean dynamics,

like the data assimilationmethod. However, the advantage

of this objective analysis method is that it is relatively

easy to implement. There is no need for a complex nu-

merical model like for the data assimilation method.

This method enabled producing synoptic snapshots of

the 1000-m surface layer of the ocean at a given time

scale. In the same way as for the temperature, all the

other tracer fields that can be measured by gliders, such

as salinity, oxygen, fluorescence, or turbidity, could be

reconstituted. It could be very useful for designing an

observing system aimed at studying the processes in-

volved in the physical–biogeochemical coupling. How-

ever, this would require further studies, beyond the scope

of this paper, since the variability of these parameters is

likely to be slightly different from the temperature field

that was studied here.

Operational oceanography becomes widespread. There-

fore, the development of a systematic monitoring of the

1000-m surface layer of an oceanic region with a glider

network is now achievable and could be a very interesting

experiment. It could enable monitoring of the mesoscale

structures and their temporal evolution at a given time

scale, following the methodology developed in this study,

and revisiting the pioneering studies of the MODE ex-

periment (Robinson and Leslie 1985).

In perspective, one could go further in the optimiza-

tion of the number of gliders to deploy. The first idea

would be to study how to combine gliders with other in

situ platforms (Argo profiling floats, moorings, ships), in

the spirit of Alvarez et al. (2007). Moreover, one could

try to optimize the waypoints aimed by the gliders to

maintain an optimal network pattern, using a control

strategy following the example of Leonard et al. (2010).

Some efforts have been made in this study in this di-

rection by considering a piloting algorithm, the heading

‘‘Lekien correction’’ (Lekien et al. 2008), enabling the

gliders to operate in a region characterized by strong

currents. The next step would be to perform adaptive

sampling with some gliders, devoted to targeted obser-

vations of mesoscale features, revealed by a fixed net-

work, following the approach presented by Lekien et al.

(2008) and to carry out an evaluation of the impact of

these specific gliders’ sampling on the network scores

and the gain for the mesoscale (or even submesoscale)

structures’ reconstitution.
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APPENDIX

The Heading Correction Methods

The first method is the one implemented in the soft-

ware on board the real Slocum glider (Webb et al. 2001),

named ‘‘current correction.’’At each surfacing, the ocean

current is estimated as described in section 2, and used

on the subsequent dive to deviate the glider heading.

Figure A1 illustrates the different heading corrections’

capabilities. The computation of the corrected heading is

made at the surfacing time t5 1. The waypoint aimed is

translated by the ocean current direction u of the dis-

tance corresponding to the estimated distance traveled
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by the glider carried by the ocean current u during the

time D/Uglider needed to join the waypoint. Following

this corrected course (dotted–dashed black arrow), the

next surfacing position of the glider is estimated (black

glider scheme), adding the fixed distance traveled by the

glider d 5 Uglider dt in the corrected heading direction

and the ocean current drift deviation u dt. In the case

represented here, the glider is less deviated than in the

‘‘free flying’’ mode but it does not succeed in main-

taining the right heading.

In the second method, developed by Lekien et al.

(2008), the heading is adjusted to counteract completely

the deviation induced by the flow, when it is possible.

Two possible cases likely to occur with this method are

represented in Fig. A2. In the first case (gray scheme in

Fig. A2 or example in Fig. A1), the heading shift coun-

teracts entirely the ocean current deviation and induces

a movement in the desired direction. As shown in

Fig. A1, the position of the glider at the time t 5 1 is

translated as u dt parallel to the ocean current vector u.

Then, given a radius circle equal to the glider traveled

distance d 5 Uglider dt, the intersection between this

radius circle and the free-flying heading (dotted–dashed

light gray arrow) gives the next surfacing position of the

glider (dark gray glider scheme).

The heading shift b for full current compensation is

given by

sin(b)5 uGW/(djGWj) , (A1)

where u is the ocean current vector, GW is the vector

linking the glider position to the waypoint, and d is the

traveled distance of the glider between two surfacings.

This situation occurs when the right-hand side of the Eq.

(A1) is smaller than 1. In the other cases (black scheme

in Fig. A2), the currents cannot be compensated com-

pletely, and another heading shift b is computed, as the

angle that minimizes heading deviation:

b5 p/21 tg21(d/juj)1sin21(u3GW)/(jujjGWj) . (A2)

In the first case, as illustrated in Fig. A1, this method

sticks at each surfacing the glider trajectory to the direct

trajectory. In both cases, it is very efficient at preventing

the glider from deviating too much. In the simulations

carried out in this study, the Lekien correction has been

enabled, and it significantly improved the glider fleet

trajectory, although especially strong fronts and eddies

currents are crossed. This is the closer method to the one

recommended byDavis et al. (2009, p. 186), who provide

FIG. A1. Successive positions of the glider at the time of surfacing (t5 0, 1 and 2) when flying

freely to the waypoint (light gray), with the current correction at t 5 2 (black) and with the

Lekien correction at t 5 2 (dark gray). Ocean current u is taken constant in time/space for

simplicity.
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the following steering rule: ‘‘the vehicle heads directly to

the destination when good progress is possible and

heads across the current when progress is slow.’’
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