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Abstract. More and more Wireless Sensor Networks (WSNs) applica-
tions and protocols are proposed. Notably, critical applications, which
must meet time and reliability requirements. Works on the real-time ca-
pability of WSNs have been proposed [1]. In this paper we propose to
study the achievable reliability of WSNs, tacking into account the prob-
abilistic nature of the radio link. We define the reliability of a WSN to
be the probability that an end-to-end communication is successful (i.e.
the packet is received by the sink). We propose a theoretical framework
inspired by a reference model [5]. We use the framework to derive the
reliability of two types of routing schemes: unicast-based and broadcast-
based. We show that in the case of broadcast-based, the sink is a relia-
bility bottleneck of the network. We also discuss the impact of the MAC
scheme on the reliability.

1 Introduction

Wireless Sensor Networks (WSNs) are multihop large scale networks composed
of up to thousands of sensor nodes. They are usually deployed to monitor envi-
ronment parameters of an area, or to monitor some equipments (such as power
meters or gas meters). Sensor nodes run on batteries so they should consume as
little energy as possible in order to increase the network lifetime. Because WSNs
can contain lots of nodes, the financial cost of a node should be as low as possible,
this leads to design nodes with poor capabilities (computation, radio, memory,
etc...). For these reasons, research on WSNs mainly focused on self-organization
and energy consumption efficiency.

Nevertheless, new applications appear. Notably critical applications on which
human life and environment may depend. For example forest fire detection ap-
plication must send an alarm to the sink when a forest fire is detected. Such
applications require the respect of time constraints and a high reliability. In our
example, the fire alarm must reach the sink before a known time bound and
the probability that it reaches the sink must be high. This leads to ask which
constraints can be handled by WSNs. Part of the answer is given by previous
work [1], which derives a bound on real-time capacity of WSNs. However, this
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work does not take into account the probabilistic nature of the radio link. A
protocol that can meet end-to-end deadlines loses its value if its delivery ratio
is very low. The goal of this paper is to give an insight on what reliability is
achievable in WSNs. We provide a theoretical framework used to model the reli-
ability of WSNs. This framework is inspired form previous works [5] [10]. In this
paper, we define the reliability to be the probability that a packet is received by
the sink after H hops. The main contributions of this paper are the theoretical
framework and its application, with different sets of hypotheses, to derive the
achievable reliability of WSNs. Notably with a link reliability that depends on
the emitter-receiver distance and a broadcast-based routing scheme.

In section 2 we describe related works. In section 3 we present our theoretical
framework. In section 4 and 5 we apply the framework, respectively with a basic
and realistic propagation model. In section 6, we discuss the impact of MAC on
reliability results. In section 7, we conclude and give future works.

2 Related work

In the literature, some reliability models for WSNs have been proposed with
different definitions of reliability. The authors of [2] define the reliability of a
WSN to be the probability to have a minimum rate of information delivered to
the sink. They propose an algorithm in order to compute it. Nevertheless their
approach is not focused on failures coming from the probabilistic radio link but
more on node failures. In [9], the authors present a theoretical framework to
compute the reliability of transport protocols in WSNs. This framework uses
an elegant block diagram approach and includes several possible faults. Never-
theless, this is a high level model which not able to capture the complexity of
realistic communications in WSNs. In [3] authors study the reliability of multi-
path routing in ad-hoc networks. They take into account the probabilistic radio
link, but the link quality is not dependent on the emitter-receiver distance (it is
a parameter of the model) and they derive reliability equation for peer-to-peer
traffic, not convergecast as in WSNs. Our proposition is complementary to these
approaches. It focuses on the reliability of the end-to-end communications by
modeling physical, MAC and routing layers.

Several reliable communication protocols for WSNs have been proposed [13][11]
[12][7]. Our framework allows to understand better why these communication
protocols are reliable and also to develop new, and even more reliable, schemes.

3 Theoretical framework

3.1 Unreliable links

Usually, the signal transmitted through the wireless channel is not only atten-
uated by the distance between the emitter and receiver, but it also experiences
random attenuation coming from changes in the environment (moving objects,
etc). Due to this random attenuation, the reception of a packet is probabilistic,



i.e. there is a probability that a transmission between two nodes fails. In the
remainder of this paper we will consider two link models: a basic model in which
a node has a predefined set of neighbor and a probability that a packet sent is
correctly received by a neighbor, and a more realistic model in which the node
can potentially communicate with every node of the network with a probability
that depends on the emitter-receiver distance.

In the basic model, each node is provided with a set of neighbor nodes which it
can communicate with. Nevertheless the communications between a node and its
neighbors are unreliable. Indeed, a neighbor of a transmitting node can receive
the packet with a probability Pbcr. In this basic model we assume that the
probability is the same for all neighbor nodes.

The realistic model is based on the log-normal propagation model. In [14],
the authors advocate that it provides a realistic propagation model for WSNs.
In this case, the reception probability depends on the emitter-receiver distance
(at constant transmission power). The probability to receive correctly a packet
is a function: Pcr(d) with d the emitter-receiver distance. More information on
this model can be found in [4]. It is possible to consider packet retransmissions
in the probability formula as in [6].

We can notice that, in both models, we consider the probability for a node
to receive a packet is independent from the probability for another node.

3.2 Network topology

Our network model is based on [5] and [10]. N nodes are placed randomly and
uniformly on a disk of area 1. The sink is placed at the center of the disk.
Messages are generated by nodes in the network and must be routed to the sink
in a multihop fashion. We assume that the nodes are distributed uniformly on
the disk, thus on average there is one node in a 1

N
surface. We can also determine

the radius of a disk that contains d nodes on average:

R =

√

d

πN
(1)

We also assume that a gradient has been constructed in the network. As
in [13], a node is given a number that corresponds to the number of hops a
packet originated from this node has to do to reach the sink. In the case of the
basic model, the number of hops a packet has to do depends on the size of the
neighbors set of a node which is linked to the nodes range by equation 1. In the
case of unreliable links, the hop-count is difficult to evaluate because any node
can potentially communicate with the sink or with any other nodes (with a given
probability). We thus assume that the gradient is constructed using a threshold.
Above a given probability of reception threshold two nodes are considered to
be neighbors. Since we assumed the nodes are uniformly distributed, the nodes
with the same hop-count form concentric rings of width R centered on the sink,
as depicted on the left-hand side of Fig. 1 (In the case of realistic model, the
ring width depends on the probability threshold).



3.3 Protocols

In this work, we focus more on the influence of routing on reliability because
we are interested in end-to-end reliability. Nevertheless the impact of MAC op-
eration is discussed in section 6. We divide MAC schemes into two categories
regarding reliability, in the first, the MAC mechanism ensure that the packet is
received (no collisions or resolved collisions). In the second, the packet may not
be correctly received (unresolved collisions).

We use the number of hops as a routing metric. The shortest path is the path
composed of the less possible number of hops according to the gradient. When
the gradient is constructed, several metrics can be used (probability of reception,
energy,...). Thus many routing metrics can be mimiced by the number of hops
metric, by carefully constructing the gradient. We present two ways of routing
which lead to different reliability as it is shown in the remainder of this paper.

In unicast-based routing, a shortest path from the source to the sink is se-
lected (using the gradient). A node sends the packet to the neighbor which is
next in the path. In the remainder of the paper we derive the reliability formulas
of the presented schemes.

With a broadcast-based scheme, the packet is broadcasted to the neighbors
of a node (as in [13] for example). A set of potential forwarders compete to relay
the packet. In our case it is the nodes with a smaller hop-count (known thanks
to the gradient presented in section 3.2). The selection of the forwarder can be
made based on several criteria (signal strength, energy level, random, etc). In
this paper we do not detail this process and we assume that a unique node is
arbitrarily chosen among all potential forwarders which have correctly received
the packet.

4 Case 1: the basic radio link model

In this section we derive the end-to-end communication probability from the pre-
sented theoretical framework with the basic propagation model. Here we assume
that the first MAC scheme is used, i.e. no packet is lost due to MAC operation.

4.1 Unicast scheme

We consider that the routing scheme selects a path from the sender to the sink.
A node belonging to the path forward the packet to the neighbor that is next in
the path. The probability that one hop is successful is Pbcr. The probability that
the packet is correctly received by the sink after H hops is given by equation 2.

Pe2e 1u =

H
∏

i=0

Pbcr = (Pbcr)
H (2)

The number of hops depends on the range of a node:

H =

⌈

1

R
√
π

⌉

(3)



1
√

π
is the radius of the disk of area 1. The probability Pe2e 1u goes to zero

when R goes to zero (because H goes to +∞ and 0 ≤ Pbc ≤ 1) and it is equal to
Pbc when R ≥ 1

√

π
. It means that, in the case of the basic model, when there are

less hops, the communications are more reliable. This is true because Pbcr does
not decrease in function of the emitter-receiver distance. The basic model fails
to capture the fact that long communications are less reliable. Nevertheless it
is still useful when the difference between the furthest neighbor and the closest
neighbor of a node is small.

Using a large value for R is not only a problem because long range communi-
cations are unreliable (notice that increasing the power of transmission increases
the reliability) but also because it reduces the possible spatial reuse (simultane-
ous communications in the network) and thus reduce the achievable throughput
as mentioned in [5].

4.2 Broadcast scheme

In the case of broadcast-based routing, there is not only one forwarder but there
is a set of potential forwarders. This set is defined by the routing protocol used.
In our case, one of the shortest paths must be selected, the set of potential
forwarders is thus the nodes with a smaller hop count than the sender.

With the gradient information we can define the set of forwarders by deter-
mining the percentage of the neighbors of a node which have smaller hop-count.
If no gradient information is provided this percentage has to be determined
according to the routing scheme used.

Fig. 1. Surface S

As shown on Fig. 1, we assume that if a ring h has a sufficiently large radius,
it can be considered as two parallel straight lines at the scale of a node. This
is not true for rings close to the sink, thus a correction factor might have to
be considered. For exact calculation, see [8]. With this assumption, a node is on
average placed at equal distance from the ring edges. It means it has, on average,



an overlapping surface S with the lower ring. The surface S is the surface of a
segment:

S =

(

π

3
−

√
3

4

)

R2 (4)

The ratio between the surface of the disk defined by the range of the node
and the surface S is given by equation 5.

r =
S

πR2
=

(

1

3
−

√
3

4π

)

(5)

We know there are d nodes in the range of the node and, as nodes are
distributed uniformly, the number of nodes in an area is proportional to the
surface of this area. We thus define m the number of potential forwarders to be:
m = rd.

The probability that one hop is successful, in the case of broadcast-based
routing, is the probability that at least one potential forwarder receives the
packet. The probability that the end-to-end communication is successful is the
probability that every hop is successful. It is given by equation 6 for a H hops
path.

Pe2e 1b = Pbcr

H−1
∏

h=1

(1−
m
∏

j=1

(1− Pbcr))

= Pbcr(1− (1− Pbcr)
m)H−1 (6)

For the last hop the only potential forwarder is the sink so h ranges from 1
to H − 1. The last hop is thus less reliable because if the sink fails to receive
the packet, it is completely lost as in the case of unicast-based routing. The sink
can thus be seen as a reliability bottleneck. We can notice that the number of
potential forwarders m should be smaller for rings closer to the sink, because
these rings are smaller. In order to take this effect into account the surface S
should have to be computed using the technique from [8] where the exact surface
formula is given. Then m would be a function of h.

When m goes to +∞, (1 − Pbcr)
m goes to 0 thus Pe2e 1b goes to Pbcr. It

means that the more potential forwarder there is, the more reliable the end-to-
end communication is. But, the sink is a reliability bottleneck so Pe2e 1b does not
go to 1 when m goes to +∞. It means that by putting several sinks instead of
one at the center of the disk area we can increase the reliability. Similarly to the
unicast case, the reliability increases also when there are less hops. Nevertheless
same issues as unicast case, about long range communications and spatial reuse
appear.

Broadcast-based routing is more reliable than the unicast-based scheme. We
do not give a formal proof here, but intuitively, we observe that in the case of
broadcast-based scheme, to have a successful communication we need that, at



least, one node receives the packet. So if all communications but one fails, the
communication is successful. In the case of unicast, if the unique communication
fails the packet is lost. On the other hand, broadcast-based routing involves
more nodes. The potential forwarders have to be awake and wait for packets. A
mechanism for forwarder election has to be implemented in order to select the
forwarder. These mechanisms consume energy. This highlight a trade-off between
energy consumption and reliability.

5 Case 2: the realistic radio link model

In this section, we use a more realistic propagation model in order to derive
the end-to-end communication probability. In this case, the probability that a
packet is correctly received depends on the emitter-receiver distance.

5.1 Unicast scheme

With the unicast-based routing scheme, a path from a node to the sink is prede-
fined. Nevertheless in the case of the realistic model, every node in the network
can potentially communicate with every other node (in some cases this proba-
bility is very low). So two cases are possible, either the forwarder of a packet
sent by a node in the path must be the next hop in the path, or it can be any
node of the path closer to the sink, as in [7].

In the former case, a packet originated from a node in ring H has to travel
a distance of H ×R by doing H hops. The probability to reach the sink is thus
obtained by substituting Pcr(R) for Pbcr in equation 2. Here the construction
of the gradient is important. Indeed, if the probability threshold (mentioned in
section 3) is low the probability to receive correctly the packet for one hop is low
but a hop has a longer distance. On the contrary if probability threshold is high
the probability for one hop is high but a hop has a shorter distance. This latter
alternative is better for reliability (for example if a node is three hops away from
the sink with Pcr(R) = 0.95 then Pe2e = 0.86, with another gradient threshold
it is six hops away from the sink and Pcr(R) = 0.99 then Pe2e = 0.94) but more
hops lead more transmissions and thus to higher end-to-end delays.

In the latter case, every node on the path closer to the sink than the sender
can relay the packet. We assume that a node forwards a packet it has just
received only if no node closer to the sink has received it (only nodes belonging
to the path can receive the packet). We can notice that it is not a strictly unicast
solution because there are more than one receiver. A protocol which implements
this behavior is provided in [7]. For a packet originated in ring H, there are H−1
potential forwarders (plus the sink). For each potential forwarder, the probability
that it is elected is equal to the probability that it receives the packet and that
no node closer to the sink receives it. The end-to-end communication probability
is the sum of the probabilities that each node of the path is a forwarder and the
probability to reach the sink from the forwarder. The probability to reach the
sink from the forwarder is defined similarly to the end-to-end communication,



but with H being the ring of the forwarder. The end-to-end communication
probability is thus a recursive function defined by equations 7 and 8.

Pe2e 2u(0) = 1 (7)

Pe2e 2u(H) =

H−1
∑

h=0







h−1
∏

j=0

[1− Pcr((H − j)R)]× Pcr((H − h)R)× Pe2e 2u(h)







(8)

Fig. 2. Pe2e 2u in function of H for different transmission powers

Fig. 2 is a plot of equation 8 with H ranging from 1 to 5 and different
transmission powers (the transmission power here depends on a basis value Ptb).
We observe that, for the lower transmission powers, the probability of a successful
end-to-end communication decreases when H increases. For higher transmission
powers, probability can be higher for H = 2 than for H = 1. This is due to the
fact that the probability to communicate from the ring H = 2 to the sink is
high when the transmission power increases. The reliability in this case is higher
than in the strictly unicast case (intuitively a packet has more options to reach
the sink). Nevertheless, the former solution requires that all nodes of the path
closer to the sink than the sender are awake at each hop. This increases energy
consumption.

5.2 Broadcast scheme

With this scheme, a node can relay a packet if it is closer to the sink than the
sender and no node closer to the sink receives the packet. But unlike the unicast
second case, in this case, there are several potential forwarders in each ring h.
We thus have to determine the number of potential forwarders at a given ring,
the number of nodes closer to the sink and the distance of those nodes from



the sender (because the probability of reception depends on the emitter-receiver
distance).

Fig. 3. Link between surfaces and D

The number of nodes in ring h noted mh and the number of nodes closer to
the sink noted mh− are given respectively by equations 9 and 10

mh = ⌊(π(Rh)2 − π[R(h− 1)]2)N⌋ (9)

mh− = ⌊(π[R(h− 1)]2)N⌋ (10)

In order to compute the probabilities, we need to evaluate the distance be-
tween the sender and the potential forwarders. Since nodes are uniformly dis-
tributed on the disk, the number of nodes in an area is proportional to the size
of the area. The range of a node defines a disk area. Thus the first neighbor of a
node is at least at a distance that allows the two nodes to be in the same circle.
In our case we define areas as depicted on Fig. 3. The segments areas f and
g are defined in function of the distance D, so the emitter-receiver distance is
linked to the surface and the surface is linked to the number of nodes. We can
thus determine the distance between the sender and the nth node in the ring h
(notice that in this case again the circle corresponding to the range of node no

is approximated by a straight line).
The function f is the surface of segment of ring h, and is defined as follows:

– if 0 < D < R:

f(D,h,R) = cos−1

(

1− D

hR

)

(hR)2 − (Rh−D)
√

2hRD −D2 (11)

– if R ≤ D ≤ (2h− 1)R:

f(D,h,R) = cos−1

(

1− D

hR

)

(hR)2 − (Rh−D)
√

2hRD −D2

− cos−1

(

1− D −R

(h− 1)R

)

((h− 1)R)2 (12)



+(R(h− 1)−D +R)
√

2(h− 1)R(D −R)− (D −R)2

– if D ≥ (2h− 1)R:

f(D,h,R) = cos−1

(

1− D

hR

)

(hR)2 − (Rh−D)
√

2hRD −D2

− cos−1

(

1− D −R

(h− 1)R

)

((h− 1)R)2 (13)

The inverse function with respect to D gives the distance in function of the
surface (with S = n/N for the nth neighbor):

f−1(S, h,R) = D (14)

Similarly, the surface for nodes closer to the sink is given by equation 15:

g(D,h,R) = cos−1

(

1− D

hR

)

(hR)2 − (Rh−D)
√

2hRD −D2 (15)

and g−1(S, h,R) is defined similarly to f−1.
As in the second case of the unicast scheme, the probability of a successful

end-to-end communication is a recursive function defined by equations 16 and
17.

Pe2e 2b(0) = 1 (16)

Pe2e 2b(H) =

H−1
∑

h=0

{



1−
mh
∏

j=1

(1− Pcr(f
−1(

j

N
, h,R) +R× (H − h)))





×
[

mh−

∏

k=1

(1− Pcr(g
−1(

k

N
, h− 1, R) +R× (H − (h− 1))))

]

(17)

×Pe2e 2b(h)

}

The probability that an end-to-end communication, originated at ring H, is
successful is the sum of the probabilities for each ring that at least one node of
the ring h receive the packet, and no node closer to the sink receives the packet,
and the probability to reach the sink from ring h.

We can notice that when h = 0, f−1 and g−1 are equal to 0, mh is equal to
1 (the sink node) and mh− is equal to 0 (similarly, for h = 1, mh− is equal to 1
and g−1 is equal to 0).

Fig. 4(a) is the plot of equation 17 with N ranging from 50 to 2000 and H
from 1 to 5 with a power transmission of Ptb × 2. The probability of a successful
end-to-end communication increases with N up to a maximal value that depends
on H. The maximal value is less than one. By increasing the number of nodes
N , the number of potential forwarder in any ring increases but there is still only



(a) H varies and Ptb × 2 (b) Transmission power varies and H = 4

Fig. 4. Pe2e 2b in function of N

one sink so the probability cannot converge to one. As in the case of the basic
model, the sink can be seen as the reliability bottleneck of the network.

Fig. 4(b) is the plot of equation 17 with N ranging from 50 to 2000 and the
transmission power from 1×Ptb to 5×Ptb withH = 4. In this case, the probability
also reaches a maximal value. This maximal value increases with the transmission
power because communications are more reliable. We can remark that, by adding
sinks (enlarging the bottleneck), we improve the reliability without increasing
the transmission power, thus without spending more energy (indeed new sinks
consume energy but it does not reduce the network lifetime).

6 Impact of MAC

In the previous sections we consider that no packet is lost due to MAC operation.
The probability to lose a packet only comes from the radio propagation. In this
section, we consider that the probability to receive a packet is the probability
that the packet is not lost because of the MAC (unresolved collision) and that
it is not lost due to the propagation.

In the case of the unicast-based routing and the basic model the only change
is that the probability Pbcr in equation 2 is replaced by Pbcr nodet = Pbcr×Pno coll

with Pno coll the probability that there is no packet collision at the receiver.
In the case of broadcast-based routing and the basic model, if there is a

collision, it may prevent several potential forwarders from receiving the packet.
In the worst case, all the potential forwarders cannot decode the packet because
of the collision. In this case, equation 6 becomes:

Pe2e 1b = (Pbcr × Pno coll)× ((1− (1− Pbcr)
m)× Pno coll)

H−1 (18)

The broadcast-based scheme reliability is thus highly reduced by MAC un-
resolved collisions. Similarly, these results can be easily extended to the realistic
propagation model case with the same conclusions.



7 Conclusion and future works

In this paper we develop a theoretical framework which aims at studying the
reliability of WSNs. We apply it to two types of propagation models with dif-
ferent routing and MAC schemes. Our results show that the broadcast solutions
are more reliable than unicast based ones. Nevertheless, this comes at a price in
terms of energy consumption and throughput. We also conclude that the sink
is a reliability bottleneck in the case of the broadcast-based scheme. The pre-
sented framework allows a better understanding of the reliability of end-to-end
communications in WSNs and thus guide protocol designers’ decisions in order
to meet applications reliability requirements.

More information on WSNs reliability can be derived from our model, for
example we plan to further investigate the effect of the gradient construction
probability threshold on the reliability. We also plan to enhance our model by
taking into account correlations between reception probabilities of different nodes
of the same area. The influence of MAC and routing acknowledgment packet shall
also be considered.
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