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Quad Rotorcraft Switching Control: An
Application for the Task of Path Following

Luis Rodolfo Garga Carrillo, Gerardo R. Flores Colunga, Guillaume Sanghuja

and Rogelio Lozano

Abstract

This paper addresses the problem of road following usingaa gotorcraft equipped with an onboard
image processing system. The main objective consists ohatitg and tracking the road without a
priori knowledge of the path to be tracked. Special inteiesiso given to the development of efficient
estimation and control strategies for dealing with situadiwhen the road is not detected in the camera
image. Aiming at this goal, two operational regions are dgfinone for the case when the road is
detected, and another for the case when it is not. A switchitgveen the measurements of imaging
and inertial sensors enables estimation of the requireétleeparameters in both operational regions.
Additionally, for dealing with both aforementioned casasswitching control strategy for stabilizing
the vehicle lateral position is proposed. The system stalid verified not only in the two operational
regions, but also in the switching boundaries between tidm performance of the switching estimation
and control strategies is tested in numerical simulatiowbraal time experiments, successfully validating

the effectiveness of the proposed approaches.

I. INTRODUCTION

This work is motivated by the theory of switching systems #mel need to develop effective

Unmanned Aerial Vehicle (UAV) controllers and state estionsy not only for attitude and
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position stabilization, but also for successfully exeegta more complex predefined mission.
Enabling a UAV to perform a task in a completely autonomowshifan is perhaps one of the
most important and challenging control problems. Furtleganestimating the vehicle position

with sufficient accuracy is one of the important problemated with this subject.

The task addressed in this paper consists of performing tomamous navigation mission.
The objective is to enable a UAV to estimate and track a roath wo prior knowledge of
the path that must be followed. In addition, the mission nbgessuccessfully performed in the
presence of external disturbances, which are present mptirothe attitude angles, but also in
the vehicle translational dynamics. To further improve délsdonomy of the vehicle, the mission
is complemented with an autonomous take-off, as well as wildinding at some specific point
near the end of the road. With the purpose of simplifying thteerent complexity of the whole
aforementioned task, the complete mission is divided inte fhodes of operatiortake-off, v

alignment, lateral position (y-state)alignment, road tracking, andlanding.

The problem of stabilizing a quad rotorcraft using visuadieack has been addressed by
several research groups, see for example [1], [2], [3] aedréifierences therein. From previous
experiences performed, it has been found that proportidealative (PD) controllers work
efficiently, in practice, for stabilizing the UAV attitudeydamics [4]. In addition, these kind
of controllers have proved to be robust enough for appbecatihaving objectives similar to
the one being addressed in the present research [5]. In betfiopsly mentioned approaches,
the imaging system was used for estimating the vehicle laosal dynamics. However, the
strategies proposed there are not robust for dealing wittresl disturbances which may cause
the imaging system to temporarily lose the artificial landksaused for obtaining the vehicle

states.

Switching system ideas have been previously implementsdit@ UAV-related problems. The
implementation of different controllers with differentiga is addressed in [6], this approach is
adopted by the fact that the sole use of a PD controller in tsétipn dynamics is not enough
for attenuating the disturbances caused by, for example] gusts. In [7], the authors propose
a switching strategy for estimating the states of a UAV epet with imaging, inertial and
air data sensing systems, capable of dealing with instdniisne when the visual detection of

the landmark fails. Following a similar reasoning, in [8ethuthors present the analysis and
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control of a vertical take-off and landing (VTOL) aircrattsimulation level. By using a common

Lyapunov function, the stability of the complete systenvjakd into three modes, is proved.

In this paper, we aim at estimating and controlling the Vehielative position, orientation,
and velocity with respect to (w.r.t.) a road that must beciwkd. An onboard camera allows
estimation of the vehicle heading angle w.r.t. the longitatiorientation of the road. Similarly,
the imaging sensor is used for stabilizing the lateral distaof the vehicle in order to navigate
exactly over the road. With the objective of developing atsling control strategy for estimation
and tracking purposes, two operational regions are defioeéd:region for the situation when
the road is in the camera field of view (FOV), and another medaw when this is not the case.
The system stability is shown not only in the two operatiamglions, but also in the switching
boundaries between them. The performance of the switchimgra was tested in real time

experiments, successfully validating the effectivendsthe proposed approach.

The paper is organized as follows. Section Il presents tbhblpm statement. The methods
proposed to estimate the vehicle states are described flo®#t. The switching control strategy
and a discussion of the system stability are presented itioBet/. Section V presents the
guad rotorcraft experimental platform. Numerical simwalias, as well as the performance of the
UAV during real-time experiments are shown in Section Vindfly, Section VIl presents the

conclusions.

[I. PROBLEM STATEMENT

Fig. 1. Road following setup: The quad rotorcraft UAV undensideration is equipped with inertial sensors, an ulimgso
range finder, and a calibrated camera. The objective is toletiae UAV to estimate and track the road, with no prior krexige
of the path that must be followed.

In order to perform the road-following task, the quad rotaftmust be capable of measuring
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its angular dynamics, as well as its relative 3-dimensigualition and heading w.r.t. the road.
An image describing the scenario considered in the pregsetarch is shown in Figure 1. The
quad rotorcraft UAV platform is equipped with inertial sens, an ultrasonic range finder, and
a calibrated camera. The inertial system provides the ieelcgular dynamics, allowing the
development of a control strategy for attitude stabil@atiThe ultrasonic range finder points
downwards, directly measuring the altitude of the aeridlicle during flight. The camera is
installed on-board pointing downwards, in a manner thatglame formed by the helicopter
(B, B,) plane and the camer&@’,, C,)) image plane are parallel and have the same orientation,
see Figure 2. The camera and the aerial vehicle move togasheerigid body, therefore, by using
the image provided by the camera, vision-based strategiglsl e implemented for estimating

the vehicle states required during the navigation mission.

The present study addresses the problem of stabilizing ubd ¢ptorcraft UAV in 6 degrees
of freedom (DOF) during a road-following task. Such a pragedcan be detailed as follows. In
the first stage, the vehicle performs an autonomous takeeazf€hing the desired altitudg over
the road. At this point, the heading of the vehicle, exprédse, is driven to yield a parallel
positioning between the helicopteraxis (represented bjyg,) and the longitudinal direction of
the road (expressed by,). The helicopter forward speed, expressedibys kept to a constant
value while the distance betweéd?. and R,,, expressed bye, (see Figure 2), is regulated and

kept to a minimum value, achieving a flight path well aligned @entered w.r.t. the road.

The objective of this paper is to design a road followingteyg based on computer vision
and switching controllers, with the purpose of stabilizitg vehicle altitude, heading angle,
and lateral positionz v, andy states, respectively) w.r.t. the road, while traveling @tstant
forward speedi = ¢). Overcoming external disturbances while performing theigadion task
is also a subject of interest. In general, the traveling dpeay be time-varying. However, for

simplicity we will only consider here the case of constargesp

[1l. STATES ESTIMATION USING A VISION SENSOR

Suppose the camera-equipped quad rotorcraft is flying oveyad composed by straight
sections and smooth curves. If the distance between theawdderial vehicle (altitude state)

is appropriate, the road will be projected in the camera eralgne as a group of straight lines,
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Fig. 2.  Scheme of the road following mission: while flying at appropriate altitude, the road is projected onto the image

plane as a group of straight lines.
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Fig. 3. Scheme of the Hough transform method for line dedacti

see Figure 2. A straight line in the image plane can be seensegment of infinite length,
whose center of gravity belongs to the straight line [9]. Aesoe of such a representation can
be seen in Figure 3. By implementing the Hough transform owefbr line detection, a straight

line can be represented as [10]:
p = xcosl+ysind (1)
The center of gravityz,, y,) of each straight line detected can be computed as

zy=cos(@)p ;  y,=sin(d)p )
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where the super-indek stands for line;. Notice that it is possible to assign initial and final
bounds to the line. Let us defirie!, yi) as the initial point of the line, located in a place below
the image lower margin. Similarly, lét:%, y%) be the final point of the line, located in a place
above the image upper margin. If the line has a parameter0, the coordinatesz!, v) and

(2L, y%) will be defined as

vy =ag +D(=sin(0)) 5 y =y + T cos(d) 3)

xZF =1y — ['(=sin(0)) ; y% = yg — ['cos(0) (4)
wherel is a known constant defining the bounds of the line. In the vdsEep < 0, the point
(z%,yk) will be computed as in equation (3), while the point, v¢) will be computed as in
equation (4). The set of lines obtained from the projectibthe road on the image are grouped

together with the purpose of obtaining just an average lirtés average line will uniquely

represent the road in the image with a single pair of initrad &inal coordinates

1’1:%;1’% : y1=%;yf (5)
szgzx’ﬁ : ypz%Zy% (6)
i=1 =1

wheren is the number of lines grouped togethet;, y;) represents the initial (lowermost) road

coordinate, andzxr, yr) represents the final (uppermost) road coordinate.

Wrong line detections may occur due to unexpected situat{erg., changes in the scene
illumination), therefore, a method for identifying falsetdctions is required. In the developed
algorithm, every linei detected must satisfy a safety condition in order to be cemsd as
a member of the road. To achieve this, the final and initial coordisabé line ; are compared
with respect to the average initial and final coordinatesmated in equation (5) and (6). If the
coordinates of ling are far from the average values, linas considered as a false detection

and it is removed from further computations.

A. Computing the heading angle

The angle between the camefg axis and the line going frontzy, y;) to (zr,yr) can be

computed using the coordinatés;, y;) and (zr, yr) in the two argument arctangent function as
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follows

By, = arctangertyr — yi, xp — 1) (7)

The angle®+, is used for obtaining the desired heading arfgle which will align the vehicle
r-axis (B,) with the road longitudinal axi$R, ), see Figure 2. The desired heading anie

can be expressed as

Pa =P = 3 ®)

In equation (8) the ternf is subtracted because the andle, calculated using equation (7)
has its origin in the position corresponding to 3:00 hoursttmn clock. If 7 is not subtracted,
the heading measurement obtained when the heading anghe afehicle is aligned with the
direction of the road would be equal #90°. With this subtraction we adjust such measurement

to a value of0°.

B. Computing the relative lateral position

Consider an image-based distariag located between the road center of gravity projection
(zq,ye) and the vehicle center of gravity projectidng, yo) = (Cw/2,Cnu/2), whereCy and
Cy represent the image width and height respectively, in pixardinates (see Figure 2). For

the case, wheny > xr, one has

T1— T C!
Ce, = <I2 F+xF)—7W 9)

On the other hand, for the case when< xpr, x; must be replaced byr and vice-versa. The

lateral position of the aerial vehicle w.r.t. the road canelémated fronf'e, as

06
e, = 2—2 (20)
Qy
where z represents the altitude of the rotorcraft w.r.t. the roaw] a, represents the camera

focal length, in terms of pixel dimensions, in the directmhC),.

C. Trandational velocities

The vehicle translational velocities in the forward ancktat directions can be estimated by
implementing an optical flow algorithm in the camera imageour work, the algorithm of Shi

and Tomasi [11] is used to identify the mesh of points allgvan efficient feature tracking,
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i.e., the best textured points. After this step, the seteétatures are used by the pyramidal

implementation of the Lucas-Kanade algorithm [12] to eatenthe optical flow.

Consider the camera-vehicle arrangement moving in a 3+Biopal space w.r.t. a rigid scene.
The optical flow computed at an image point, y;) comprises translational and rotational parts

expressed as

OF i i
— TOF + ROF (11)
OF,;
where the translational part is
‘,tc
Tor = y° (12)
< 0 —oy u .
ZC
and the rotational part is
Z. s (ot &) 4 ]
OF — L(yz‘)Q Tiyi Wy (13)
(o +5-) oy —T .

The termsOF,; and OF,, are the optical flow components in theand y coordinates, re-
spectively, of the(z;,y;) feature. The termgz©, y¢, 2°) and (w,, w,, w,) represent the camera
translational velocities and rotation rates, respectiwehile o, anda,, express the camera focal
lengths.

During the optical flow computation process the, y;) features share the same movement
(rigid scene assumption). By using all the tracked feafutes mean values for the optical flow

in the forward an lateral direction can be expressed as
OF, = Vop + K,Vor, + Ror, (14)
OFy = VOFy + KyVOFz + Eopy (15)

whereOF, and OF, are the mean values of the optical flow (sensed in the imagedicade
system),Vor, represents the relative depth, akd and K, are known scale factors depending

on the intrinsic parameters of the camera. Applying a simalaproach to the one presented
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in [5], the rotational optical flow term&or, andFOFy are compensated and the pseudo-speeds

(Vor,,Vor,,Vor.) are deduced. This procedure yields

_Z@ = 4 (16)
Ol
Vv .
—a = g (17)
Y
Vor. = % (18)

where the fact that the camera and the vehicle share the savmmant has been used, i.e., the

velocity of the camera is equal to the velocity of the vehide(i¢, ¢, 2¢) = (&, 9, 2).

D. Computing the heading and the lateral position when the road is not detected

The computation of the desired heading angle and lateraligo®f the vehicle are compro-
mised by the sensitivity of the Hough transform method foeldetection. In addition to this, it
is not possible to estimate such parameters when the vakidligng over a region where the
road is out of the camera FOV. Then, a realistic scenario estgghat the image of the road
can be temporarily lost by the onboard camera. For this reas crucial to extend the results
presented in Sections IlI-A and IlI-B with the main objeetiof dealing with time events where

the road is out of sight. Aiming at this goal, let us define aabynsignals : [0,00) — {0,1} as

0 no line detection at time
s(t) = (29)
1 camera detects line at time

In equation (19)s(¢) allows switching between two different methods for compagtihe vehicle
states. Furthermore, for a given binary sigaand¢ > 7 > 0, denote byT(r,¢) the amount of
time in the interval(r,t) for wich s = 0. Formally, Ti(7, t) := f:(l — s(l))dl.

Let us consider first the desired heading angleUsing equation (19) it is possible to define

es(t) = s()va(t) + (1 = s(t)) v (Ti(7)) (20)

where4(t) is obtained from equation (8)inu(7s(7)) is the heading angle measured by the
IMU at the time when the binary signalchanges fron? to 1, and(t) represents the desired
heading angle that will be used in the helicopter controbathm. Given the lack of visual
information whens = 0, we decided to keep the yaw angle at a fixed value as long as the

road is not seen. Equation (20) allows switching betweena (desired heading provided by

October 3, 2013 DRAFT



10

the imaging algorithm, and (ii) a desired heading temptyralétermined by the IMU heading

measured at the time when the binary signahanges from 1 to O.

Consider now the computation of the lateral position of te&igle when the road is out of

sight. Equation (19) allows us to compute

enlt) = s(b)ey(t) + (1 s(t) (eym(fm / y(t)dt) (21)

wheree,(t) is obtained as in equation (1(),(7;(7)) is the lateral position measurement at the
time when the binary signalchanges from 1 to O, angt) represents the vehicle lateral velocity
obtained from equation (17). Notice that equation (21)vedlewitching between two different
approaches for estimating the vehicle lateral positiort.vitre road. In the first approach (when
s = 1) the lateral position is directly obtained from the detewtof the road in the camera
image (equation (10)). The second approach (whena 0) makes use of the lateral position
measurement at the time when the binary sighahanges from 1 to O, in combination with
the integral of the translational velocityduring the time the road is not being detected by the

vision algorithm, i.e., the amount of time in the interyal ¢) that s = 0.

IV. CONTROL STRATEGY

A normalized mathematical model for the quad-rotor is impated aiming at developing

the navigation control strategy [13]:

¥ = —uy(cos¢sinbcosp + sin ¢ siny)

J = —uy(cos¢sinfsiniy — sin ¢ cos))

z = 1 —wuy(cos¢pcosh) (22)
0 = wuy

95 = us

@5 = Uq
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The quad-rotor model in equation (22) can be written in aesspice form by introducing
X = (21, ...,26)7 €R®, Z = (21, ..., 2)" € RS, with states defined by

T =2 21 =10
Ty =T 22:6"
N 23)
Ty=Y | z=¢
Ty =2 25 =1
T = 2 26:¢

Using the non-linear model in equation (22) and the notatiom equation (23), the following

approximation is obtained

T = T 21 = &
Ty = —z1U 29 = U
1:3 = T4 2:3 = Z4
(24)
Ty = 23U 2y = ug
Ts = Tg 25 = 2
1:6 = 1- Uy 2:6 = Uy

In general, the vehicle never operates in areas wtére 7/2 and |¢| > 7 /2. For this reason,
the approximation in (24) is chosen for implementationeast of its non-linear version. This
kind of operation is satisfied even in research works whezentin-linear model is used together

with a feedback control law [14].

A. Operating modes for the road following mission

We divide the road following mission into four different g&s which are described next:

1) Take-off mode: The objective is to achieve the desired altitugde while avoiding drift in
the z-y plane.

2) y-alignment mode (x> AL): In this mode the vehicle has already achieved the desired
altitude. The task to be accomplished here is to align thecleheading angle w.r.t. the road
direction.

3) y-alignment mode (y AL): The vehicle is required to maintain a flying path well aligned

w.r.t. the center of the road.
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4) Tracking mode: In this mode, the forward displacement of the vehicle isiszaal in order
to navigate at constant velocity.

5) Landing mode: When the vehicle has reached a previously defined positian toethe
end of the road, the altitude is controlled in order to perfan autonomous landing. In the
current implementation of the algorithm, the end of the rsadot detected autonomously, i.e.,

a signal for activating the “landing” mode is manually geated.

B. Control Laws for each Operating Mode

The control strategy proposed in all the operating modessed on the idea that the global
system presented in equation (24) comprises two subsystimsttitude dynamics and the
position dynamics, with a time-scale separation betweemtlil5]. From this approach it is
possible to propose a hierarchical control scheme wher@dbkgioning controller provides the
reference attitude anglegy( ¢4 and4), which are the angles that must be tracked by the
orientation controllers. For the complete system analythis error dynamics of the model in

equation (24) are represented by the error tetms =, —z;, andz; = z;,—z;, withi € {1, ..., 6}.

1) Attitude Control: For the present study, the attitude dynamics controllehé dame in
all modes of operation An integral sliding mode control (ISMs proposed and implemented
on the platform. This kind of controller was chosen due tointsensitivity to model errors,
parametric uncertainties, and diverse disturbances Biigcifically, for the pitch dynamics case
the error equation is defined as = z; — 2;,. As shown in [17], let us select the following
switching function t

s(2,t) = 21 4+ 203 + A’ / Z(r)dr (25)
0

which depends on the pitch dynamics states. The parameterequation (25) is the slope of
the sliding curve, which should be greater than zero to enthe asymptotic stability of the

sliding mode. Computing the time derivative of equation)(86e has
§ = uy + 2z + N3 (26)

Considering the sliding mode conditien= 0 and using equation (26), one finds the equivalent
control
UQeq = —2)\22 — )\221 (27)
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In order to obtain a control law such that the state vecétoremains on the sliding surface

s(z,t) =0,V t >0, a Lyapunov function candidate is defined as

v(s) = 38 (28)

A sufficient condition for the stability of the pitch sub-$gm can be satisfied if one can ensure
that the following condition holds

: 1d
io(s) =55 < —nlsl,  n=0 (29)

Then, the system remains on the sliding surface and thesstatererge to the origin. From this,

s$ < —n|s| and the controller must be chosen such that
Uy = Uy, — Ksign(s) (30)

where K is a positive real number. Following a similar approachsitpossible to obtain the

controllers for the yaw and roll angle dynamics.

2) Position Control: As previously explained, the position control has well dediobjectives
for each operating mode. Even though the control objectwedifferent, the same control law

structure is applied for all the operating modes.

Motion in the z — y plane is accomplished by orientating the vehicle thrustorem the
direction of the desired displacement. As a consequeneeatiglesd, and ¢4 act as virtual
controllers for the position dynamics. The control laws goeed for thez and x dynamics,

respectively, are expressed by the following equations

ur = kp(w5 — x5,) + kuz(v6 — @6,) — 1 (31)
ed _ kpx(l'l—l'ld)+kvx(l'2—l'2d) (32)
U1

where k.., k.., k,. andk,, are positive real numbers. Notice that, in the present egidin,
we are not making use of the term_, which represents a desiredposition. As previously
explained, we are only interested on regulating the forwaidcity, therefore, equation (32) can
be reduced to

kv:v («T2 - x2d)

U

0, = (33)

In order to avoid singularities, the initial error betwede tquad-rotorcraft altitude state and its

corresponding altitude reference should be small. It isthvorentioning that, when the altitude
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error converges to zero, the value ©f approaches the valuel. This means that the error

converges only locally, avoiding the singularity.

The lateral position stabilization makes use of two PID oaiférs, one for the case when the
road is being detected and the other for the case when it isAftbiough both PID controllers
are similar, they are designed having different parameWteen the road is inside the FOV, the
gains of the control algorithm are tuned to behave as a PDraltertsince the vehicle needs
to regulate itsy coordinate at a minimum valuey (= 0) as fast as possible [6]. On the other
hand, when the camera loses sight of the road, a switchiagegy allows using a different
method for measuring the vehicle angle andy position. Additionally, the parameters of the
positioning controller switch to alternative values entimi@ a Pl controller. In both cases, the
control objective is to regulate the; state to the origin, i.ersq = 0.

« Control scheme implemented when the road is detected: ddbéek control law is

1
z3 = u—l(—kLsxs — kravs — kLIf) (34)

where k.3, kr4 and k;; are positive real numbers. Here, the additional stateas been
introduced, whose dynamics are given By= z34 — 23 = —z3. Using the control in

equation (34), the closed-loop system of the lateral dynansi

T3 = X4
T4 = —kpaws— kpaxy — ki€ (35)
é = —I3
Equation (35) can be representedégs= A e, wheree, = (z3,14,€)" and
0 1 0
Ap = —krs —kpa krr (36)
-1 0 0

« Control scheme implemented when the road is not detectectahtrol scheme proposed is
the same as given by equation (34), with the only differermiada set of different gains.

The closed-loop system is representectas- Aye,, where

0 1 0
Anr = —knrs —knpa knrr (37)
—1 0 0
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andkyrs, knra @andkyr; are positive real numbers.

Remark 1: The controller parameters of both operational regions vegljested independently
following an heuristic approach consisting of two main steghich are described next. During
the first step, special care is taken to stabilize the veliade dynamics, which corresponds to
the angular behavior. The parameters associated with tpdarrate are adjusted first, until an
appropriate angular rate response is obtained. Followisgndar method, the next parameter
to be adjusted corresponds to the attitude control paramé&tier both parameters have been
adjusted properly, an autonomous hover flight experimeneitormed to verify the effectiveness
of the tuning procedure. The second part of the adjustmertdepiure is devoted to stabilizing
the vehicle translational dynamics, which involves the lenpentation of visual feedback in
the control strategy. First, the parameter correspondintpé translational velocity is adjusted
until the vehicle translational drift is almost eliminatédiext, the parameter associated with the
translational position is tuned to obtain an appropriateal®r of the controller for stabilizing the
3-dimensional position of the vehicle over road area. Thmmljective behind the procedure just
described is to minimize the tracking error, in order to obthe most appropriate angular and
translational behavior. For the first case (road detectbd)gains were selected &g; = 1000,
krs = 850 andk.; = 0.1, while in the second case (no road detected)as = 1000, ks = 1

andkypr = 9.5. In this way, the system presents a switched-system cleaistat.

C. Sability Analysis of the Lateral Position Control

We now present a study concerning the stability of the systemass switching boundaries,
i.e., in the regions where the control parameters of equaisd) switch to different values.
In fact, it is possible to find a common Lyapunov function fbe tclosed-loop system of the
two controllers proposed for the lateral dynamics [18].I6wing such approach, similar pole
locations have to be chosen for both cases, i.e., when tlteisodetected and when it is not.

However, this is not the present situation since differeanihgalues are being applied.

Let d. be defined as the distance measured from the vehicle cengeawty projection (in the
road plane) to the point where the camera loses the imagesabtd (see Figure 4). From this,

a state-dependent switched linear system can be definech wiili be given by the closed-loop
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projection of the vehicle
center of gravity

Fig. 4. The distance measured from the vehicle center ofitgrawojection in the image plane to the point where the camer
loses the image of the road is defineddasThe distance between the vehicle center of gravity primeand the road is defined

asxs.

system (36)-(37), together with the following switchingnditions

ANLey if xTs3 S —dc ors=20
&y = Ape, if —d.<wx3<d. ands=1 (38)
Anrey if z3 > d. ors=20

A switching event can occur in system (38) every time theetiajry crosses switching surface.

For the case under consideration, the switching surfaeesramountered when the system changes
from ¢, = Are, to ¢, = Anre,, and viceversa. In general, there is no need to associake eac
subsystem in (38) with a global Lyapunov function. In fattisi enough to require that each
function V; decrease along solutions of tli¢h subsystem in the region where this system is

active.

The stability of the overall system (38) is accomplished wh@ individual subsystems are
stable, and (ii) the overall system remains stable when &king surface is crossed. Indeed,
it is possible to verify that individual subsystems of theitshing system (38) are globally
exponentially stable. Furthermore, if the switching betwéndividual subsystems is sufficiently
slow, the entire system (38) will be globally exponentiadhable [19]. Aiming at this goal, let
us define a dwell time,; satisfyingt,,; — t,, > 74, Wheret,, (for n = 1,2,3,...) represents a
switching time. Next, it is required to investigate the lovicound onr; from the exponential

decay bounds of the subsystems as follows.
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As previously mentioned, individual subsystems are glgbatponentially stable, then there

exist Lyapunov function$/,, Vy; which, for some positive constants, b;, and¢; satisfy [20]

ailley||* < Vi(ey) < bille, [|? (39)
and
ov;
a—eyAiey < —cilley? (40)
for i = {L, NL}. Combining (39) and (40) we have
3‘/; C;
Z A < 2V
8€y Aley — b2%<ey) (41)
This implies that
Viley(to +7a)) < € 7 7Vile, (t0)) (42)

Let us consider two switching times;, ¢}, and let us also assume that subsystgra- A;e,
is active on the interval € [ty,t1), while subsystend, = Ay e, is active ont € [t1, ;). From
inequalities (39)-(42) it follows that

b by, _evL,
Vi(t2) < —LVNL(tz) <L e “Vii(th) (43)
aNL aNL
and also
Vi (ty) < DNEOL (G )y, (4 (44)
aranr

In order to find the lower bound on it is sufficient to ensure that (see Theorem 1 of [21])

VL(ta) — Vi(to) < —plley(to)] (45)

wherep > 0. It is now straightforward to compute an explicit lower bduon 7,;, which
guarantees that the switched system (38) is globally asytmptly stable [22]

b+ b bib
> LoD DLONL (46)

cr +cNL arLanfg,

The lower bound orr; can be satisfied by adjusting, b;, and¢;, for i = {L, NL}, which
depend on the controller gains and the Lyapunov function.
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Fig. 5. UAV experimental platform: The quad-rotor equippeith imaging, inertial and altitude sensing systems.

V. EXPERIMENTAL PLATFORM
A. Quad-rotor experimental vehicle

The quad-rotor used during the real time application is shamw Figure 5. It has been
built using a group of commercially available componentse Dody frame is an MK-40 from
MikroKopter. The distance between same axis rotors is 40Motors are BL-Outrunner from
Robbe ROXXY, which are driven by BICtrl I12C electronic speeahtrollers. The weight of
the rotorcraft is 1.1 kg. It has a 11.1V - 6000 mAh LiPo batteayjowing an autonomy of
about 15 minutes. The onboard electronics are based on aviGédd, equipped with a Texas
Instruments DM3730 System On Chip (SOC). The SOC benefits fraving an ARM CortexA8
core running at 1 GHz, and a C64x+ DSP core running at 800 Mtz ARM core allows
execution of Linux, as well as its real-time extension XeaonThe control law is executed
in real-time at a 100 Hz frequency. The quad-rotor sensdrarisists of the next group of
components. Inertial measurements are provided at 100 Hndans of a 3ADMGX3-25 IMU
from Microstrair®. A SRF10 ultrasonic range finder provides the vehicle alétat 50 Hz in
a range between 0 m and 2 m. All the previously mentioned commts are fully embedded

onboard the vehicle.
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B. Embedded vision system

The vehicle is equipped with a PlayStatforEye camera whose focal length (g., f,) =
(270.87,271.76) pixels. The camera is capable of providing 120 images pargkat a resolu-
tion of 320x240 pixels. The camera points downwards which allows olasgrthe scene below
the vehicle. The images provided by the camera are proc&gsedmputer vision algorithms in
order to estimate the helicopter translational velocityha x — y plane, the heading angle, as
well as the lateral position w.r.t. the road direction. Translational velocity in the —y plane is
obtained from an optical flow algorithm, which is based ongiieamidal Lucas-Kanade method.
For this purpose, the algorithm uses two pyramid levels,cb@ag for 64 characteristic features
in the image. A Harris affine region detector was implementegerform the characteristic

features detection.

The computation of the heading angle and lateral positiath@fvehicle is based on a Hough
transform technique for line detection. With the objectofeexecuting the Hough transform
computation in the on-board DSP, the Hough’s accumulatostrfitiin the DSP cache, which
is possible if the resolution of the and# parameters from equation (1) are properly selected.
Based on the chosen resolution, a lookup table containiegdifierent values of sines and
cosines is generated and stored in the DSP cache. The imagis pre read in groups of 8
(1 octet) with the purpose of effectively filling the accumalr. It is worth mentioning that
reading 1 octet or a group of 8 octets requires the same nuailogcles for the DSP. Then, the
computations of the Hough transform are optimized for a eraggxecution in the DSP, which
is capable of performing several additions, subtractiomgltiplications and scalar products at
the same time. The embedded DSP allows computing the offteal(translational velocities)
and Hough transform (heading angle and lateral positiorpaard at a 100 Hz frequency. A
raw image obtained from the onboard camera while the veisdlging over the road is shown
in Figure 6 (a). Gray scale and black and white images oldaafter preprocessing steps are
shown in Figure 6 (b) and Figure 6 (c), respectively. Speadlific the grayscale image is used
by the optical flow algorithm, while the black and white imaigeused by the algorithm for
line detection. Finally, the post-processed image wheeertlad detected has been highlighted

is shown in 6 (d).
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(b) Grayscale Image.

(c) Black and White Image. (d) Post Processed Image

Fig. 6. Image obtained from the onboard camera while the UsNlying above the road: (a) the raw image provided by the
camera; (b) gray scale image used for optical flow computati black and white images used in Hough transform alorjt

(d) the post-processed image where the detection of therasdeen highlighted.

C. Ground station

The rotorcraft is wirelessly linked to a ground station PQieve a graphical user interface
(GUI) based on the QT application allows monitoring and oaltihg the vehicle. The user can
visualize, in real time, graphics representing the measentés from the on-board sensors, as
well as graphics representing the control law computatipis. also possible to modify (online)
the parameters of the control laws, as well as the implerdefiiters. The rotorcraft can also
be manually controlled by a human pilot using a PlaySt&®ioystick, which is linked to the

ground station by means of a BlueToB¥hlink.
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1
-2 0

Fig. 7. Simulation of the road-following mission: The 3-dinsional trajectory flown by the vehicle. The black line esants

the vehicle displacement.

VI. SIMULATIONS AND REAL TIME EXPERIMENTS
A. Numerical Smulations

The control strategy developed in Section IV has been dedifpr the quad rotorcraft model
approximation in equation (24). In order to show that theaot#d controller can also be used
to control the non-linear plant in (22) as long as the pitcld aall angles are small, we
have performed a set of numerical simulations. The simarasicenario follows the procedure
previously explained in Subsection IV-A. A synthetic roaavimg two smooth turns has been
designed, and was used as the desired reference that tlodeveds to follow during navigation.
The desired altitude is set 8170 m over the road. A ramp profile was used for modifying the
desired velocity from: = 0.0 m/s tox = 0.3 m/s during the first stages of the navigation, and

also for modifying the desired velocity fromh= 0.3 m/s toz = 0.0 m/s before landing.

As can be seen in the set of set of Figures 7-11, the contneddorms well in spite of the
non-linearities of the plant. Figure 9 shows a disturbamcéhe y state reference signal (blue
line) att = 18 seconds. Notice how the proposed controller maintainslgyabf the system
even in the presence of these unexpected behaviors. FrameFlg it can be observed that the
pitch and roll angles are always kept at very small valued,aso that the induced disturbance

produces only small effects on them.
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Fig. 9. The(x,y, 2) states during the simulation test. The solid black line espnts the behavior of the rotorcraft. Notice
how the system remains stable despite a disturbance ig giate reference signal (dashed blue line} at 18 seconds. This

demonstrates that the proposed controller is effectivedéaling with these unexpected behaviors.

B. Real Time Experiments

The ultimate test for the proposed estimation and contrakegies consists on verifying its
proper operation when used during real-time experimenisirdy at this goal, a road model
having two smooth curves was built and installed in our expental area. The experimental

procedure can be described as follows.
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Fig. 10. Translational velocities during the simulatiosttelhe solid black line represents the behavior of the co#dt. The
forward velocityz is kept at 0.3 m/s, while the lateral velocifyand altitude velocity are both kept around zero. Ramp profiles
were used for increasing-decreasing theeference value. The variation ifnatt ~ 18 s is caused by the induced disturbance.

The rotorcraft starts its mission on the ground, exactlyitmeed over the road. Next, an
autonomous take-off is performed, achieving a desiretudki of 0.70 m over the road. Once at
this height, the embedded camera detects the road. Therighagormation allows heading and
lateral position stabilization for achieving a flight patlelaligned w.r.t. the road. The vehicle is
then required to navigate forward at a desired speed-ef0.3 m/s, while regulating its heading
angle« and lateral positiony w.r.t. the road. In order to achieve a smooth transition fram
forward velocity of: = 0.0 m/s to a forward velocity ofi = 0.3 m/s, a ramp velocity profile
is implemented, in such a way that the velocity slowly insesaafter the take-off task. Once
the vehicle is near to the end of the road segment, the landipgrformed autonomously, and
the rotorcraft descends slowly to the ground. Again, a raelpoity profile is implemented, in
such a way that the forward velocity slowly decreases friom 0.3 m/s toiz = 0.0 m/s before

the landing task is engaged.

During the execution of the autonomous navigation expertyan external force (disturbance)
was applied in the lateral dynamics of the vehicle. The distnce coerces the quad-rotor to

displace arbitrarily in they direction, making the imaging system unable to detect tlagl for
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Fig. 11. The rotorcraft Euler angles during the simulatiest.t The solid black line represents the behavior of therccdé.
Notice that the pitch anglé9) and roll angle(¢) are both kept small. The heading angtg) is represented w.r.t. the inertial
reference, and describes the heading that the vehicle macdt in order to handle the two curves of the road. From (thg
graphic, notice that the difference between the actual\beh#black line) and expected behavior (dashed blue liseyery

small.

several instants of time. Specifically, the external pédtion has the purpose of demonstrating
the effectiveness of the estimation and control strateglesn the switching procedure occurs. It
is worth mentioning that, during the experimental applaratthe maximum time that the road

stayed out of sight was around 3 seconds.

A 3-dimensional reconstruction of the path navigated by ritercraft during the real-time
experiment is shown in Figure 12. In this Figure, the rotaftctrajectory is represented w.r.t.
an inertial coordinate fram&, whose origin is located at the quad rotorcraft initial piosi.

It can be seen that the vehicle performs the road followingsion inside a rectangular area
of 6x6 meters. The projection of the rotorcraft displacemenhin(t:, y) plane can be seen in
Figure 13. It is worth mentioning that the forward displaeg(relative to the body fixed frame)
is obtained by integrating the optical flow measured in thevémd direction. On the other hand,
the rotorcraft lateral position is obtained from two methodhe first of them directly applies
equation (10), which provides the lateral position of thaigke relative to the road. The second

method corresponds to the integration of the optical flowth@ lateral direction, during the
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instants of time when the road is not detected by the visictesy.

The inertial coordinates shown in Figure 12 and Figure 13ddtained after rotating both
the (z, y) states around the-axis using a gymbal like rotation matrix. Specifically, ttotation
matrix makes use of the heading angle provided by the onbid&itd The computation, which
is described in equations (47) and (48), generates the 8rdiional trajectory of the vehicle

with respect to the inertial frameé.
7y = / cos (1)) (£)dt — sin(w())y(2) 47)
7, = / sin(u(t) )i ()dt + cos(6(t))y(t) (48)

The three translational states are shown individually guFe 14. Herex = 10 m represents
the longitudinal dimension of the road, which is also thaltdistance flown by the quad-rotor in
the forward direction. This measurement was based on tegriation of the optical flow sensed
by the camera in the direction. They state represents the lateral position of the quad-rotor
w.r.t. the road. An external perturbation in thedirection can be seen at= 25 seconds. The
rotorcraft translational velocities are shown in Figure Netice that, during navigation, the
forward speed: is maintained at 0.3 m/s, while the lategaland altitudeZ velocities are kept

near zero.

The switching between the two different state estimatiquregches is illustrated in Figure 16.
The variables (the graphic in the middle) shows the instants of time whenrttad is being
detected { = 1) and when it is not being detected £ 0). The upper graphic represents the
desired heading angle that will align the rotorcraft hegdaith the road direction, as obtained
from equation (20). The lower graphic represents the |hfgwaition error as computed from

equation (21). A zoom to the region where the switching ocggsishown in Figure 17.

Finally, the rotorcraft Euler angles, as obtained direéttyn the embedded IMU are shown
in Figure 18. The pitch angl€)), shown in the upper graphic, is kept to a small value which
ensures forward displacement at the required velocity. roieangle (¢), shown in the middle
graphic, is also kept small. However, when it is required dorect the lateral position error
induced at around = 25 seconds, the roll magnitude increases until reaching abainlesired

lateral position w.r.t. the road. The lower graphic showes hleading angl¢y)) described by the
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Fig. 12. Road-following mission: 3-dimensional reconstion of the path navigated during the real-time experimdtite
dashed blue line plotted in they plane represents the position of the road model. The blaekripresents the actual vehicle

displacement.

rotorcraft in order to handle the two curves of the road. Tleading angle is represented w.r.t.

the inertial reference frame whose origin is at the quaderutitial position.

Figure 19 shows an image of the rotorcraft in the experimemt&a during the real-time tests.
In addition, a video showing the quad-rotor while perforgnthe road following experiment can

be seen at

http://youtu. be/tm ApYi 3t T4

VIlI. CONCLUSION

The problem of road following using a quad rotorcraft eqegwvith a fully embedded imaging
and control system was addressed. The goal of this reseansdists of estimating and tracking
a road without a priori knowledge of the path to be trackedwa#i as of deriving efficient
estimation and control strategies for dealing with sitagiwhen the road is not detected by the
vision system. Two main operational regions were define& fon the case when the road is
detected, and the other for the case when it is not. A switchgtween measurements coming
from imaging and inertial sensors was used in order to egtirtee vehicle parameters required
in both regions of operation. In addition to this, a switchitontrol strategy for stabilizing the

vehicle lateral position was proposed. The system stgbiias verified not only in the two
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Fig. 13. The trajectory described by the rotorcraft, prigddn the(x,y) plane. The dashed blue line represents the position

of the road model. The black line represents the actual lesklisplacement.
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Fig. 14. The(z,y, z) rotorcraft states: The perturbation in the lateral dyna(istate) is shown at = 25 seconds.

operational regions, but also in the switching boundaretsvben them. The performance of the
switching strategies for sensing and control was testednumaerical simulation and a real time
application. The experiment allowed to validate the effectess of the proposed methods for
autonomously performing the task of road following in thegance of external disturbances

and unexpected failures of the imaging system.

Future work will concern a hybrid scheme for switching notyodifferent controller gains
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Fig. 15. Translational velocities during the experimertieTorward velocityz is kept at 0.3 m/s, while the lateral velocigy

and altitude velocity? are both kept around zero. The variationgirat around 25 s is caused by the external perturbation.
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Fig. 16. Behavior of the switching signals;, s andeys. The graphic in the middle represents the instants of timenathe
line is being detecteds(= 1) and when the line is not being detected=£ 0). During the take-off and landing phases the
switching signals is kept fixed at a value of = 1. Once the desired height is reached, the signadries according to the

situation encountered, i.es,= 1 when the road is detected, ard= 0 for when the road is not detected.
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Fig. 17. A zoom to the region where the disturbance occurg Opper graphic shows how thesignal changes between 1

and 0. The lower graphic shows how the switching strategyémites the lateral position measurement.
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Fig. 18. The rotorcraft Euler angles as obtained directiynfthe embedded IMU: The pitch angle) is kept to a value which
ensures forward displacement at the required velocity. fBlleangle (¢) is kept small. The heading angl®) is represented
w.r.t. the inertial frameZ.

but also different control strategies.
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19. Road-following mission: The rotorcraft flying inetlexperimental area during real-time tests.
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