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#### Abstract

We consider a numerical scheme associated with the iterative method developed in [34] to recover initial conditions of conservative systems. In this method, the initial conditions are reconstructed by using observers. Here we use a finite-difference discretization in space of these observers and our aim is to prove estimates of the errors with respect to the mesh size and to the number of steps in the iterative method. This is done in the particular example of the 1 d wave equation. In order to avoid restrictions of the number of steps with respect to the mesh size, we add a numerical viscosity in the numerical observers. A generalization for other equations is also given.


## 1 Introduction and main results

The aim of this article is to consider and analyze an iterative method based on observers to reconstruct initial conditions of some evolution equations. More precisely, we focus on a method developed in [34] to recover the initial conditions for reversible infinite-dimensional systems. Our aim is to analyze this method when we discretize the evolution equations. In order to do this, we recall the method considered in [34] for a 1d wave equation and we then discretize this equation by using the finite difference method on a uniform mesh. Nevertheless, our approach can be extended to other systems and to other numerical discretization methods (see Section 7).

Let us consider the 1 d wave equation:

$$
\begin{cases}\partial_{t t} v-\partial_{x x} v=0 & \text { in }(0, \tau) \times(0,1),  \tag{1}\\ v(t, 0)=0 & \text { for } t \in(0, \tau), \\ \partial_{x} v(t, 1)=0 & \text { for } t \in(0, \tau), \\ v(0, x)=v^{0}(x), \quad \partial_{t} v(0, x)=v^{1}(x) & \text { for } x \in(0,1)\end{cases}
$$

It is well-known that system (1) is well-posed for

$$
\begin{equation*}
\left(v^{0}, v^{1}\right) \in H_{L}^{1}(0,1) \times L^{2}(0,1) \tag{2}
\end{equation*}
$$

where

$$
H_{L}^{1}(0,1):=\left\{v \in H^{1}(0,1) ; v(0)=0\right\}
$$

(see, for instance, [5] for the definitions of the Lebesgue and the Sobolev spaces). In particular, for initial conditions satisfying (2), there exists a unique solution $v$ of system (1) verifying

$$
v \in C\left([0, \tau] ; H_{L}^{1}(0,1)\right) \cap C^{1}\left([0, \tau] ; L^{2}(0,1)\right) .
$$

[^0]Moreover, if we define the observation $y$ by

$$
\begin{equation*}
y(t):=\partial_{t} v(t, 1) \quad \text { for } t \in(0, \tau), \tag{3}
\end{equation*}
$$

then, from the admissibility of the observation operator (see, for instance, [37]), we have

$$
y \in L^{2}(0, \tau)
$$

The corresponding inverse problem consists in recovering the initial data $\left(v^{0}, v^{1}\right)$ of (1) by using the observation $y$ defined by (3), where $\tau$ is a positive time to be determined.

In order to solve this inverse problem, Ramdani, Tucsnak and Weiss propose in [34] an iterative algorithm. They define the two following forward and backward operators $F_{y}, B_{y}$ :

$$
\begin{equation*}
F_{y}: H_{L}^{1}(0,1) \times L^{2}(0,1) \rightarrow H_{L}^{1}(0,1) \times L^{2}(0,1), \quad\left(q^{0}, q^{1}\right) \mapsto\left(q(\tau), \partial_{t} q(\tau)\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{cases}\partial_{t t} q-\partial_{x x} q=0 & \text { in }(0, \tau) \times(0,1),  \tag{5}\\ q(t, 0)=0 & \text { for } t \in(0, \tau), \\ \left(\partial_{x} q+\partial_{t} q\right)(t, 1)=y(t) & \text { for } t \in(0, \tau), \\ q(0, x)=q^{0}(x), \quad \partial_{t} q(0, x)=q^{1}(x) & \text { for } x \in(0,1),\end{cases}
$$

and

$$
\begin{equation*}
B_{y}: H_{L}^{1}(0,1) \times L^{2}(0,1) \rightarrow H_{L}^{1}(0,1) \times L^{2}(0,1), \quad\left(q_{b}^{0}, q_{b}^{1}\right) \mapsto\left(q_{b}(0), \partial_{t} q_{b}(0)\right), \tag{6}
\end{equation*}
$$

where

$$
\begin{cases}\partial_{t t} q_{b}-\partial_{x x} q_{b}=0 & \text { in }(0, \tau) \times(0,1),  \tag{7}\\ q_{b}(t, 0)=0 & \text { for } t \in(0, \tau), \\ \left(\partial_{x} q_{b}-\partial_{t} q_{b}\right)(t, 1)=-y(t) & \text { for } t \in(0, \tau), \\ q_{b}(\tau, x)=q_{b}^{0}(x), \quad \partial_{t} q_{b}(\tau, x)=q_{b}^{1}(x) & \text { for } x \in(0,1)\end{cases}
$$

Then, they consider the sequences

$$
\begin{equation*}
\left(a^{(n)}, b^{(n)}\right)=\left(B_{y} \circ F_{y}\right)\left(\left(a^{(n-1)}, b^{(n-1)}\right)\right), \quad n \in \mathbb{N}^{*} \tag{8}
\end{equation*}
$$

where $\left(a^{(0)}, b^{(0)}\right)$ is an initial guess of $\left(v^{0}, v^{1}\right)$.
The convergence analysis developed in [34] shows that for $\tau$ large enough, the sequence $\left(a^{(n)}, b^{(n)}\right)$ converges towards $\left(v^{0}, v^{1}\right)$. More precisely, we have the following result:

Proposition 1.1. For $\tau>2$, there exists $\alpha \in(0,1)$ such that for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|a^{(n)}-v^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|b^{(n)}-v^{1}\right\|_{L^{2}(0,1)}^{2} \leqslant \alpha^{2 n}\left(\left\|a^{(0)}-v^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|b^{(0)}-v^{1}\right\|_{L^{2}(0,1)}^{2}\right) \tag{9}
\end{equation*}
$$

Although the proof of the above proposition is a consequence of the general results of [34], we give it in Section 2 since it is quite short in our case and contains hints for the proof of the main result.

Let us note that the condition $\tau>2$ is related to the exact observability of (1) with the observation (3). Indeed, (1), (3) is exactly observable if and only if $\tau>2$. For the wave equation in dimension $N>1$, the time $\tau$ is related to "Geometric Control Condition" (see [3]). We recall that exact observability is related to exact controllability and to stabilization property (see [21], [37]).

In this paper, we focus on the discretized counterpart of the above result. Let $N \in \mathbb{N}$ and

$$
\begin{equation*}
h=\frac{1}{N+1} . \tag{10}
\end{equation*}
$$

We consider the uniform subdivision of $(0,1): x_{j}=j h, j=0, \ldots,(N+1)$. Finally, we consider a positive constant $\nu$ that is used in the numerical scheme to add a numerical viscosity.

The numerical adaptation of the method of [34] is given below. First, we consider spatial approximations of the forward and backward operators:

$$
\begin{equation*}
F_{y, h}: \mathbb{R}^{N+2} \times \mathbb{R}^{N+2} \rightarrow \mathbb{R}^{N+2} \times \mathbb{R}^{N+2}, \quad\left(q_{h}^{0}, q_{h}^{1}\right) \mapsto\left(q_{h}(\tau), q_{h}^{\prime}(\tau)\right), \tag{11}
\end{equation*}
$$

where $q_{h}=\left(q_{j}\right)_{0 \leqslant j \leqslant N+1}$ verifies

$$
\begin{cases}q_{j}^{\prime \prime}-\frac{q_{j+1}-2 q_{j}+q_{j-1}}{h^{2}}-\nu\left(q_{j+1}^{\prime}-2 q_{j}^{\prime}+q_{j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{12}\\ q_{0}=0 & \text { in }(0, \tau), \\ \frac{q_{N+1}-q_{N}}{h}+q_{N+1}^{\prime}=y & \text { in }(0, \tau), \\ q_{j}(0)=q_{j}^{0}, \quad q_{j}^{\prime}(0)=q_{j}^{1} & \text { for } j=0, \cdots, N+1,\end{cases}
$$

and

$$
\begin{equation*}
B_{y, h}: \mathbb{R}^{N+2} \times \mathbb{R}^{N+2} \rightarrow \mathbb{R}^{N+2} \times \mathbb{R}^{N+2}, \quad\left(q_{b, h}^{0}, q_{b, h}^{1}\right) \mapsto\left(q_{b, h}(0), q_{b, h}^{\prime}(0)\right) \tag{13}
\end{equation*}
$$

where $q_{b, h}=\left(q_{b, j}\right)_{0 \leqslant j \leqslant N+1}$ verifies

$$
\begin{cases}q_{b, j}^{\prime \prime}-\frac{q_{b, j+1}-2 q_{b, j}+q_{b, j-1}}{h^{2}}+\nu\left(q_{b, j+1}^{\prime}-2 q_{b, j}^{\prime}+q_{b, j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{14}\\ q_{b, 0}=0 & \text { in }(0, \tau), \\ \frac{q_{b, N+1}-q_{b, N}}{h}-q_{b, N+1}^{\prime}=-y & \text { in }(0, \tau), \\ q_{b, j}(\tau)=q_{b, j}^{0}, \quad q_{b, j}^{\prime}(\tau)=q_{b, j}^{1} & \text { for } j=0, \cdots, N+1\end{cases}
$$

Recall that $y(t)=\partial_{t} v(t, 1)$ is the observation of the system (1) defined by (3).
The terms $-\nu\left(q_{j+1}^{\prime}-2 q_{j}^{\prime}+q_{j-1}^{\prime}\right)$ in (12) and $+\nu\left(q_{b, j+1}^{\prime}-2 q_{b, j}^{\prime}+q_{b, j-1}^{\prime}\right)$ in (14) are numerical viscosities that play crucial role in our analysis. The idea of adding numerical viscosities in the numerical schemes for the wave equation was already considered by [35], [33], [31], [29], etc. They use these viscosities to obtain uniform observability or stabilization properties for the discretization of the wave equation. Without these viscosities, these properties may fail because of some spurious modes which are not well approximated ([2], [17], [18], etc.). Here, to reconstruct the initial conditions, a key point in the method is to have a uniform decay of the energy in time $\tau$ and this property is strongly related to the stabilization, which explain that we also add some numerical viscosity in the above systems. The change of sign is simply coming from the method proposed in [34], where both the forward and the backward steps need these uniform decay of the energy.

Using these operators $F_{y, h}$ and $B_{y, h}$, we can recover the approximations of $v^{0}$ and $v^{1}$ by using the following sequences:

$$
\left(a_{h}^{(n)}, b_{h}^{(n)}\right)=\left(B_{y, h} \circ F_{y, h}\right)\left(\left(a_{h}^{(n-1)}, b_{h}^{(n-1)}\right)\right), \quad n \in \mathbb{N}^{*},
$$

where $\left(a_{h}^{(0)}, b_{h}^{(0)}\right)$ is an initial guess of $\left(v_{h}^{0}, v_{h}^{1}\right)$.
Our main result is
Theorem 1.2. Assume that $v^{0} \in H^{2}(0,1) \cap H_{L}^{1}(0,1)$ and that $v^{1} \in H_{L}^{1}(0,1)$. For $\tau>2$ and for $\nu>0$, there exists $\gamma=\gamma(\tau, \nu) \in(0,1)$ such that for all $N \in \mathbb{N}$ (and $h$ given by (10)) and for all $n \in \mathbb{N}$,

$$
\begin{align*}
& \frac{h}{2} \sum_{j=0}^{N}\left[\left(b_{j}^{(n)}-v_{j}^{1}\right)^{2}+\left(\frac{a_{j+1}^{(n)}-a_{j}^{(n)}}{h}-\frac{v_{j+1}^{0}-v_{j}^{0}}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(b_{N+1}^{(n)}-v_{N+1}^{1}\right)^{2} \\
\leqslant & \frac{1}{1-\gamma^{2}} \varepsilon_{h}+\gamma^{2 n}\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(b_{j}^{(0)}-v_{j}^{1}\right)^{2}+\left(\frac{a_{j+1}^{(0)}-a_{j}^{(0)}}{h}-\frac{v_{j+1}^{0}-v_{j}^{0}}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(b_{N+1}^{(0)}-v_{N+1}^{1}\right)^{2}\right), \tag{15}
\end{align*}
$$

where $v_{j}^{0}=v^{0}(j h), v_{j}^{1}=v^{1}(j h)$ for $0 \leqslant j \leqslant N+1$ and where

$$
\varepsilon_{h}=\varepsilon_{h}\left(\left\|v^{0}\right\|_{H^{2}(0,1) \cap H_{L}^{1}(0,1)},\left\|v^{1}\right\|_{H_{L}^{1}(0,1)}\right)
$$

is independent of $n$ and goes to 0 as $h \rightarrow 0$.
Remark 1.3. In the above result, let us note that in (15)

$$
\frac{h}{2} \sum_{j=0}^{N}\left[\left(b_{j}^{(n)}-v_{j}^{1}\right)^{2}+\left(\frac{a_{j+1}^{(n)}-a_{j}^{(n)}}{h}-\frac{v_{j+1}^{0}-v_{j}^{0}}{h}\right)^{2}\right]
$$

is a discrete counterpart of

$$
\left\|b^{(n)}-v^{1}\right\|_{L^{2}(0,1)}^{2}+\left\|a^{(n)}-v^{0}\right\|_{H_{L}^{1}(0,1)}^{2}
$$

in (9). The term $\frac{1}{1-\gamma^{2}} \varepsilon_{h}$ is independent of the number of iterations and can only be reduced by decreasing $h$, whereas the other term in the right-hand side of (15) goes to 0 if the number of iterations goes to infinity.

Remark 1.4. It is important to notice that the numerical viscosity we use in our numerical scheme allows to obtain in the above result a time $\tau$ and a decay $\gamma$ independent of $h$.

Remark 1.5. In Theorem 1.2, we need the following regularity on the initial conditions: $v^{0} \in$ $H^{2}(0,1) \cap H_{L}^{1}(0,1)$ and $v^{1} \in H_{L}^{1}(0,1)$. In particular, we need more regularity than in Proposition 1.1. This assumption allows us to deal with the numerical error for the observation (at the boundary), and it is not clear that it is possible to obtain (15) for $v^{0} \in H_{L}^{1}(0,1)$ and $v^{1} \in L^{2}(0,1)$. For locally distributed observation, we would obtain the result for $v^{0} \in H_{0}^{1}(0,1)$ and $v^{1} \in L^{2}(0,1)$.

Let us make some comments on the main result. We consider here a finite difference approximations of the iterative algorithm proposed by [34]. This algorithm use back and forth in time observers to reconstruct the initial conditions. The use of observers is classical in finite dimensional systems (see, for instance, [20] ) and has been tackled in infinite dimensional systems ([1], [4], [6], [7], [9], [30], [10], [19], [22], [25]). The algorithm using back and forth in time observers for finite dimensional systems was considered in [15].

The method we use here could be adapted to other systems (Schrödinger equation, plate equation, Maxwell system, etc.) Instead of adding a vanishing viscosity, we could use one of the several methods which have been developed in the literature to handle the high frequency spurious modes: Tychonoff regularization [11], mixed finite elements [2], filtering of high frequencies [18], [24], etc. (see the review paper [38] for more details and extensive references). Let us note that in [8], the authors, prove that for regular solutions, the numerical viscosity is not needed. We present in Section 7 some possible generalizations of the studied done for the 1d wave equation.

It is important to notice that our work is related to another approach of this problem developed in [16]. In that case, the authors don't add any vanishing viscosity and analyze the corresponding convergence of the numerical observers towards the initial conditions. The main differences with our work are that in their cases, the initial data are more regular and the observability operator is bounded with an extra hypothesis of regularity. Indeed their proofs, based on finite element method, consists in using these regularity assumptions to derive estimates errors and to follow the result obtain in the continuous system. In particular, it allows them to treat with the same approach a large class of systems and also to obtain similar results for the full-discretized case.

Here, we work directly on the discrete systems, and thus we don't need such assumptions on the regularity of the initial conditions. In fact, we could adapt our work to the case of internal
observation and in that case, we could work with initial condition only in $H_{0}^{1}(0,1) \times L^{2}(0,1)$ instead of $\left[H^{2}(0,1) \cap H_{0}^{1}(0,1)\right] \times H_{0}^{1}(0,1)$. Another difference with the result of $[16]$ is that in their case, they need to choose a particular number of steps in the iterative method with respect to the mesh size. Here, since we add this numerical viscosity, such a relation is not needed.

The paper is organized as follows: in Section 2, we present a short proof of Proposition 1.1. An important ingredient to obtain this result is the study of a damped wave equation. The discretization of this damped wave equation is analyzed in Section 3. Then Section 4 is devoted to some properties of the numerical schemes associated to (1) if we add a numerical viscosity. We study in particular the convergence results and an admissibility property. This allows to prove Theorem 1.2 in Section 5. Section 6 gives some numerical examples of this method. Finally, Section 7 presents some possible extensions of the result obtained for the 1d wave equation to more general systems.

## 2 Analysis in the theoretical framework

This section is devoted to the proof of Proposition 1.1. This analysis is already done in [34], but here we precise some aspects which help to understand the numerical analysis of the next section. Let us first consider the following damped wave equation.

$$
\begin{cases}\partial_{t t} w-\partial_{x x} w=0 & \text { in }(0, \infty) \times(0,1),  \tag{16}\\ w(t, 0)=0 & \text { for } t \in(0, \infty), \\ \left(\partial_{x} w+\partial_{t} w\right)(t, 1)=0 & \text { for } t \in(0, \infty), \\ w(0, x)=w^{0}(x), \quad \partial_{t} w(0, x)=w^{1}(x) & \text { for } x \in(0,1)\end{cases}
$$

Then we have the following classical result:
Lemma 2.1. Assume $\tau>2$. Then there exists $\alpha \in(0,1)$ such that for all $\left(w^{0}, w^{1}\right) \in H_{L}^{1}(0,1) \times$ $L^{2}(0,1)$,

$$
\begin{equation*}
\|w(\tau)\|_{H_{L}^{1}(0,1)}^{2}+\left\|\partial_{t} w(\tau)\right\|_{L^{2}(0,1)}^{2} \leqslant \alpha\left(\left\|w^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|w^{1}\right\|_{L^{2}(0,1)}^{2}\right) \tag{17}
\end{equation*}
$$

Remark 2.2. The proof we give for this lemma is classical and is based on the multiplier method (see, for instance, [21]). It is used to obtain stabilizability properties. We recall the proof here since we use a similar method in the numerical case. Let us also notice that this method can be used to prove the same result for the wave equation in several dimensions (see, for instance, [37]). For interior domain measurements, the same result can be obtained again by using a multiplier method but a compactness argument is needed (see [23] for the continuous case, [35] for the discretized case).

Proof. We first multiply the first equation of (16) by $\partial_{t} w$ and integrate over $(0,1)$ :

$$
\frac{d}{d t} \frac{1}{2} \int_{0}^{1}\left[\left(\partial_{t} w\right)^{2}+\left(\partial_{x} w\right)^{2}\right] d x-\partial_{x} w(1) \partial_{t} w(1)=0
$$

using the third equation in (17) we obtain

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2} \int_{0}^{1}\left[\left(\partial_{t} w\right)^{2}+\left(\partial_{x} w\right)^{2}\right] d x+\left(\partial_{t} w\right)^{2}(1)=0 \tag{18}
\end{equation*}
$$

which implies in particular that the energy

$$
\begin{equation*}
E=\frac{1}{2} \int_{0}^{1}\left[\left(\partial_{t} w\right)^{2}+\left(\partial_{x} w\right)^{2}\right] d x \tag{19}
\end{equation*}
$$

is a nonincreasing function of time.

Then we multiply the first equation of (16) by $x \partial_{x} w$, integrate over $(0,1)$ and after some computation, we deduce

$$
\frac{d}{d t} \int_{0}^{1} \partial_{t} w x \partial_{x} w d x-\int_{0}^{1} x \partial_{x} \frac{\left(\partial_{t} w\right)^{2}}{2} d x-\int_{0}^{1} x \partial_{x} \frac{\left(\partial_{x} w\right)^{2}}{2} d x=0
$$

The above equation implies

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1}\left(\partial_{t} w\right) x\left(\partial_{x} w\right) d x-\left(\partial_{t} w\right)^{2}(1)+E(t)=0 \tag{20}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
V_{\varepsilon}(t):=E(t)+\varepsilon \int_{0}^{1} \partial_{t} w(t) x \partial_{x} w(t) d x \tag{21}
\end{equation*}
$$

We deduce from (18) and (20) that

$$
\begin{equation*}
V_{\varepsilon}^{\prime}(t)=(\varepsilon-1)\left(\partial_{t} w\right)^{2}(1)-\varepsilon E(t) \tag{22}
\end{equation*}
$$

On the other hand, we have that

$$
\left|\int_{0}^{1} \partial_{t} w x \partial_{x} w d x\right| \leqslant E
$$

which implies that

$$
\begin{equation*}
(1-\varepsilon) E \leqslant V_{\varepsilon} \leqslant(1+\varepsilon) E \tag{23}
\end{equation*}
$$

Combining the above equation and (22) yields that for $\varepsilon \in(0,1)$,

$$
V_{\varepsilon}^{\prime}(t) \leqslant-\frac{\varepsilon}{1+\varepsilon} V_{\varepsilon}(t) \quad \text { for all } \quad t \geqslant 0
$$

We deduce from the above equation and (23) that

$$
\begin{equation*}
E(t) \leqslant \frac{1+\varepsilon}{1-\varepsilon} \exp \left(-\frac{\varepsilon}{1+\varepsilon} t\right) E(0) \tag{24}
\end{equation*}
$$

Let us consider the function

$$
f(\varepsilon):=\frac{1+\varepsilon}{\varepsilon} \ln \left(\frac{1+\varepsilon}{1-\varepsilon}\right)
$$

For $\tau>f(\varepsilon)$, we have

$$
\alpha:=\frac{1+\varepsilon}{1-\varepsilon} \exp \left(-\frac{\varepsilon}{1+\varepsilon} \tau\right)<1
$$

which implies (17). Since $\lim _{\varepsilon \rightarrow 0^{+}} f(\varepsilon)=2$, we conclude the proof of the lemma.
Using the above result, we deduce the proof of Proposition 1.1:
Proof of Proposition 1.1. Let us set $w=v-q$ where $v$ and $q$ are respectively the solutions of (1) and (5). Then it can be easily checked that $w$ is the solution of (16) with the initial conditions $w^{0}=v^{0}-q^{0}$ and $w^{1}=v^{1}-q^{1}$. As a consequence, using Lemma 2.1, we deduce that for $\tau>2$,

$$
\begin{equation*}
\|v(\tau)-q(\tau)\|_{H_{L}^{1}(0,1)}^{2}+\left\|\partial_{t} v(\tau)-\partial_{t} q(\tau)\right\|_{L^{2}(0,1)}^{2} \leqslant \alpha\left(\left\|v^{0}-q^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|v^{1}-q^{1}\right\|_{L^{2}(0,1)}^{2}\right) \tag{25}
\end{equation*}
$$

Now let us set $\tilde{w}=v-q_{b}$ where $v$ and $q_{b}$ are respectively the solutions of (1) and (7). Then it can be easily checked that $\tilde{w}$ is the solution of

$$
\begin{cases}\partial_{t t} \tilde{w}-\partial_{x x} \tilde{w}=0 & \text { in }(0, \infty) \times(0,1)  \tag{26}\\ \tilde{w}(t, 0)=0 & \text { for } t \in(0, \infty) \\ \left(\partial_{x} \tilde{w}-\partial_{t} \tilde{w}\right)(t, 1)=0 & \text { for } t \in(0, \infty) \\ \tilde{w}(\tau, x)=v(\tau, x)-q_{b}^{0}(x), \quad \partial_{t} \tilde{w}(\tau, x)=\partial_{t} v(\tau, x)-q_{b}^{1}(x) & \text { for } x \in(0,1)\end{cases}
$$

Thus, $w(t, x):=\tilde{w}(\tau-t, x)$ satisfies (16) with $w^{0}(x)=v(\tau, x)-q_{b}^{0}(x)$ and with $w^{1}(x)=-\partial_{t} v(\tau, x)+$ $q_{b}^{1}(x)$. As a consequence, using Lemma 2.1, we deduce that for $\tau>2$,

$$
\begin{equation*}
\left\|v(0)-q_{b}(0)\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|\partial_{t} v(0)-\partial_{t} q_{b}(0)\right\|_{L^{2}(0,1)}^{2} \leqslant \alpha\left(\left\|v(\tau)-q_{b}^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|\partial_{t} v(\tau)-q_{b}^{1}\right\|_{L^{2}(0,1)}^{2}\right) \tag{27}
\end{equation*}
$$

In particular for $\left(q_{b}^{0}, q_{b}^{1}\right)=\left(q(\tau), \partial_{t} q(\tau)\right)=F_{y}\left(q^{0}, q^{1}\right)$, we deduce from (25) and (27) that

$$
\begin{equation*}
\left\|v^{0}-q_{b}(0)\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|v^{1}-\partial_{t} q_{b}(0)\right\|_{L^{2}(0,1)}^{2} \leqslant \alpha^{2}\left(\left\|v^{0}-q^{0}\right\|_{H_{L}^{1}(0,1)}^{2}+\left\|v^{1}-q^{1}\right\|_{L^{2}(0,1)}^{2}\right) \tag{28}
\end{equation*}
$$

Consequently, we deduce that

$$
\left\|\left(v^{0}, v^{1}\right)-B_{y} \circ F_{y}\left(q^{0}, q^{1}\right)\right\|_{H_{L}^{1}(0,1) \times L^{2}(0,1)}^{2} \leqslant \alpha^{2}\left\|\left(v^{0}, v^{1}\right)-\left(q^{0}, q^{1}\right)\right\|_{H_{L}^{1}(0,1) \times L^{2}(0,1)}^{2}
$$

and by induction, we deduce (9).

## 3 Numerical analysis of a damped wave equation

In order to prove Theorem 1.2, we first need, as in the theoretical part, to analyze a damped wave equation. More precisely, let us first consider the following finite-difference discretization of system (16) with the presence of a "pertubation" $\eta=\eta(t)$ at $x=1$ :

$$
\begin{cases}w_{j}^{\prime \prime}-\frac{w_{j+1}-2 w_{j}+w_{j-1}}{h^{2}}-\nu\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{29}\\ w_{0}=0 & \text { in }(0, \tau) \\ \frac{w_{N+1}-w_{N}}{h}+w_{N+1}^{\prime}=\eta & \text { in }(0, \tau) \\ w_{j}(0)=w_{j}^{0}, \quad w_{j}^{\prime}(0)=w_{j}^{1} & 0 \leqslant j \leqslant N+1\end{cases}
$$

The above system, with the add of the numerical viscosity term $-\nu\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right)$ and in the case $\eta \equiv 0$, was studied in [36]. They show the uniform exponential stability of the above system. Here we prove a uniform decay of the energy with presence of the perturbation $\eta$.

Let us define the following energy associated to the system (29):

$$
\begin{equation*}
\mathcal{E}_{h}(t)=\frac{h}{2} \sum_{j=0}^{N}\left[\left(w_{j}^{\prime}(t)\right)^{2}+\left(\frac{w_{j+1}(t)-w_{j}(t)}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(w_{N+1}^{\prime}(t)\right)^{2} \tag{30}
\end{equation*}
$$

Lemma 3.1. The energy $\mathcal{E}_{h}$ defined by (30) satisfies

$$
\begin{equation*}
\mathcal{E}_{h}^{\prime}=-\left(w_{N+1}^{\prime}\right)^{2}-h \nu \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+\eta w_{N+1}^{\prime}+h^{2} \nu \eta^{\prime} w_{N+1}^{\prime} \tag{31}
\end{equation*}
$$

in $(0, \infty)$.
Proof. In what follows, we use the classical formula (Abel transformation)

$$
\begin{equation*}
\sum_{j=1}^{N}\left(b_{j}-b_{j-1}\right) a_{j}=b_{N} a_{N+1}-b_{0} a_{0}-\sum_{j=0}^{N} b_{j}\left(a_{j+1}-a_{j}\right) \tag{32}
\end{equation*}
$$

Applying (32), we deduce the following relations:

$$
\begin{aligned}
\sum_{j=1}^{N}\left(w_{j+1}-2 w_{j}+w_{j-1}\right) w_{j}^{\prime} & =\sum_{j=1}^{N}\left[\left(w_{j+1}-w_{j}\right)-\left(w_{j}-w_{j-1}\right)\right] w_{j}^{\prime} \\
& =\left(w_{N+1}-w_{N}\right) w_{N+1}^{\prime}-\left(w_{1}-w_{0}\right) w_{0}^{\prime}-\sum_{j=0}^{N}\left(w_{j+1}-w_{j}\right)\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{j=1}^{N}\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) w_{j}^{\prime} & =\sum_{j=1}^{N}\left[\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)-\left(w_{j}^{\prime}-w_{j-1}^{\prime}\right)\right] w_{j}^{\prime} \\
& =\left(w_{N+1}^{\prime}-w_{N}^{\prime}\right) w_{N+1}^{\prime}-\left(w_{1}^{\prime}-w_{0}^{\prime}\right) w_{0}^{\prime}-\sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}
\end{aligned}
$$

Then, we multiply the first equation of (29) by $h w_{j}^{\prime}$, and by using the two above formulas, we obtain

$$
\begin{aligned}
\frac{h}{2} \sum_{j=1}^{N} \frac{d}{d t}\left(w_{j}^{\prime}\right)^{2}-\frac{w_{N+1}^{\prime}\left(w_{N+1}-w_{N}\right)}{h}+h \sum_{j=0}^{N} & \frac{\left(w_{j+1}-w_{j}\right)\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)}{h^{2}} \\
& -h \nu\left(w_{N+1}^{\prime}-w_{N}^{\prime}\right) w_{N+1}^{\prime}+h \nu \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}=0
\end{aligned}
$$

The above equation, combined with the boundary condition in (29), yields

$$
\begin{aligned}
\frac{h}{2} \sum_{j=0}^{N} \frac{d}{d t}\left[\left(w_{j}^{\prime}\right)^{2}+\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2}\right]+h \nu \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2} & +\left(w_{N+1}^{\prime}\right)^{2}-\eta w_{N+1}^{\prime} \\
& +\frac{1}{2} h^{2} \nu \frac{d}{d t}\left(w_{N+1}^{\prime}\right)^{2}-h^{2} \nu \eta^{\prime} w_{N+1}^{\prime}=0
\end{aligned}
$$

which implies (31).

The previous lemma shows that, without the "perturbation" $\eta$, the function $\mathcal{E}_{h}$ is a nonincreasing function of time. We improve this result in the following lemma.

Lemma 3.2. Assume $\tau>2$. Then there exist $\beta \in(0,1)$ and $C=C(\nu)$ such that

$$
\begin{equation*}
\mathcal{E}_{h}(\tau) \leqslant \beta \mathcal{E}_{h}(0)+C \int_{0}^{\tau}\left[\eta^{2}+h^{2}\left(\eta^{\prime}\right)^{2}\right] d s \tag{33}
\end{equation*}
$$

Proof. Let us define the following function of time

$$
\begin{equation*}
W_{\varepsilon}:=\mathcal{E}_{h}+\varepsilon \sum_{j=1}^{N} w_{j}^{\prime} j h \frac{w_{j+1}-w_{j-1}}{2}-\frac{\varepsilon h}{4}\left(w_{N+1}^{\prime}\right)^{2} . \tag{34}
\end{equation*}
$$

From (31) and the first equation of (29), we have

$$
\begin{align*}
& W_{\varepsilon}^{\prime}=-\left(w_{N+1}^{\prime}\right)^{2}-h \nu \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+\eta w_{N+1}^{\prime}+h^{2} \nu \eta^{\prime} w_{N+1}^{\prime} \\
&+\varepsilon \sum_{j=1}^{N} \frac{w_{j+1}-2 w_{j}+w_{j-1}}{h^{2}} j h \frac{w_{j+1}-w_{j-1}}{2}+ \varepsilon \sum_{j=1}^{N} \nu\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) j h \frac{w_{j+1}-w_{j-1}}{2} \\
&+\varepsilon \sum_{j=1}^{N} w_{j}^{\prime} j h \frac{w_{j+1}^{\prime}-w_{j-1}^{\prime}}{2}-\frac{\varepsilon h}{2} w_{N+1}^{\prime} w_{N+1}^{\prime \prime} . \tag{35}
\end{align*}
$$

First, using (32) and the third equation of (29), one obtains

$$
\begin{align*}
\varepsilon \sum_{j=1}^{N} \frac{w_{j+1}-2 w_{j}+w_{j-1}}{h^{2}} j h\left(\frac{w_{j+1}-w_{j-1}}{2}\right) & =\frac{\varepsilon}{2 h} \sum_{j=1}^{N} j\left(\left[w_{j+1}-w_{j}\right]^{2}-\left[w_{j}-w_{j-1}\right]^{2}\right) \\
& =\frac{\varepsilon}{2}\left(\frac{w_{N+1}-w_{N}}{h}\right)^{2}-\varepsilon \frac{h}{2} \sum_{j=0}^{N}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2} \\
& =\frac{\varepsilon}{2}\left(\eta-w_{N+1}^{\prime}\right)^{2}-\varepsilon \frac{h}{2} \sum_{j=0}^{N}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2} \tag{36}
\end{align*}
$$

Second, we have

$$
\begin{align*}
& \varepsilon \nu h \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) j\left(\frac{w_{j+1}-w_{j-1}}{2}\right) \\
= & \varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) j\left(w_{j+1}-w_{j}\right)+\varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) j\left(w_{j}-w_{j-1}\right) \\
= & \varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right) j\left(w_{j+1}-w_{j}\right)-\varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j}^{\prime}-w_{j-1}^{\prime}\right) j\left(w_{j+1}-w_{j}\right) \\
& +\varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right) j\left(w_{j}-w_{j-1}\right)-\varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j}^{\prime}-w_{j-1}^{\prime}\right) j\left(w_{j}-w_{j-1}\right) . \tag{37}
\end{align*}
$$

We have

$$
\left|\varepsilon \nu h \frac{1}{2} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right) j\left(w_{j+1}-w_{j}\right)\right| \leqslant \frac{\nu h}{8} \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+\frac{\nu h}{2} \sum_{j=1}^{N} \varepsilon^{2}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2}
$$

and we compute similarly the three other terms of (37) to obtain

$$
\begin{align*}
& \varepsilon \nu h \sum_{j=1}^{N}\left(w_{j+1}^{\prime}-2 w_{j}^{\prime}+w_{j-1}^{\prime}\right) j\left(\frac{w_{j+1}-w_{j-1}}{2}\right) \\
& \leqslant \frac{\nu h}{2} \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+4 \nu \varepsilon^{2} \frac{h}{2} \sum_{j=0}^{N}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2} . \tag{38}
\end{align*}
$$

Finally, standard computations (and again the third equation of (29)) yield

$$
\begin{align*}
\varepsilon \frac{1}{2} \sum_{j=1}^{N} w_{j}^{\prime} j h\left(w_{j+1}^{\prime}-w_{j-1}^{\prime}\right)= & \varepsilon \frac{1}{2} \sum_{j=1}^{N} w_{j}^{\prime} j h w_{j+1}^{\prime}-\varepsilon \frac{1}{2} \sum_{j=1}^{N} w_{j}^{\prime} j h w_{j-1}^{\prime} \\
= & -\varepsilon \frac{h}{2} \sum_{j=0}^{N} w_{j}^{\prime} w_{j+1}^{\prime}+\frac{\varepsilon}{2} w_{N}^{\prime} w_{N+1}^{\prime} \\
= & -\varepsilon \frac{h}{2} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2}+\varepsilon \frac{h}{2} \sum_{j=0}^{N} w_{j}^{\prime}\left(w_{j}^{\prime}-w_{j+1}^{\prime}\right)+\frac{\varepsilon}{2}\left(w_{N+1}^{\prime}\right)^{2} \\
& +\frac{\varepsilon h}{2} w_{N+1}^{\prime} w_{N+1}^{\prime \prime}-\frac{\varepsilon h}{2} \eta^{\prime} w_{N+1}^{\prime} \tag{39}
\end{align*}
$$

On the other hand,

$$
\left|\varepsilon \frac{h}{2} \sum_{j=0}^{N} w_{j}^{\prime}\left(w_{j}^{\prime}-w_{j+1}^{\prime}\right)\right| \leqslant \frac{1}{2} \nu h \sum_{j=0}^{N}\left(w_{j}^{\prime}-w_{j+1}^{\prime}\right)^{2}+\frac{\varepsilon^{2} h}{8 \nu} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2} .
$$

Gathering (35), (36), (38), (39) and the above equation yields

$$
\begin{aligned}
W_{\varepsilon}^{\prime} \leqslant-\left(w_{N+1}^{\prime}\right)^{2}-h \nu & \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+\eta w_{N+1}^{\prime}+h^{2} \nu \eta^{\prime} w_{N+1}^{\prime} \\
& -\varepsilon \frac{h}{2} \sum_{j=0}^{N}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2}+\frac{\varepsilon}{2}\left(w_{N+1}^{\prime}\right)^{2}+\frac{\varepsilon \eta^{2}}{2}-\varepsilon \eta w_{N+1}^{\prime} \\
& +\frac{\nu h}{2} \sum_{j=0}^{N}\left(w_{j+1}^{\prime}-w_{j}^{\prime}\right)^{2}+4 \nu \varepsilon^{2} \frac{h}{2} \sum_{j=0}^{N}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2} \\
& -\varepsilon \frac{h}{2} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2}+\frac{\varepsilon}{2}\left(w_{N+1}^{\prime}\right)^{2}-\frac{\varepsilon h}{2} \eta^{\prime} w_{N+1}^{\prime} \\
& +\frac{1}{2} \nu h \sum_{j=0}^{N}\left(w_{j}^{\prime}-w_{j+1}^{\prime}\right)^{2}+\frac{\varepsilon^{2} h}{8 \nu} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2}
\end{aligned}
$$

The above relation and the definition (30) imply

$$
\begin{array}{r}
W_{\varepsilon}^{\prime} \leqslant\left(\varepsilon\left(1+\frac{\nu h^{2}}{2}\right)-1\right)\left(w_{N+1}^{\prime}\right)^{2}-\varepsilon \mathcal{E}_{h}(t)+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right) \mathcal{E}_{h}(t)-\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right) \frac{\nu h^{2}}{2}\left(w_{N+1}^{\prime}\right)^{2} \\
+\eta w_{N+1}^{\prime}+h^{2} \nu \eta^{\prime} w_{N+1}^{\prime}+\varepsilon\left(\frac{\eta^{2}}{2}-\eta w_{N+1}^{\prime}-\frac{h}{2} \eta^{\prime} w_{N+1}^{\prime}\right)
\end{array}
$$

and thus

$$
\begin{array}{r}
W_{\varepsilon}^{\prime} \leqslant\left(-\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right) \frac{\nu h^{2}}{2}+\varepsilon\left(2+\frac{\nu h^{2}}{2}\right)-\frac{1}{4}\right)\left(w_{N+1}^{\prime}\right)^{2}-\varepsilon \mathcal{E}_{h}(t)+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right) \mathcal{E}_{h}(t) \\
+(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2} \tag{40}
\end{array}
$$

In particular, there exists $\varepsilon_{0}=\varepsilon_{0}(\nu)$ uniform in $h$ such that for $\varepsilon \in\left(0, \varepsilon_{0}\right)$, we have

$$
\begin{equation*}
W_{\varepsilon}^{\prime} \leqslant-\varepsilon \mathcal{E}_{h}+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right) \mathcal{E}_{h}+(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2} \tag{41}
\end{equation*}
$$

On the other hand, we have

$$
\begin{gather*}
\sum_{j=1}^{N} w_{j}^{\prime} j h \frac{w_{j+1}-w_{j-1}}{2}=\sum_{j=1}^{N} w_{j}^{\prime} j h \frac{h}{2}\left(\frac{w_{j+1}-w_{j}}{h}+\frac{w_{j}-w_{j-1}}{h}\right) \\
\left|\sum_{j=1}^{N} w_{j}^{\prime} j h \frac{w_{j+1}-w_{j-1}}{2}\right| \leqslant \frac{h}{2} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2}+\frac{h}{2} \sum_{j=0}^{N-1}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2}+\frac{h}{4}\left(\frac{w_{N+1}-w_{N}}{h}\right)^{2}  \tag{42}\\
\leqslant \mathcal{E}_{h}-\frac{\nu h^{2}}{2}\left(w_{N+1}^{\prime}\right)^{2}
\end{gather*}
$$

and thus

$$
\begin{equation*}
W_{\varepsilon} \leqslant \mathcal{E}_{h}+\varepsilon \mathcal{E}_{h}-\varepsilon \frac{\nu h^{2}}{2}\left(w_{N+1}^{\prime}\right)^{2}-\frac{\varepsilon h}{4}\left(w_{N+1}^{\prime}\right)^{2} \leqslant(1+\varepsilon) \mathcal{E}_{h} \tag{43}
\end{equation*}
$$

Gathering (41) and (43) and taking $\varepsilon \in\left(0, \varepsilon_{0}\right)$, we get

$$
W_{\varepsilon}^{\prime} \leqslant \frac{\left(-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)\right.}{1+\varepsilon} W_{\varepsilon}+(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2} .
$$

The above equation implies

$$
\begin{equation*}
W_{\varepsilon}(t) \leqslant \exp \left(\frac{-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}{1+\varepsilon} t\right) W_{\varepsilon}(0)+\int_{0}^{t}\left[(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2}\right] d s \tag{44}
\end{equation*}
$$

In order to estimate from below $W_{\varepsilon}$ (in function of $\mathcal{E}_{h}$ ), we use the third equation of (29) to obtain

$$
\frac{\varepsilon h}{4}\left(w_{N+1}^{\prime}\right)^{2} \leqslant \frac{\varepsilon h}{4}\left[(1+\varepsilon)\left(\frac{w_{N+1}-w_{N}}{h}\right)^{2}+\left(1+\frac{1}{\varepsilon}\right) \eta^{2}\right] .
$$

We deduce from (42) and from the above equation that

$$
\begin{aligned}
W_{\varepsilon} \geqslant \mathcal{E}_{h}-\varepsilon\left[\frac{h}{2} \sum_{j=0}^{N}\left(w_{j}^{\prime}\right)^{2}+\frac{h}{2} \sum_{j=0}^{N-1}\left(\frac{w_{j+1}-w_{j}}{h}\right)^{2}\right. & \left.+\frac{h}{4}\left(\frac{w_{N+1}-w_{N}}{h}\right)^{2}\right] \\
& -\frac{\varepsilon h}{4}\left[(1+\varepsilon)\left(\frac{w_{N+1}-w_{N}}{h}\right)^{2}+\left(1+\frac{1}{\varepsilon}\right) \eta^{2}\right]
\end{aligned}
$$

and thus

$$
W_{\varepsilon} \geqslant \mathcal{E}_{h}-\varepsilon \mathcal{E}_{h}-\frac{\varepsilon^{2}}{2} \mathcal{E}_{h}-\frac{h}{4}(\varepsilon+1) \eta^{2}
$$

Combining the above equation with (43) and (44) yields

$$
\begin{aligned}
\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right) \mathcal{E}_{h}(t) \leqslant(1+\varepsilon) \exp \left(\frac{-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}{1+\varepsilon} t\right) & \mathcal{E}_{h}(0) \\
& +\frac{(\varepsilon+1) h}{4} \eta^{2}(t)+\int_{0}^{t}\left[(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2}\right] d s
\end{aligned}
$$

and thus

$$
\begin{aligned}
\mathcal{E}_{h}(t) \leqslant & \frac{(1+\varepsilon)}{\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)} \exp \left(\frac{-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}{1+\varepsilon} t\right) \\
& \quad \mathcal{E}_{h}(0) \\
& +\frac{(\varepsilon+1) h}{4\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)} \eta^{2}(t)+\int_{0}^{t} \frac{\left[(1+2 \varepsilon) \eta^{2}+\left(h^{4} \nu^{2}+\varepsilon^{2} h^{2}\right)\left(\eta^{\prime}\right)^{2}\right]}{\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)} d s
\end{aligned}
$$

Using that

$$
\eta^{2}(t) \leqslant\left(\frac{1}{t}+\frac{1}{h}\right) \int_{0}^{t} \eta^{2} d s+h \int_{0}^{t}\left(\eta^{\prime}\right)^{2} d s,
$$

we deduce that there exists a constant $C=C\left(t, \nu, \varepsilon_{0}\right)$ such that for $\varepsilon \in\left(0, \varepsilon_{0}\right)$,

$$
\mathcal{E}_{h}(t) \leqslant \frac{(1+\varepsilon)}{\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)} \exp \left(\frac{-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}{1+\varepsilon} t\right) \mathcal{E}_{h}(0)+C \int_{0}^{t}\left[\eta^{2}+h^{2}\left(\eta^{\prime}\right)^{2}\right] d s
$$

Consequently, if we set

$$
f_{\nu}(\varepsilon):=\left(\frac{1+\varepsilon}{\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}\right) \ln \frac{(1+\varepsilon)}{\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)}
$$

then, for $\tau>f_{\nu}(\varepsilon)$, we have

$$
\mathcal{E}_{h}(\tau) \leqslant \beta \mathcal{E}_{h}(0)+C \int_{0}^{\tau}\left[\eta^{2}+h^{2}\left(\eta^{\prime}\right)^{2}\right] d s,
$$

with

$$
\begin{equation*}
\beta:=\frac{(1+\varepsilon)}{\left(1-\varepsilon-\frac{\varepsilon^{2}}{2}\right)} \exp \left(\frac{-\varepsilon+\varepsilon^{2}\left(4 \nu+\frac{1}{4 \nu}\right)}{1+\varepsilon} \tau\right) \in(0,1) . \tag{45}
\end{equation*}
$$

Since $\lim _{\varepsilon \rightarrow 0^{+}} f_{\nu}(\varepsilon)=2$, we conclude the proof of the lemma.

## 4 Numerical schemes for (1) with vanishing viscosity

In this section, we consider two numerical approximations of (1):

$$
\begin{cases}v_{j}^{\prime \prime}-\frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}}-\nu\left(v_{j+1}^{\prime}-2 v_{j}^{\prime}+v_{j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{46}\\ v_{0}=0 & \text { in }(0, \tau) \\ v_{N+1}=v_{N} & \text { in }(0, \tau) \\ v_{j}(0)=v_{j}^{0}, \quad v_{j}^{\prime}(0)=v_{j}^{1} & 0 \leqslant j \leqslant N+1\end{cases}
$$

and

$$
\begin{cases}v_{b, j}^{\prime \prime}-\frac{v_{b, j+1}-2 v_{b, j}+v_{b, j-1}}{h^{2}}+\nu\left(v_{b, j+1}^{\prime}-2 v_{b, j}^{\prime}+v_{b, j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N,  \tag{47}\\ v_{b, 0}=0 & \text { in }(0, \tau), \\ v_{b, N+1}=v_{b, N} & \text { in }(0, \tau), \\ v_{b, j}(\tau)=v_{b, j}^{0}, \quad v_{b, j}^{\prime}(\tau)=v_{b, j}^{1} & 0 \leqslant j \leqslant N+1\end{cases}
$$

Remark 4.1. We need two different approximations of (1) since we add a numerical viscosity in these numerical schemes and since there is a change of sign between the forward and the backward systems. The idea to prove Theorem 1.2 is to make the differences between theses systems and systems (12) and (14) (respectively) and to reduce to the system (29) studied in the previous subsection.

We recall first some results of convergence (proved in [36]) of these numerical schemes. Then we consider a numerical property associated to the admissibility of the observation operator considered here.

### 4.1 Convergence of numerical schemes with vanishing viscosity

Here we recall results proved in [36] of systems (12) and (14).
Let us define

$$
\begin{equation*}
E_{h}\left(a_{h}, b_{h}\right):=\frac{h}{2} \sum_{j=0}^{N}\left[b_{j}^{2}+\left(\frac{a_{j+1}-a_{j}}{h}\right)^{2}\right] \quad\left(a_{h}=\left(a_{j}\right)_{0 \leqslant j \leqslant N+1}, b_{h}=\left(b_{j}\right)_{0 \leqslant j \leqslant N+1} \in \mathbb{R}^{N+2}\right) . \tag{48}
\end{equation*}
$$

Let us also consider the operator

$$
P_{h}(a):=(a(j h))_{0 \leqslant j \leqslant N+1},
$$

for any function $a$ (regular enough).
It is proved in [36] that if $v_{h}:=\left(v_{j}\right)_{0 \leqslant j \leqslant N+1}$ is the solution of (46), if $v$ is the solution of (1) and if $\mathcal{E}_{h}(0)$ (defined in (30)) converges towards $E(0)$ (defined in (19)) as $h \rightarrow 0$ then

$$
\begin{gather*}
E_{h}\left(P_{h}(v(\tau))-v_{h}(\tau), P_{h}\left(\partial_{t} v(\tau)\right)-v_{h}^{\prime}(\tau)\right) \rightarrow 0,  \tag{49}\\
\frac{\nu h^{2}}{2}\left(\partial_{t} v(\tau, 1)-v_{N+1}^{\prime}(\tau)\right)^{2} \rightarrow 0,  \tag{50}\\
\int_{0}^{\tau}\left[\left(v_{N+1}^{\prime}-\partial_{t} v(1)\right)^{2}\right] d s \rightarrow 0, \tag{51}
\end{gather*}
$$

as $h \rightarrow 0$. In particular,

$$
\begin{equation*}
\mathcal{E}_{h}(\tau) \rightarrow E(\tau) \quad \text { as } h \rightarrow 0 \tag{52}
\end{equation*}
$$

We can note that $\tilde{v}$ defined by

$$
\tilde{v}(t, x):=v(\tau-t, x)
$$

is solution of

$$
\begin{cases}\partial_{t t} \tilde{v}-\partial_{x x} \tilde{v}=0 & \text { in }(0, \tau) \times(0,1)  \tag{53}\\ \tilde{v}(t, 0)=0 & \text { for } t \in(0, \tau), \\ \partial_{x} \tilde{v}(t, 1)=0 & \text { for } t \in(0, \tau), \\ \tilde{v}(0, x)=v(\tau, x), \quad \partial_{t} \tilde{v}(0, x)=-\partial_{t} v(\tau, x) & \text { for } x \in(0,1)\end{cases}
$$

One can check that $\tilde{v}(\tau)=v^{0}, \partial_{t} \tilde{v}(\tau)=-v^{1}$.
Moreover, if we set

$$
\tilde{v}_{b, j}(t):=v_{b, j}(\tau-t) \quad(0 \leqslant j \leqslant N+1, t \in(0, \tau))
$$

where $v_{b, h}:=\left(v_{b, j}\right)_{0 \leqslant j \leqslant N+1}$ is solution of (47) then

$$
\begin{cases}\tilde{v}_{b, j}^{\prime \prime}-\frac{\tilde{v}_{b, j+1}-2 \tilde{v}_{b, j}+\tilde{v}_{b, j-1}}{h^{2}}-\nu\left(\tilde{v}_{b, j+1}^{\prime}-2 \tilde{v}_{b, j}^{\prime}+\tilde{v}_{b, j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{54}\\ \tilde{v}_{b, 0}=0 & \text { in }(0, \tau) \\ \tilde{v}_{b, N+1}=\tilde{v}_{b, N} & \text { in }(0, \tau) \\ \tilde{v}_{b, j}(0)=v_{b, j}^{0}, \quad \tilde{v}_{b, j}^{\prime}(0)=-v_{b, j}^{1} & 0 \leqslant j \leqslant N+1\end{cases}
$$

One can check $\tilde{v}_{b, h}(\tau)=v_{b, h}(0)$ and $\tilde{v}_{b, h}^{\prime}(\tau)=-v_{b, h}^{\prime}(0)$.
Consequently, from (52) and from the result of convergence of [36], we deduce that

$$
\begin{gather*}
E_{h}\left(P_{h}\left(v^{0}\right)-v_{b, h}(0), P_{h}\left(v^{1}\right)-v_{b, h}^{\prime}(0)\right) \rightarrow 0,  \tag{55}\\
\frac{\nu h^{2}}{2}\left(v^{1}(1)-v_{b, N+1}^{\prime}(0)\right)^{2} \rightarrow 0  \tag{56}\\
\int_{0}^{\tau}\left[\left(v_{b, N+1}^{\prime}-\partial_{t} v(1)\right)^{2}\right] d s \rightarrow 0 \tag{57}
\end{gather*}
$$

### 4.2 Numerical admissibility

In this section, we show the numerical admissibility of the observation operator. This is the numerical counterpart of the admissibility result (or hidden regularity) for the system (1) for systems (12) and (14):

$$
\int_{0}^{\tau}\left|\partial_{t} v(t, 1)\right|^{2} d t \leqslant C E(0)
$$

Lemma 4.2. Assume that $v_{h}=\left(v_{j}\right)_{0 \leqslant j \leqslant N+1}$ is solution of (46). Then there exists a constant $C=$ $C(\tau)$ independent of $h$ such that

$$
\begin{equation*}
\int_{0}^{\tau}\left(v_{N+1}^{\prime}\right)^{2} d t \leqslant C \frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}\right)^{2}\right] \tag{58}
\end{equation*}
$$

In the above result, it is important to notice that the constant $C$ is independent of $h$. Indeed, for a fixed $h$, since we deal with a finite dimensional system, the observation operator is admissible and thus (58) holds for a constant $C=C(h)$. In the proof of the main result (Section 5), we need the admissibility estimate (58) for a constant $C$ independent of $h$.

Before proving Lemma 4.2, let us show how to deduce from it similar inequalities for $v_{h}^{\prime}$ and $v_{b, h}^{\prime}$. Since $v_{h}^{\prime}$ is also solution of (46) if $v_{h}$ is solution of (46) (but with different initial conditions), then we can apply Lemma 4.2 to $v_{h}^{\prime}$ and we obtain

$$
\int_{0}^{\tau}\left(v_{N+1}^{\prime \prime}\right)^{2} d t \leqslant C \frac{h}{2}\left[\sum_{j=1}^{N}\left(\frac{v_{j+1}^{0}-2 v_{j}^{0}+v_{j-1}^{0}}{h^{2}}+\nu\left(v_{j+1}^{1}-2 v_{j}^{1}+v_{j-1}^{1}\right)\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}^{1}-v_{j}^{1}}{h}\right)^{2}\right]
$$

and thus

$$
\begin{equation*}
\int_{0}^{\tau}\left(v_{N+1}^{\prime \prime}\right)^{2} d t \leqslant C \frac{h}{2}\left[\sum_{j=1}^{N}\left(\frac{v_{j+1}^{0}-2 v_{j}^{0}+v_{j-1}^{0}}{h^{2}}\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}^{1}-v_{j}^{1}}{h}\right)^{2}\right] \tag{59}
\end{equation*}
$$

In particular, if $v^{0} \in H^{2}(0,1), v^{1} \in H^{1}(0,1)$, and if $v_{h}^{0}=P_{h}\left(v^{0}\right), v_{h}^{1}=P_{h}\left(v^{1}\right)$, then

$$
\begin{equation*}
\int_{0}^{\tau}\left(v_{N+1}^{\prime \prime}\right)^{2} d t \leqslant C\left(\left\|v^{0}\right\|_{H^{2}(0,1)}^{2}+\left\|v^{1}\right\|_{H^{1}(0,1)}^{2}\right) \tag{60}
\end{equation*}
$$

where $C$ is a positive constant independent of $h$. Moreover, if $v_{b, h}$ is the solution of (47) with $v_{b, h}^{0}=$ $v_{h}(\tau)$ and $v_{b, h}^{1}=v_{h}^{\prime}(\tau)$, we deduce from (59) that

$$
\int_{0}^{\tau}\left(v_{b, N+1}^{\prime \prime}\right)^{2} d t \leqslant C \frac{h}{2}\left[\sum_{j=1}^{N}\left(\frac{v_{j+1}(\tau)-2 v_{j}(\tau)+v_{j-1}(\tau)}{h^{2}}\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}^{\prime}(\tau)-v_{j}^{\prime}(\tau)}{h}\right)^{2}\right]
$$

Combining the above estimate with Lemma 4.3 below we deduce that

$$
\begin{equation*}
\int_{0}^{\tau}\left(v_{b, N+1}^{\prime \prime}\right)^{2} d t \leqslant C\left(\left\|v^{0}\right\|_{H^{2}(0,1)}^{2}+\left\|v^{1}\right\|_{H^{1}(0,1)}^{2}\right) \tag{61}
\end{equation*}
$$

Proof of Lemma 4.2. Let us multiply the first equation of (46) by $h v_{j}^{\prime}$. Following the proof of Lemma 3.1, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{\prime}(t)\right)^{2}+\left(\frac{v_{j+1}(t)-v_{j}(t)}{h}\right)^{2}\right]\right) \leqslant 0 \tag{62}
\end{equation*}
$$

Now let us multiply the first equation of (46) by $j h\left(v_{j+1}-v_{j-1}\right) / 2$. Using (32), we deduce

$$
\begin{equation*}
\sum_{j=1}^{N} \frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}} j h\left(\frac{v_{j+1}-v_{j-1}}{2}\right)=-\frac{h}{2} \sum_{j=0}^{N}\left(\frac{v_{j+1}-v_{j}}{h}\right)^{2} \tag{63}
\end{equation*}
$$

We also obtain, in similar way as (38), that

$$
\begin{equation*}
\nu h \sum_{j=1}^{N}\left(v_{j+1}^{\prime}-2 v_{j}^{\prime}+v_{j-1}^{\prime}\right) j\left(\frac{v_{j+1}-v_{j-1}}{2}\right) \leqslant \frac{3 \nu h}{2}\left(\sum_{j=0}^{N}\left(v_{j}^{\prime}\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}-v_{j}}{h}\right)^{2}\right) . \tag{64}
\end{equation*}
$$

Finally, standard calculations yield

$$
\begin{align*}
& \int_{0}^{\tau} \sum_{j=1}^{N} v_{j}^{\prime \prime}(j h) \frac{v_{j+1}-v_{j-1}}{2} d t \\
= & \sum_{j=1}^{N}\left(v_{j}^{\prime}(\tau)(j h) \frac{v_{j+1}(\tau)-v_{j-1}(\tau)}{2}-v_{j}^{\prime}(0)(j h) \frac{v_{j+1}(0)-v_{j-1}(0)}{2}\right)-\int_{0}^{\tau} \sum_{j=1}^{N} v_{j}^{\prime}(j h) \frac{v_{j+1}^{\prime}-v_{j-1}^{\prime}}{2} d t . \tag{65}
\end{align*}
$$

Moreover,

$$
\sum_{j=1}^{N} v_{j}^{\prime}(j h)\left(v_{j+1}^{\prime}-v_{j-1}^{\prime}\right)=\left(v_{N+1}^{\prime}\right)^{2}-h \sum_{j=1}^{N} v_{j}^{\prime} v_{j+1}^{\prime}
$$

Gathering the above equation, (63), (64) and (65) and using (62), we deduce (58).
Lemma 4.3. Assume that $v_{h}=\left(v_{j}\right)_{0 \leqslant j \leqslant N+1}$ is solution of (46). Then there exists a constant $C$ independent of $h$ such that

$$
\begin{aligned}
\frac{h}{2} \sum_{j=1}^{N}\left(\frac{v_{j+1}(t)-2 v_{j}(t)+v_{j-1}(t)}{h^{2}}\right)^{2}+ & \frac{h}{2} \sum_{j=0}^{N}\left(\frac{v_{j+1}^{\prime}(t)-v_{j}^{\prime}(t)}{h}\right)^{2} \\
& \leqslant C \frac{h}{2}\left[\sum_{j=1}^{N}\left(\frac{v_{j+1}^{0}-2 v_{j}^{0}+v_{j-1}^{0}}{h^{2}}\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}^{1}-v_{j}^{1}}{h}\right)^{2}\right]
\end{aligned}
$$

Proof. Since $v_{h}^{\prime}$ is solution of (46), we can use (62) to obtain

$$
\begin{equation*}
\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{\prime \prime}(t)\right)^{2}+\left(\frac{v_{j+1}^{\prime}(t)-v_{j}^{\prime}(t)}{h}\right)^{2}\right] \leqslant \frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{\prime \prime}(0)\right)^{2}+\left(\frac{v_{j+1}^{\prime}(0)-v_{j}^{\prime}(0)}{h}\right)^{2}\right] . \tag{66}
\end{equation*}
$$

Moreover, $v_{0}^{\prime \prime}(t)=0$ and for $j=1, \cdots, N$,

$$
v_{j}^{\prime \prime}(t)=\frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}}+\nu\left(v_{j+1}^{\prime}-2 v_{j}^{\prime}+v_{j-1}^{\prime}\right)
$$

and thus

$$
\begin{align*}
\sum_{j=1}^{N}\left(\frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}}\right)^{2} & \leqslant 2 \sum_{j=0}^{N}\left(v_{j}^{\prime \prime}(t)\right)^{2}+2 \sum_{j=1}^{N} \nu^{2}\left(v_{j+1}^{\prime}-2 v_{j}^{\prime}+v_{j-1}^{\prime}\right)^{2} \\
& \leqslant C \sum_{j=0}^{N}\left[\left(v_{j}^{\prime \prime}(t)\right)^{2}+\left(\frac{v_{j+1}^{\prime}(t)-v_{j}^{\prime}(t)}{h}\right)^{2}\right] \tag{67}
\end{align*}
$$

In a similar way,

$$
\sum_{j=0}^{N}\left(v_{j}^{\prime \prime}(0)\right)^{2} \leqslant C\left[\sum_{j=1}^{N}\left(\frac{v_{j+1}(0)-2 v_{j}(0)+v_{j-1}(0)}{h^{2}}\right)^{2}+\sum_{j=0}^{N}\left(\frac{v_{j+1}^{\prime}(0)-v_{j}^{\prime}(0)}{h}\right)^{2}\right]
$$

Combining the above equation with (66) and (67), we conclude the proof of the lemma.

## 5 Proof of the main result

This section is devoted to the proof of Theorem 1.2.
Proof of Theorem 1.2. Using the same arguments as in Proposition 1.1, let us define $w_{h}:=v_{h}-q_{h}$, where $v_{h}$ and $q_{h}$ are respectively the solutions of (46) and (12). It is easy to see that $w_{h}=\left(w_{j}\right)_{0 \leqslant j \leqslant N+1}$ satisfies (29) with the initial conditions $w_{j}^{0}=v_{j}^{0}-q_{j}^{0}$ and $w_{j}^{1}=v_{j}^{1}-q_{j}^{1}$, for $0 \leqslant j \leqslant N+1$ and with

$$
\eta:=\left(v_{N+1}^{\prime}-y\right)
$$

From Lemma 3.2, we obtain the following estimate

$$
\begin{gather*}
\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{\prime}(\tau)-q_{j}^{\prime}(\tau)\right)^{2}+\left(\frac{v_{j+1}(\tau)-v_{j}(\tau)}{h}-\frac{q_{j+1}(\tau)-q_{j}(\tau)}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(v_{N+1}^{\prime}(\tau)-q_{N+1}^{\prime}(\tau)\right)^{2} \\
\leqslant \beta\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-q_{j}^{1}\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{q_{j+1}^{0}-q_{j}^{0}}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{N+1}^{1}\right)^{2}\right) \\
+C \int_{0}^{\tau}\left[\left(v_{N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \tag{68}
\end{gather*}
$$

Let us define $w_{b, h}:=v_{b, h}-q_{b, h}$, where $v_{b, h}$ and $q_{b, h}$ are the solutions of (47) and (14), respectively. We can check that $w_{b, h}=\left(w_{b, j}\right)_{0 \leqslant j \leqslant N+1}$ satisfies

$$
\begin{cases}w_{b, j}^{\prime \prime}-\frac{w_{b, j+1}-2 w_{b, j}+w_{b, j-1}}{h^{2}}+\nu\left(w_{b, j+1}^{\prime}-2 w_{b, j}^{\prime}+w_{b, j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{69}\\ w_{b, 0}=0 & \text { in }(0, \tau), \\ \frac{w_{b, N+1}-w_{b, N}}{h}-w_{b, N+1}^{\prime}=-\left(v_{b, N+1}^{\prime}-y\right) & \text { in }(0, \tau), \\ w_{b, j}(\tau)=v_{b, j}(\tau)-q_{b, j}^{0}, \quad w_{b, j}^{\prime}(\tau)=v_{b, j}^{\prime}(\tau)-q_{b, j}^{1} & 0 \leqslant j \leqslant N+1\end{cases}
$$

Thus, $w_{h}(t):=w_{b, h}(\tau-t, x)$ satisfies (29) with $w_{j}^{0}:=v_{b, j}(\tau)-q_{b, j}^{0}$ and $w_{j}^{1}:=-v_{b, j}^{\prime}(\tau)+q_{b, j}^{1}$, for $0 \leq j \leqslant N+1$, and with

$$
\eta(t):=-\left(v_{b, N+1}^{\prime}-y\right)(\tau-t) .
$$

Using Lemma 3.2, we obtain

$$
\begin{align*}
& \frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{b, j}^{\prime}(0)-q_{b, j}^{\prime}(0)\right)^{2}+\left(\frac{v_{b, j+1}(0)-v_{b, j}(0)}{h}-\frac{q_{b, j+1}(0)-q_{b, j}(0)}{h}\right)^{2}\right] \\
& +\frac{\nu h^{2}}{2}\left(v_{b, N+1}^{\prime}(0)-q_{b, N+1}^{\prime}(0)\right)^{2} \\
& \leqslant \beta\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{b, j}^{\prime}(\tau)-q_{b, j}^{1}\right)^{2}+\left(\frac{v_{b, j+1}(\tau)-v_{b, j}(\tau)}{h}-\frac{q_{b, j+1}^{0}-q_{b, j}^{0}}{h}\right)^{2}\right]\right. \\
& \left.+\frac{\nu h^{2}}{2}\left(v_{b, N+1}^{\prime}(\tau)-q_{b, N+1}^{1}\right)^{2}\right) \\
& +C \int_{0}^{\tau}\left[\left(v_{b, N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{b, N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \tag{70}
\end{align*}
$$

Notice that for $\left(q_{b, h}^{0}, q_{b, h}^{1}\right)=\left(q_{h}(\tau), q_{h}^{\prime}(\tau)\right)=F_{y, h}\left(q_{h}^{0}, q_{h}^{1}\right)$ and taking

$$
v_{b, h}(\tau):=v_{h}(\tau) \quad v_{b, h}^{\prime}(\tau):=v_{h}^{\prime}(\tau)
$$

in (47), we get from (69) and (70) that

$$
\begin{gather*}
\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{b, j}^{\prime}(0)-q_{b, j}^{\prime}(0)\right)^{2}+\left(\frac{v_{b, j+1}(0)-v_{b, j}(0)}{h}-\frac{q_{b, j+1}(0)-q_{b, j}(0)}{h}\right)^{2}\right] \\
+\frac{\nu h^{2}}{2}\left(v_{b, N+1}^{\prime}(0)-q_{b, N+1}^{\prime}(0)\right)^{2} \\
\leqslant \beta^{2}\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-q_{j}^{1}\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{q_{j+1}^{0}-q_{j}^{0}}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{N+1}^{1}\right)^{2}\right) \\
+C \int_{0}^{\tau}\left[\left(v_{N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \\
+  \tag{71}\\
+\int_{0}^{\tau}\left[\left(v_{b, N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{b, N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s
\end{gather*}
$$

From the above estimate and using that for $\theta \geqslant 0$

$$
(a+b)^{2} \leqslant(1+\theta) a^{2}+\left(1+\frac{1}{\theta}\right) b^{2}
$$

we deduce

$$
\begin{gather*}
\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-q_{b, j}^{\prime}(0)\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{q_{b, j+1}(0)-q_{b, j}(0)}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{b, N+1}^{\prime}(0)\right)^{2} \\
\leqslant\left(1+\frac{1}{\theta}\right)\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-v_{b, j}^{\prime}(0)\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{v_{b, j+1}(0)-v_{b, j}(0)}{h}\right)^{2}\right]\right. \\
\left.+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-v_{b, N+1}^{\prime}(0)\right)^{2}\right) \\
+(1+\theta) \beta^{2}\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-q_{j}^{1}\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{q_{j+1}^{0}-q_{j}^{0}}{h}\right)^{2}\right]+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{N+1}^{1}\right)^{2}\right) \\
+C \int_{0}^{\tau}\left[\left(v_{N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \\
+C \int_{0}^{\tau}\left[\left(v_{b, N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{b, N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s, \tag{72}
\end{gather*}
$$

with $\theta$ small enough so that

$$
\gamma:=(1+\theta)^{1 / 2} \beta \in(0,1) .
$$

Let us set

$$
\begin{align*}
& \varepsilon_{h}=\left(1+\frac{1}{\theta}\right)\left(\frac{h}{2} \sum_{j=0}^{N}\left[\left(v_{j}^{1}-v_{b, j}^{\prime}(0)\right)^{2}+\left(\frac{v_{j+1}^{0}-v_{j}^{0}}{h}-\frac{v_{b, j+1}(0)-v_{b, j}(0)}{h}\right)^{2}\right]\right. \\
&+\left.\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-v_{b, N+1}^{\prime}(0)\right)^{2}\right) \\
&+C \int_{0}^{\tau}\left[\left(v_{N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \\
&+ C \int_{0}^{\tau}\left[\left(v_{b, N+1}^{\prime}-y\right)^{2}+h^{2}\left(v_{b, N+1}^{\prime \prime}-y^{\prime}\right)^{2}\right] d s \tag{73}
\end{align*}
$$

Note that $\varepsilon_{h}$ does not depend on $\left(q_{h}^{0}, q_{h}^{1}\right)$. Using (51), (55), (56), (57), (60) and (61) we obtain

$$
\begin{equation*}
\varepsilon_{h} \rightarrow 0 \quad \text { as } h \rightarrow 0 . \tag{74}
\end{equation*}
$$

From (72) and (73), we deduce that

$$
\begin{align*}
E_{h}\left(\left(v_{h}^{0}-q_{b, h}(0)\right),\left(v_{h}^{1}-q_{b, h}^{\prime}(0)\right)\right) & +\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{b, N+1}^{\prime}(0)\right)^{2} \\
& \leqslant \varepsilon_{h}+\gamma^{2}\left(E_{h}\left(\left(v_{h}^{0}-q_{h}^{0}\right),\left(v_{h}^{1}-q_{h}^{1}\right)\right)+\frac{\nu h^{2}}{2}\left(v_{N+1}^{1}-q_{N+1}^{1}\right)^{2}\right) . \tag{75}
\end{align*}
$$

Consequently, we can proceed by induction, considering that $\left(q_{b, h}(0), q_{b, h}^{\prime}(0)\right)=B_{y, h} \circ F_{y, h}\left(q_{h}^{0}, q_{h}^{1}\right)$, we deduce the result.

## 6 Numerical illustrations

This section is devoted to some numerical illustrations of the method proposed in this paper.
The numerical scheme that we use is slightly different from (12), (14). We replace them by

$$
\begin{cases}q_{j}^{\prime \prime}-\frac{q_{j+1}-2 q_{j}+q_{j-1}}{h^{2}}-\nu\left(q_{j+1}^{\prime}-2 q_{j}^{\prime}+q_{j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{76}\\ q_{0}=0 & \text { in }(0, \tau), \\ \frac{q_{N+1}-q_{N}}{h}+\mu q_{N+1}^{\prime}=\mu y & \text { in }(0, \tau), \\ q_{j}(0)=q_{j}^{0}, \quad q_{j}^{\prime}(0)=q_{j}^{1} & \text { for } j=0, \cdots, N+1\end{cases}
$$

and

$$
\begin{cases}q_{b, j}^{\prime \prime}-\frac{q_{b, j+1}-2 q_{b, j}+q_{b, j-1}}{h^{2}}+\nu\left(q_{b, j+1}^{\prime}-2 q_{b, j}^{\prime}+q_{b, j-1}^{\prime}\right)=0 & \text { in }(0, \tau), 1 \leqslant j \leqslant N  \tag{77}\\ q_{b, 0}=0 & \text { in }(0, \tau) \\ \frac{q_{b, N+1}-q_{b, N}}{h}-\mu q_{b, N+1}^{\prime}=-\mu y & \text { in }(0, \tau), \\ q_{b, j}(\tau)=q_{b, j}^{0}, \quad q_{b, j}^{\prime}(\tau)=q_{b, j}^{1} & \text { for } j=0, \cdots, N+1\end{cases}
$$

where $\mu$ is a positive constant that is chosen to be 1 in (12), (14). The reason for this change is that all the results we proved are still valid in that case, but for $\mu=1$, we may have a better result. Indeed, for system (16), one can prove that for $\tau>2, w(\tau)=\partial_{t} w(\tau)=0$. This means that in particular in Proposition 1.1, we only need one iteration $(n=1)$ to recover exactly $v^{0}$ and $v^{1}$. For the numerical observers, based on this result, we can hope that in this particular example, we may not need a numerical viscosity in this particular example and with $\mu=1$. Nevertheless, this property of equation (1) is quite particular and our aim is to precise this example in order to understand how we can use numerical viscosity in such a method. We developed some extensions in Section 7.

Another important aspect for the numerical simulation is the discretization in time. We have not dealt with this problem here, but this is an important issue that was considered in the context of numerical viscosity in [27], [28], [26], etc. Here we have discretized the second derivatives by using the classical scheme

$$
\begin{equation*}
q_{j}^{\prime \prime}\left(t^{n}\right) \approx \frac{q_{j}^{n+1}-2 q_{j}^{n}+q_{j}^{n-1}}{(\delta t)^{2}} \tag{78}
\end{equation*}
$$

and for the first derivative in (76), we take

$$
\begin{equation*}
q_{j}^{\prime}\left(t^{n}\right) \approx \frac{q_{j}^{n}-q_{j}^{n-1}}{\delta t} \tag{79}
\end{equation*}
$$

This leads to an explicit scheme in time and thus we take in the examples below $(\delta t) / h$ small enough (CFL condition).

In our first example, we take

$$
v^{0}(x)=x(1-x)^{2} \sin (15 x), \quad v^{1}(x)=-x \quad(x \in[0,1])
$$

We show in Figure 1 several iterations of the iterative method ( $n \in\{2,4,6,8,10\}$ ).
In this test, we take $\mu=5, \nu=3$ and a mesh size $h=1 /(N+1)$ with $N=240$. We also discretized the time interval, with a time step $\delta t=\tau / M$, with $M=1200$, and $\tau=2.5$. We notice that the reconstruction of the velocity is less accurate that the reconstruction of the position. This may come from the discretization of velocity by using(79).


Figure 1: Reconstruction of $v^{0}$ (at the left) and of $v^{1}$ (at the right)
Let us recall the error term considered in our analysis:

$$
\begin{equation*}
E_{h}=\frac{h}{2} \sum_{j=0}^{N}\left[\left(b_{j}^{(n)}-v_{j}^{1}\right)^{2}+\left(\frac{a_{j+1}^{(n)}-a_{j}^{(n)}}{h}-\frac{v_{j+1}^{0}-v_{j}^{0}}{h}\right)^{2}\right] \tag{80}
\end{equation*}
$$

where $v_{j}^{0}=v^{0}(j h), v_{j}^{1}=v^{1}(j h)$ for $0 \leqslant j \leqslant N+1$ and

$$
\left(a_{h}^{(k)}, b_{h}^{(k)}\right)=\left(B_{y, h} \circ F_{y, h}\right)\left(\left(a_{h}^{(k-1)}, b_{h}^{(k-1)}\right)\right), \quad k \in\{1, \ldots, n\},
$$

where here, we take for initial guess $\left(a_{h}^{(0)}, b_{h}^{(0)}\right)=(0,0)$.
We represent in Figure 2 the relative error made after each iteration.


Figure 2: Relative error made after $n$ iterations
We can see the influence of the viscosity $\nu$ : let us take

$$
v^{0}(x)=\sin \left(\frac{31 \pi x}{2}\right), \quad v^{1}(x)=-x \quad(x \in[0,1])
$$

For instance in Figure 3, we show the relative error made for $\mu=5, N=240, M=1200, \tau=2.5$ and $n=10$.


Figure 3: Relative error with respect to $\nu$

This illustrates the fact that the factor of the vanishing viscosity need to be chosen carefully. Here we see that there is an optimal choice of $\nu_{*} \approx 3$. Such an optimal factor may depend on the other parameters of the problem.

We also show how the the time $\tau$ plays a role in the method. We take

$$
v^{0}(x)=x \sin \left(\frac{31 \pi x}{2}\right), \quad v^{1}(x)=-x \quad(x \in[0,1])
$$

and $\mu=5, N=240, M=1200, \nu=3$ and $n=10$. We represent in Figure 4 the final reconstruction of the initial condition for the position and the relative error for $\tau \in\{1.5,1.8,2.1,2.5\}$.


Figure 4: Reconstruction of $v^{0}$ and relative error with respect to $\tau$
In particular, we notice that if $\tau<2$, then the method does not give a good approximation of the initial conditions. In [13] and [14], the author tackles the problem of reconstructing the initial conditions if we lose the exact observability (as for $\tau<2$ ) and shows that a set of initial conditions can still be reconstructed.

Even if our result (Theorem 1.2) needs regular initial conditions, we can use our method to try to reconstruct initial conditions with less regularity than in the main result. For instance, we take

$$
v^{0}(x)=x, \quad v^{1}(x)=-1_{(0,1 / 2)}(x)
$$

We still have $v^{0} \in H_{L}^{1}(0,1)$ and $v^{1} \in L^{2}(0,1)$ in that case. We obtain in that case, with $\mu=5, \tau=2.5$, $N=240, M=1200, \nu=3$ and $n=10$ the figure 5 where we represent the reconstruction of the initial conditions and the relative error. We notice that in that case, the algorithm is still converging


Figure 5: Reconstruction of $v^{0}, v^{1}$ and relative error made after $n$ iterations
and allows to reconstruct such initial conditions.
Finally, we present a last experiment where we add in the observation $y$ a random perturbation. More precisely, instead of giving $y\left(t^{k}\right)$ to the numerical scheme, we give $y\left(t^{k}\right)+X^{k}$, where $\left(X^{k}\right)_{k}$ is a random vector, normally distributed with mean 0 and deviation $\sigma$.

We take $\mu=5, \tau=2.5, N=240, M=1200, \nu=3$ and $n=10$ and

$$
v^{0}(x)=x(1-x)^{2} \sin (15 x), \quad v^{1}(x)=-x \quad(x \in[0,1])
$$

Figure 6 represents the mean of ten experiments with independent perturbations.

## 7 Remarks on the vanishing viscosity for numerical observers

In this paper, we focus on the numerical counterpart of the method developed in [34] for recovering initial conditions by using observers. More precisely, we detailed a way to discretize their method for the 1d wave equation. However, this approach may be applied to many different problems. In this section, we present some possible generalizations.


Figure 6: Reconstruction of $v^{0}, v^{1}$ and relative error with random perturbation

First let us consider a general class of hyperbolic systems of second order: we introduce $H$ and $U$ two real Hilbert spaces, $A_{0}: D\left(A_{0}\right) \rightarrow H$ a self-adjoint, positive operator and $C_{0} \in \mathcal{L}(H, U)$ an observation admissible operator. We consider the system

$$
\begin{gather*}
\ddot{v}+A_{0} v=0 \quad \text { in }(0, \tau)  \tag{81}\\
v(0)=v^{0}, \quad \dot{v}(0)=v^{1}  \tag{82}\\
y=C_{0} \dot{v} \quad \text { in }(0, \tau) \tag{83}
\end{gather*}
$$

Let us make the hypothesis that

$$
\begin{gather*}
\ddot{w}+A_{0} w+C_{0}^{*} C_{0} \dot{w}=0 \quad \text { in }(0, \tau)  \tag{84}\\
w(0)=w^{0}, \dot{w}(0)=w^{1} \tag{85}
\end{gather*}
$$

is exponentially stable:

$$
\begin{equation*}
\left(\|\dot{w}(t)\|_{H}+\left\|A_{0}^{1 / 2} w(t)\right\|_{H}\right) \leqslant M_{0} e^{-\alpha_{0} t}\left(\left\|w^{1}\right\|_{H}+\left\|A_{0}^{1 / 2} w^{0}\right\|_{H}\right) \quad \forall\left(w^{0}, w^{1}\right) \in D\left(A_{0}^{1 / 2}\right) \times H \tag{86}
\end{equation*}
$$

Such an hypothesis is sufficient to obtain the convergence of the algorithm of [34]. Indeed they assume $C_{0} \in \mathcal{L}\left(D\left(A_{0}^{1 / 2}\right), U\right)$ is an observation admissible operator (not necessary bounded) but we choose to write this abstract generalization only in the case of a bounded observation operator.

Let us present how to recover approximations $v_{h}^{0}$ and $v_{h}^{1}$ of $v^{0}$ and $v^{1}$ by using an approximation of $y$ with a method of numerical observers.

Assume that $A_{0 h} \in \mathcal{L}\left(V_{h}\right)$ (resp. $C_{0 h} \in \mathcal{L}\left(V_{h}, U_{h}\right)$ ) are finite dimensional approximations of $A_{0}$ (resp. $C_{0}$ ) obtained by using a classical method of discretization (finite element method, finite difference method, etc.). Let us consider $\nu \geqslant 0$ and $\theta>0$ some real numbers and $y_{h} \in U_{h}$ an approximation of $y$. Then the numerical observers of (81)-(83) can be written as

$$
\begin{equation*}
F_{h}: V_{h} \times V_{h} \rightarrow V_{h} \times V_{h}, \quad\left(q_{h}^{0}, q_{h}^{1}\right) \mapsto\left(q_{h}(\tau), \dot{q}_{h}(\tau)\right) \tag{87}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{h}: V_{h} \times V_{h} \rightarrow V_{h} \times V_{h}, \quad\left(q_{b, h}^{0}, q_{b, h}^{1}\right) \mapsto\left(q_{b, h}(0), \dot{q}_{b, h}(0)\right) \tag{88}
\end{equation*}
$$

where

$$
\begin{gather*}
\ddot{q}_{h}+A_{0 h} q_{h}+C_{0 h}^{*} C_{0 h} \dot{q}_{h}-C_{0 h}^{*} y_{h}+\nu h^{\theta} A_{0 h} \dot{q}_{h}=0 \quad \text { in }(0, \tau),  \tag{89}\\
q_{h}(0)=q_{h}^{0}, \dot{q}_{h}(0)=q_{h}^{1}, \tag{90}
\end{gather*}
$$

and

$$
\begin{gather*}
\ddot{q}_{b, h}+A_{0 h} q_{b, h}-C_{0 h}^{*} C_{0 h} \dot{q}_{b, h}+C_{0 h}^{*} y_{h}-\nu h^{\theta} A_{0 h} \dot{q}_{b, h}=0 \quad \text { in }(0, \tau),  \tag{91}\\
q_{b, h}(\tau)=q_{b, h}^{0}, \dot{q}_{b, h}(\tau)=q_{b, h}^{1}, \tag{92}
\end{gather*}
$$

We assume that the numerical viscosity terms $\nu h^{\theta} A_{0 h} \dot{q}_{h}$ and $-\nu h^{\theta} A_{0 h} \dot{q}_{b, h}$ are used to obtain the numerical counterpart of (86). More precisely, let us consider the finite-dimensional approximations of the system (84)-(85):

$$
\begin{gather*}
\ddot{w}_{h}+A_{0, h} w_{h}+C_{0 h}^{*} C_{0 h} \dot{w}_{h}+\nu h^{\theta} A_{0 h} \dot{w}_{h}=0 \quad \text { in }(0, \tau),  \tag{93}\\
w_{h}(0)=w_{h}^{0}, \dot{w}_{h}(0)=w_{h}^{1} . \tag{94}
\end{gather*}
$$

We assume that $\nu \geqslant 0$ and $\theta>0$ are chosen so that there exist $M>0$ and $\alpha>0$ so that for all $h$,

$$
\begin{equation*}
\left(\left\|\dot{w}_{h}(t)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2} w_{h}(t)\right\|_{V_{h}}\right) \leqslant M e^{-\alpha t}\left(\left\|w_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2} w_{h}^{0}\right\|_{V_{h}}\right) \quad \forall\left(w_{h}^{0}, w_{h}^{1}\right) \in V_{h} \times V_{h} \tag{95}
\end{equation*}
$$

Remark 7.1. Let us emphasize that without the numerical viscosity $\nu h^{\theta} A_{0 h} \dot{w}_{h}$, the property (95) may be false (see, for instance, [12],[17], [18]). The use of artificial numerical viscosity to ensure the uniform exponential decay (95) was considered in several partial differential equations or classes of partial differential equations. Let us quote some of them that can be used as examples of application of this section:

- 2D wave equation with finite-difference space semi-discretization ([35]);
- 2D plate equation with finite-difference space semi-discretization ([31]);
- a class of second order evolution equations (with $C_{0}$ bounded and the spectrum of $A_{0}$ consisting of isolated eigenvalues with a gap between them) ([33]).

Let us also remark that for the 1D plate equation with finite-difference space semi-discretization, it is proved in [32] that (95) holds without the add of a numerical viscosity $(\nu=0)$.

Let us consider the sequence

$$
\left(a_{h}^{(n)}, b_{h}^{(n)}\right)=\left(B_{h} \circ F_{h}\right)\left(\left(a_{h}^{(n-1)}, b_{h}^{(n-1)}\right)\right), \quad n \in \mathbb{N}^{*},
$$

where $\left(a_{h}^{(0)}, b_{h}^{(0)}\right)$ is an initial guess of $\left(v_{h}^{0}, v_{h}^{1}\right)$.
We also assume the following technical hypothesis: there exists $M>0$ such that for all $h$ small enough

$$
\begin{equation*}
\left\|C_{0 h}^{*}\right\|_{\mathcal{L}\left(U_{h}, V_{h}\right)} \leqslant M \tag{96}
\end{equation*}
$$

Finally, we assume the following hypothesis on the numerical schemes with numerical viscosity: let us consider $v_{h}$ and $v_{b, h}$ the solutions of

$$
\begin{gather*}
\ddot{v}_{h}+A_{0 h} v_{h}+\nu h^{\theta} A_{0 h} \dot{v}_{h}=0 \quad \text { in }(0, \tau)  \tag{97}\\
v_{h}(0)=v_{h}^{0}, \dot{v}_{h}(0)=v_{h}^{1} \tag{98}
\end{gather*}
$$

and

$$
\begin{gather*}
\ddot{v}_{b, h}+A_{0 h} v_{b, h}-\nu h^{\theta} A_{0 h} \dot{v}_{b, h}=0 \quad \text { in }(0, \tau)  \tag{99}\\
v_{b, h}(\tau)=v_{b, h}^{0}, \quad \dot{v}_{b, h}(\tau)=v_{b, h}^{1}  \tag{100}\\
\int_{0}^{\tau}\left\|C_{0 h} \dot{v}_{h}-y_{h}\right\|_{U_{h}} d s+\int_{0}^{\tau}\left\|C_{0 h} \dot{v}_{b, h}-y_{h}\right\|_{U_{h}} d s \rightarrow 0 \tag{101}
\end{gather*}
$$

and if $v_{h}(\tau)=v_{b, h}(\tau), \dot{v}_{h}(\tau)=\dot{v}_{b, h}(\tau)$, then

$$
\begin{equation*}
\left\|\dot{v}_{b, h}(0)-v_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{b, h}(0)-v_{h}^{0}\right)\right\|_{V_{h}} \rightarrow 0 \tag{102}
\end{equation*}
$$

Note that the above condition always holds true if $\nu=0$. Recall that $v_{h}^{0}$ and $v_{h}^{1}$ are approximations of $v^{0}$ and $v^{1}$.

Theorem 7.2. Assume the above hypotheses. Then there exist $\tau>0, \beta \in(0,1)$ and $\varepsilon_{h}>0$ such that for all n,

$$
\left\|b_{h}^{n}-v_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(a_{h}^{n}-v_{h}^{0}\right)\right\|_{V_{h}} \leqslant \beta^{2 n}\left(\left\|b_{h}^{0}-v_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(a_{h}^{0}-v_{h}^{0}\right)\right\|_{V_{h}}\right)+\frac{1}{1-\beta^{2}} \varepsilon_{h}
$$

where $\varepsilon_{h}$ is independent of $n$ and goes to 0 as $h \rightarrow 0$.
Remark 7.3. Let us emphasize that in this abstract result, the time $\tau$ used to construct the numerical observers may be quite large and is obtained in the proof by using (95). The minimal time $\tau$ should be related, as in the case of the 1d wave equation, to the observability inequality.

Proof of Theorem 7.2. We notice that $w_{h}:=v_{h}-q_{h}$ satisfies

$$
\begin{gather*}
\ddot{w}_{h}+A_{0 h} w_{h}+C_{0 h}^{*} C_{0 h} \dot{w}_{h}+\nu h^{\theta} A_{0 h} \dot{w}_{h}=C_{0 h}^{*} \eta_{h} \quad \text { in }(0, \tau)  \tag{103}\\
w_{h}(0)=v_{h}^{0}-q_{h}^{0}, \dot{w}_{h}(0)=v_{h}^{1}-q_{h}^{1} \tag{104}
\end{gather*}
$$

with

$$
\begin{equation*}
\eta_{h}:=C_{0 h} \dot{v}_{h}-y_{h} \tag{105}
\end{equation*}
$$

We can write (103)-(104) as

$$
\frac{d}{d t}\left[\begin{array}{c}
w_{h}  \tag{106}\\
\dot{w}_{h}
\end{array}\right]=\left[\begin{array}{cc}
0 & I \\
-A_{0 h} & -C_{0 h}^{*} C_{0 h}-\nu h^{\theta} A_{0 h}
\end{array}\right]\left[\begin{array}{c}
w_{h} \\
\dot{w}_{h}
\end{array}\right]+\left[\begin{array}{c}
0 \\
C_{0 h}^{*} \eta_{h}
\end{array}\right]
$$

and using (95), we deduce that there exist $\tau>0$ and $\beta<1$ such that for all $t \geqslant \tau$,

$$
\begin{equation*}
\left(\left\|\dot{w}_{h}(t)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2} w_{h}(t)\right\|_{V_{h}}\right) \leqslant \beta\left(\left\|v_{h}^{1}-q_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}^{0}-q_{h}^{0}\right)\right\|_{V_{h}}\right)+\int_{0}^{t}\left\|C_{0 h}^{*} \eta_{h}\right\|_{V_{h}} d s \tag{107}
\end{equation*}
$$

In particular,

$$
\begin{align*}
&\left(\left\|\dot{v}_{h}(\tau)-\dot{q}_{h}(\tau)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}(\tau)-q_{h}(\tau)\right)\right\|_{V_{h}}\right) \leqslant \beta\left(\left\|v_{h}^{1}-q_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}^{0}-q_{h}^{0}\right)\right\|_{V_{h}}\right) \\
&+M \int_{0}^{\tau}\left\|\eta_{h}\right\|_{V_{h}} d s \tag{108}
\end{align*}
$$

In a similar way,

$$
\begin{align*}
& \left(\left\|\dot{v}_{b, h}(0)-\dot{q}_{b, h}(0)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{b, h}(0)-q_{b, h}(0)\right)\right\|_{V_{h}}\right) \\
& \quad \leqslant \beta\left(\left\|\dot{v}_{b, h}(\tau)-\dot{q}_{b, h}(\tau)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{b, h}(\tau)-q_{b, h}(\tau)\right)\right\|_{V_{h}}\right)+M \int_{0}^{\tau}\left\|\tilde{\eta}_{h}\right\|_{V_{h}} d s, \tag{109}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\eta}_{h}:=C_{0 h} \dot{v}_{b, h}-y_{h} . \tag{110}
\end{equation*}
$$

Taking

$$
\begin{array}{ll}
v_{b, h}(\tau)=v_{h}(\tau), & \dot{v}_{b, h}(\tau)=\dot{v}_{h}(\tau) \\
q_{b, h}(\tau)=q_{h}(\tau), & \dot{q}_{b, h}(\tau)=\dot{q}_{h}(\tau)
\end{array}
$$

we deduce from (108) and from (109) that

$$
\begin{align*}
& \left(\left\|\dot{v}_{b, h}(0)-\dot{q}_{b, h}(0)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{b, h}(0)-q_{b, h}(0)\right)\right\|_{V_{h}}\right) \\
& \quad \leqslant \beta^{2}\left(\left\|v_{h}^{1}-q_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}^{0}-q_{h}^{0}\right)\right\|_{V_{h}}\right)+M \int_{0}^{\tau}\left\|\eta_{h}\right\|_{V_{h}} d s+M \int_{0}^{\tau}\left\|\tilde{\eta}_{h}\right\|_{V_{h}} d s \tag{111}
\end{align*}
$$

The above estimate yields

$$
\begin{align*}
& \left(\left\|v_{h}^{1}-\dot{q}_{b, h}(0)\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}^{0}-q_{b, h}(0)\right)\right\|_{V_{h}}\right) \\
& \leqslant \beta^{2}\left(\left\|v_{h}^{1}-q_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{h}^{0}-q_{h}^{0}\right)\right\|_{V_{h}}\right) \\
& +M \int_{0}^{\tau}\left\|\eta_{h}\right\|_{V_{h}} d s+M \int_{0}^{\tau}\left\|\tilde{\eta}_{h}\right\|_{V_{h}} d s  \tag{112}\\
& \\
& +\left\|\dot{v}_{b, h}(0)-v_{h}^{1}\right\|_{V_{h}}+\left\|A_{0 h}^{1 / 2}\left(v_{b, h}(0)-v_{h}^{0}\right)\right\|_{V_{h}} .
\end{align*}
$$

Using (101) and (102) and proceeding by induction, we deduce the result.
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