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Let X be an abstract set.
We consider a prior random �eld Yx = U + VWx, where U is a real random variable following

a uniform distribution on an interval [−m,m], where V is a real and positive random variable
following a uniform distribution on an interval [ε, 1/ε] and where (Wx)x∈X is a centered normalized
Gaussian �eld. Moreover, we suppose that U , V and (Wx)x∈X are independent.

The parameter characterizing the Gaussian �eld (Wx)x∈X is the correlation function k (recall
that the mean is zero and the variance is 1). We suppose here that n ≥ 3. Let x1, x2, . . . , xn ∈ X
and y := (y1, y2, . . . , yn) ∈ Rn. Denote Σ := (k (xi, xj))1≤i,j≤n the matrix of correlations and

k (x) := (k (x, xj))1≤j≤n the correlation vector. We suppose that we are in a generic position so
that the matrix Σ is invertible.

Theorem 3. The conditional distribution of the random �eld (Yx)x∈X knowing that (Yxi = yi)1≤i≤n
is given by explicit formulae of densities of �nite dimensional marginals.

When the parameter m goes to in�nity and ε goes to zero, for n > 2, this conditional distribution

becomes a multivariate Student distribution.

In particular, when m → ∞ and ε → 0, for n > 2, the univariate conditional distribution of the

random variable Yx becomes a Student distribution with n − 2 degrees of freedom, with location

parameter

µ+ k (x)Σ−1 (y − µ1)
T

with µ :=
yΣ−11T

1Σ−11T

and scale parameter√√√√√√ 1

n− 2

(
(y − µ1) Σ−1yT

)1− k (x)Σ−1k (x)
T

+

(
1− 1Σ−1k (x)

T
)2

1Σ−11T


where 1 = (1, 1, . . . , 1) ∈ Rn.

Proof. Part 1: Multivariate conditional distribution

We look for the distribution of the random �eld (Yx)x∈X given (Yxi = yi)1≤i≤n.
Let r be a positive integer and (t1, . . . , tr) ∈ Xr. We have:

(Yt1 , . . . , Ytr , Yx1
, . . . , Yxn) = (U, . . . , U) + V (Wt1 , . . . ,Wtr ,Wx1

, . . . ,Wxn)

where (Wt1 , . . . ,Wtr ,Wx1 , . . . ,Wxn) follows the distribution N (0,∆) with:

∆ :=

(
Σ2 k (t)

k (t)
T

Σ

)
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where k (t) := (k (ti, xj))1≤i≤r,1≤j≤n and Σ2 := (k (ti, tj))1≤i≤r,1≤j≤r. As before, we suppose that
we are in a generic situation, so that the matrix ∆ is positive-de�nite.
Denote by f the density of the random vector (Yt1 , . . . , Ytr , Yx1

, . . . , Yxn):

f (ζ) =
1

2m

1
1
ε − ε

∫ m

−m

∫ 1
ε

ε

1(√
2π
)n+r

vn+r
√
|∆|

exp

(
− 1

2v2
(ζ − u) ∆−1 (ζ − u)

T

)
du dv

with ζ := (yt1 , yt2 , . . . , ytr , yx1 , yx2 , . . . , yxn) and u := (u, u, . . . , u) ∈ Rn+r.
The conditional density distribution of (Yt1 , Yt2 , . . . , Ytr ) given (Yxi = yxi)1≤i≤n is:

z := (yt1 , yt2 , . . . , ytr ) 7→
f (z,y)∫

Rr f (z′,y) dz′
=: g (z) .

After simpli�cation, we get:

g (z) =

∫m
−m
∫ 1
ε

ε
1

vn+r exp
(
− 1

2v2

((
z y

)
− u

)
∆−1

((
z y

)
− u

)T)
du dv∫

Rr
∫m
−m
∫ 1
ε

ε
1

vn+r exp
(
− 1

2v2

((
z′ y

)
− u

)
∆−1

((
z′ y

)
− u

)T)
dz′ du dv

.

Denote:

NUM (z) :=

∫ m

−m

∫ 1
ε

ε

1

vn+r
exp

(
− 1

2v2
((
z y

)
− u

)
∆−1

((
z y

)
− u

)T)
du dv.

Consider the u-variable polynomial:((
z y

)
− u

)
∆−1

((
z y

)
− u

)T
= au2 + 2bu+ c.

We recall that, for a, b and c real numbers and a > 0:∫ m

−m
exp

(
− 1

2v2
(
au2 + 2bu+ c

))
du −→

m→+∞

v
√

2π√
a

exp

(
− 1

2v2

(
c− b2

a

))
which gives, using the monotone convergence theorem:

NUM (z) −→
m→+∞

∫ 1
ε

ε

√
2π

vn+r−1
√
a

exp

(
− 1

2v2

(
c− b2

a

))
dv.

With the change of variable q = 1
2v2

(
c− b2

a

)
and the de�nition of Euler function Γ, we get:

NUM (z) −→
m→+∞,ε→0

√
2π√
a

2
n+r−4

2

(
c− b2

a

)−n+r−2
2

Γ

(
n+ r − 2

2

)
.

Note that au2 + 2bu + c is always positive since we exclude degenerate situations. Thus, its
discriminant is negative, that is

(
c− b2/a

)
> 0. In addition, the expression

(
c− b2/a

)
is a positive

polynomial of degree 2 in the variable z, and we write

c− b2

a
= Q (z) + L (z) +M

where Q is a positive-de�nite quadratic form, L is a linear form and M is constant.
By monotone convergence, the limit of the denominator in the expression of the density g is what
we expect and we obtain:

g (z) −→
m→+∞,ε→0

√
2π√
a

2
n+r−4

2 (Q (z) + L (z) +M)
−n+r−2

2 Γ
(
n+r−2

2

)
∫
Rr
√
2π√
a

2
n+r−4

2 (Q (z′) + L (z′) +M)
−n+r−2

2 Γ
(
n+r−2

2

)
dz′

,
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that is:

g (z) −→
m→+∞,ε→0

(Q (z) + L (z) +M)
−n+r−2

2∫
Rr (Q (z′) + L (z′) +M)

−n+r−2
2 dz′

.

As Q (z) + L (z) +M is a positive polynomial, we get with Lemma 1 proven hereafter, for n > 2:∫
Rr

(Q (z′) + L (z′) +M)
−n+r−2

2 dz′ < +∞.

With Lemma 2, we conclude that g (z) is a multivariate Student distribution, when m goes to
in�nity and ε goes to zero.

Part 2: Univariate conditional distribution

We can give more precise formulae for one dimensional marginals. If r = 1, we have

g (z) −→
m→+∞,ε→0

(Q (z) + L (z) +M)
−n−1

2∫
R (Q (z′) + L (z′) +M)

−n−1
2 dz′

.

Let us come back to the de�nitions of a, b and c and compute the expression
(
c− b2/a

)
. After

straightforward calculations, we get:

∆−1 =
1

λ

(
1 −k (t)Σ−1

−Σ−1k (t)
T

λΣ−1 + Σ−1k (t)
T
k (t)Σ−1

)
with λ := 1− k (t)Σ−1k (t)

T
. Then:

a = 1∆−11T

b = 1
λ

(
z − k (t)Σ−1yT

) (
1− k (t)Σ−11T

)
+ yΣ−11T

c = 1
λ

(
z − k (t)Σ−1yT

)2
+ yΣ−1yT

with 1 = (1, 1, . . . , 1) ∈ Rn.
Set z′ := z − k (t)Σ−1yT . This change of variable yields:

c− b2

a
= qz′2 − 2lz′ +m

with

q = 1
λ

(
1− 1

λa

(
1− k (t)Σ−11T

)2)
l = 1

λa

(
1− k (t)Σ−11T

) (
yΣ−11T

)T
m = yΣ−1yT − 1

a

(
yΣ−11T

)2
.

In the variable z′, we have a Student distribution with n − 2 degrees of freedom, with location
parameter

l

q
= µ

(
1− k (x)Σ−11T

)
with µ :=

yΣ−11T

1Σ−11T

and scale parameter

√√√√ 1

n− 2

(
m

q
−
(
l

q

)2
)

=

√√√√√√ 1

n− 2

(
(y − µ1) Σ−1yT

)1− k (x)Σ−1k (x)
T

+

(
1− 1Σ−1k (x)

T
)2

1Σ−11T

.
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Then, the conditional distribution of the random variables Yx is a Student distribution with n− 2
degrees of freedom, with location parameter:

µ+ k (x)Σ−1 (y − µ1)
T

with µ :=
yΣ−11T

1Σ−11T

and scale parameter:√√√√√√ 1

n− 2

(
(y − µ1) Σ−1yT

)1− k (x)Σ−1k (x)
T

+

(
1− 1Σ−1k (x)

T
)2

1Σ−11T


with 1 = (1, 1, . . . , 1) ∈ Rn.

Lemma 1. Let p (z) be a polynomial of degree 2 in r variables. Suppose that:

• for all z ∈ Rr, p (z) > 0,

• the quadratic part of p is positive de�nite.

If n > 0 then ∫
Rr
p (z)

−n+r
2 dz <∞.

Proof of Lemma 1. With an appropriate change of orthonormal basis, we can write:

p (z) =

r∑
i=1

die
2
i +

r∑
i=1

siei +M

where (e1, e2, . . . , er) := e are the coordinates of z in the new basis, and where, for all 1 ≤ i ≤ r,
di > 0.
We consider a ball B in Rr, containing zero, such that for all z /∈ B, we have:

p (z) ≥ 1

2

r∑
i=1

die
2
i ≥

C

2

r∑
i=1

e2i

where C = min (d1, d2, . . . , dr). Denote Bc the complementary of B in the space Rr. As p > 0,

the integral over B of the function p−
n+r
2 is �nite. We have:

∫
Bc
p (z)

−n+r
2 dz ≤ C ′

∫
Bc

(
r∑
i=1

e2i

)−n+r
2

de1 de2 . . . der

with C ′ :=
(
C
2

)−n+r
2 .

That means: ∫
Bc
p (z)

−n+r
2 dz ≤ C ′

∫
Bc
‖e‖−(n+r) de1 de2 . . . der.

But, ∫
Bc
‖e‖−(n+r) de1 de2 . . . der <∞ if and only if n > 0

so we conclude: ∫
Rr
p (z)

−n+r
2 dz <∞ if n > 0.
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Lemma 2. Let n and r be two positive integers with n ≥ 3. Let Q be a positive-de�nite quadratic

form in r variables, L be a linear form in r variables and M be a positive constant. Suppose that

for all z ∈ Rr, Q (z) +L (z) +M > 0. De�ne C :=
(∫

Rr (Q (z) + L (z) +M)
−n+r−2

2 dz
)−1

. The

density of probability f on Rr of the form:

f : z 7→ C (Q (z) + L (z) +M)
−n+r−2

2

is a multivariate Student density with n− 2 degree of freedom.

Proof of Lemma 2. Denote z := (z1, z2, . . . , zr), Q (z) :=
∑r
i=1 qiiz

2
i + 2

∑
1≤i<j≤r qijzizj and

L (z) :=
∑r
i=1 `izi. Denote also L = (`1, `2, . . . , `r) and Q = (qij)1≤i,j≤r.

Then:
L (z) = LzT and Q (z) = zQzT .

Diagonalize the positive-de�nite matrix Q; there exists an orthogonal matrix P , of type (r, r) such
that:

Q = PAP−1 = PAP T

where A is a diagonal matrix with diagonal coe�cients a1, a2, . . . , ar > 0.
Denote s = zP and s = (s1, s2, . . . , sr). We can write:

f (z) = C
(
M +LPsT + sAsT

)−n+r−2
2 .

With LP = (b1, b2, . . . , br) we deduce:

LPsT + sAsT =

r∑
i=1

bisi + ais
2
i =

r∑
i=1

ai

(
si +

bi
2ai

)2

− b2i
4ai

.

Denote B the vector
(
bi
2ai

)
1≤i≤r

and t := s+B. Denote also d = M −
∑r
i=1

b2i
4ai

.

We have:

f (z) = C
(
d+ tAtT

)−n+r−2
2 .

Remark that d > 0 since d+ tAtT = Q (z) + L (z) +M which is positive for all z, thus for all t.
It is therefore possible to factor our d:

f (z) = Cd−
n+r−2

2

(
1 +

1

d
(zP +B)A (zP +B)

T

)−n+r−2
2

= Cd−
n+r−2

2

(
1 +

(
z +BP T

)(1

d
Q

)(
z +BP T

)T)−n+r−2
2

.

With C ′ := Cd−
n+r−2

2 , µ := −BP T and Π := d
n−2Q

−1, �nally, the following formula is obtained
for the density of probability:

f (z) = C ′
(

1 +
1

n− 2
(z − µ) Π−1 (z − µ)

T

)−n+r−2
2

.

According to the book of Kotz and Nadarajah (2004), page 1, we recognize the multivariate t-
distribution in r dimension, with n−2 degrees of freedom, with scale matrix Π and location vector
µ.
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