# The self-assembly of paths and squares at temperature 1 

Pierre-Etienne Meunier

## To cite this version:

Pierre-Etienne Meunier. The self-assembly of paths and squares at temperature 1. 2013. hal00912937v1

## HAL Id: hal-00912937 <br> https://hal.science/hal-00912937v1

Preprint submitted on 2 Dec 2013 (v1), last revised 9 Dec 2013 (v2)

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# The self-assembly of paths and squares at temperature 1 

Pierre-Étienne Meunier *


#### Abstract

We prove that the number of tile types required to build squares of size $n \times n$, in Winfree's abstract Tile Assembly Model, when restricted to using only non-cooperative tile bindings, is at least $2 n-1$, which is also the best known upper bound. Non-cooperative self-assembly, also known as "temperature 1 ", is where tiles bind to each other if they match on one or more sides, whereas in cooperative binding, some tiles can bind only if they match on multiple sides.

Our proof introduces a new programming technique for temperature 1, that disproves the very intuitive and commonly held belief that, in the same model, assembling paths between two points $A$ and $B$ cannot be done with less tile types than the Manhattan distance $\|\overrightarrow{A B}\|_{1}$ between them. Then, we prove a necessary condition for these "efficient paths" to be assembled, and show that this necessary condition cannot hold in completely filled squares.

This result proves the oldest conjecture in algorithmic self-assembly, published by Rothemund and Winfree in STOC 2000, in the case where growth starts from a corner of the square. As a corollary, we establish $n$ as a lower bound on the tile complexity of the general case. The problem of determining the minimal number of tile types to self-assemble a shape is known to be $\Sigma_{2}^{p}$-complete.


## 1 Introduction

Self-assembly is the process through which unorganized, simple, components automatically coalesce according to simple local rules to form some kind of target structure. It sounds simple, but the end result can be extraordinary. For example, researchers have been able to self-assemble a wide variety of structures experimentally at the nanoscale, such as regular arrays [28], fractal structures [10, 20], smiling faces [18, 26], DNA tweezers [30], logic circuits 16, 21], neural networks [17], and molecular robots [12]. These examples are fundamental because they demonstrate that self-assembly can, in principle, be used to manufacture specialized geometrical, mechanical and computational objects at the nanoscale. Potential future applications of nanoscale self-assembly include the production of smaller, more efficient microprocessors and medical technologies that are capable of diagnosing and even treating disease at the cellular level.

Controlling nanoscale self-assembly for the purposes of manufacturing atomically precise components will require a bottom-up, hands-off strategy. In other words, the self-assembling units themselves will have to be "programmed" to direct themselves to assemble efficiently and correctly. Molecular self-assembly is rapidly becoming a ubiquitous engineering paradigm, and we need to develop a theory to inform us of its algorithmic capabilities and ultimate limitations.

In 1998, Erik Winfree [27] introduced the abstract Tile Assembly Model (aTAM), a simplified discrete mathematical model of algorithmic DNA nanoscale self-assembly pioneered by Seeman [22]. The aTAM is an asynchronous nondeterministic cellular automaton that models crystal growth

[^0]processes. Put another way, the aTAM essentially augments classical Wang tiling [25 with a mechanism for sequential growth of a tiling. This contrasts with Wang tiling in which only the existence of a valid mismatch-free tiling is considered, and not the order of tile placement. In the aTAM, the fundamental components are translatable but un-rotatable square or cube tiles whose sides are labeled with colored glues colors, each with an integer strength. Two tiles that are placed next to each other interact if the glue colors on their abutting sides match, and they bind if the strengths on their abutting sides match and sum to at least a certain (integer) temperature. Self-assembly starts from a seed tile type and proceeds nondeterministically and asynchronously as tiles bind to the seed-containing-assembly. Despite its deliberate simplification, the aTAM is a computationally expressive model. For example, by using cooperative binding (that is, by having some of the tiles bind on two or more sides), Winfree 27] proved that it is Turing universal, which implies that self-assembly can be directed by a computer program. Here, we study noncooperative binding.

Tile self-assembly in which tiles can be placed only in a noncooperative fashion is colloquially referred to as "temperature-1 self-assembly". Despite the esoteric name, this is a fundamental and ubiquitous form of growth: it refers to growth from growing and branching tips where each new tile is added if it can match on at least one side.

It has been known for some time that a more general form of growth where some of the tiles must match on two or more sides, i.e. cooperative growth, leads to highly non-trivial behavior: arbitrary Turing machine simulation (11, 19), efficient production of $n \times n$ squares and other simple shapes using $\Theta(\log n / \log \log n)$ tile types [1], efficient production of arbitrary finite connected shapes using a number of tile types that is within a log factor of the Kolmogorov complexity of the shape [24], and even intrinsic universality: the existence of a single tile set that simulates arbitrary tile assembly systems [7].

However, the capabilities of two-dimensional noncooperative self-assembly remain largely unknown: several generalizations and restrictions of this model have been studied, that conjectured in all cases that noncooperative binding could not be as powerful as cooperative binding [4, 5, 9, 13, 15, 19]. The first fully general separation results were only proven recently [14], in the context of intrinsic universality [6-8]. However, the computational capabilities, in the Turing sense, of this model, remain largely unknown.

The conjecture that we prove in this paper was first stated by Rothemund and Winfree 19 . the minimal number of tile types to assemble $n \times n$ squares is $2 n-1$. A restriction of this result, where it is required that all the tiles be assembled with all their neighbors, appeared in the same paper. Moreover, computing the minimal number of tile types required to deterministically assemble a shape from a seed of size one is known to be NP-complete [2], and $\Sigma_{2}^{p}$-complete in the non-deterministic case [3].

### 1.1 Main results

Although a number of terms have not been formally defined, we give an overview of our two main results now. See the definitions in section 2, Our ultimate goal is to prove Rothemund and Winfree's conjecture 19 that a tile assembly system assembling only squares of size $n \times n$, from a seed of size 1 , has at least $2 n-1$ tile types. Our first result disproves a statement stronger than this conjecture; namely, that the tile complexity of a square is the same as the tile complexity of its diagonal. Although widely believed, this statement is false:

Theorem 3.1. Let $n$ be an integer. There is a tile assembly system $\mathcal{T}_{n}=\left(T_{n}, \sigma_{n}, 1\right)$, and two

[^1]points $A, B \in \mathbb{Z}^{2}$, such that $\|\overrightarrow{A B}\|_{1}=n$, the terminal assemblies of $\mathcal{T}_{n}$ are all finite, they all include a path from $A$ to $B$, and $\left|T_{n}\right|=4 n / 5+O(1)$.

The fact that the constructions of this theorem are possible, even though they are quite elementary, is not obvious at all; indeed, the intuition from words and automata theory is that any attempt to "reuse" tile types will enable us to "pump" the path, as in the pumping lemma of finite automata $[23]$, and thus any tile assembly system that can produce paths repeating tile types will also be able to produce ultimately periodic, infinite paths. This intuition is valid in a restricted setting where two adjacent tiles always agree on their abutting sides [9, 13].

Then, we will prove the following theorem, which gives the optimal lower bound on the tile complexity of squares, when growth starts from a corner:

Theorem 4.2. Let $\mathcal{T}=(T, \sigma, 1)$ be a temperature 1 tile assembly system, with $\sigma$ a single tile at $(0,0)$, and $n$ an integer. If all terminal assemblies producible by $\mathcal{T}$ are of domain $\{0, \ldots, n-1\}^{2}$, then $|T| \geq 2 n-1$.

## 2 Definition and preliminaries

We begin by defining the two-dimensional abstract tile assembly model. A tile type is a unit square with four sides, with the top side called N , the bottom side S , the right side E , and the left side W , each consisting of a glue label and a nonnegative integer strength. We assume a finite set $T$ of tile types, but an infinite supply of copies of each type. An assembly is a positioning of the tiles on the discrete plane $\mathbb{Z}^{2}$, that is, a partial function $\alpha: \mathbb{Z}^{2} \rightarrow T$.

We say that two tiles in an assembly interact, or are stably attached, if the glue labels on their abutting side are equal, and have positive strength. An assembly $\alpha$ induces a weighted binding graph $G=(V, E)$, where $V=\operatorname{dom}(\alpha)$, and there is an edge $(a, b) \in E$ if and only if $a$ and $b$ interact, and this edge is weighted by the glue strength of that interaction. The assembly is said to be $\tau$-stable if any cut of $G$ has weight at least $\tau$.

A tile assembly system is a triple $\mathcal{T}=(T, \sigma, \tau)$, where $T$ is a finite tile set, $\sigma$ is called the seed, and $\tau$ is the temperature. Throughout this paper, we will always have $|\operatorname{dom}(\sigma)|=1$ and $\tau=1$. Therefore, we can make the simplifying assumption that all glues have strength one without changing the behavior of the model.

Given two assemblies $\alpha$ and $\beta$, we write $\alpha \rightarrow_{1}^{\mathcal{T}} \beta$ if $\alpha$ and $\beta$ are both $\tau$-stable, $\operatorname{dom}(\alpha) \subseteq \operatorname{dom}(\beta)$, and $|\operatorname{dom}(\beta) \backslash \operatorname{dom}(\alpha)|=1$. We say that $\gamma$ is producible from $\alpha$, and write $\alpha \rightarrow^{\mathcal{T}} \gamma$ if there is a (possibly empty) sequence $\alpha=\alpha_{1}, \ldots, \alpha_{n}=\beta$ such that $\alpha_{1} \rightarrow_{1}^{\mathcal{T}} \ldots \rightarrow_{1}^{\mathcal{T}} \alpha_{n}$.

The productions of a tile assembly system $\mathcal{T}=(T, \sigma, \tau)$, written $\mathcal{A}[\mathcal{T}]$, is the set of all assemblies producible from $\sigma$. An assembly $\alpha$ is called terminal if there is no $\beta$ such that $\alpha \rightarrow_{1}^{\mathcal{T}} \beta$. The set of terminal assemblies is written $\mathcal{A}_{\square}[\mathcal{T}]$.

An important fact about temperature 1 tile assembly, that we will use heavily, is that any path of the binding graph can grow immediately from the seed, independently from anything else. For any path $P=P_{1}, \ldots, P_{n}$ on the lattice grid of $\mathbb{Z}^{2}$, and any integer $1 \leq i \leq n$, we say that the output side of $P_{i}$ is the side adjacent to $P_{i+1}$, if $i<n$, and its input side is the side adjacent to $P_{i-1}$, if $i>1$. The first tile of a path does not have an input side, and the last one does not have an output side.

Finally, the Manhattan distance between two points $A=\left(x_{A}, y_{A}\right)$ and $B=\left(x_{B}, y_{B}\right)$ of $\mathbb{Z}^{2}$, written $\|\overrightarrow{A B}\|_{1}$, is $\left|x_{A}-x_{B}\right|+\left|y_{A}-y_{B}\right|$. Moreover, for any side name $s \in\{\mathrm{~N}, \mathrm{~S}, \mathrm{E}, \mathrm{W}\}$, we write $\bar{s}$ its opposite side (e.g. $\overline{\mathrm{N}}=\mathrm{S}$ ).

### 2.1 The known upper bound

The only known way to assemble squares of size $n \times n$ at temperature 1 with $2 n-1$ tile types, is by using the "comb" design of Figure 1, already described in Rothemund and Winfree's paper [19].


Figure 1: The comb design for size $10 \times 10$

## 3 Building efficient paths

A major obstacle in proving the claimed lower bound for squares, is that building only a square's diagonal can require way less tiles than building the whole square. In this section, we show the following result:

Theorem 3.1. There is a tile assembly system $\mathcal{T}=(T, \sigma, 1)$, such that for all terminal assembly $a \in \mathcal{A}_{\square}[\mathcal{T}], a$ is finite and of width $\frac{5(|T|+2)}{4}-23$.

Proof. Since a path of height $n$ that is monotonic in the $y$-dimension, and has less than $n$ tile types with input side S, can be "pumped", our path will need to have "caves", or non-monotonic subpaths, and reuse them several times. Moreover, in order for all the assemblies of $\mathcal{T}$ to be finite, the caves must be exited by a different path every time; however, since we want the caves to "save" tile types, these "exit paths" cannot all be new tile types. Therefore, one possible way to solve these constraints is to grow a regular monotonic path $P_{0}$ first, then build a cave $C$, and reuse a part of $P_{0}$ as its exit path. The next time we want to reuse $C$, we can use another part of $P_{0}$ as its exit path.

If the exit paths used in previous instance of a cave are all blocked in new instances, we will get only finite assemblies. Figure 2 is an example of such a path.

This figure, however, is not a terminal assembly; since our caves, and their exit paths, are used several times, the same assemblies can grow from all their repetitions. Fortunately, we can arrange the shape of our main path so that no collision ever happens between these repetitions: see Figure 3. Now, this figure has 38 tile types, and is of width 27 ; it does not yet save tile types. But by inserting:

- $n$ new tile types in place of glue 6 ,
- $n$ new tile types in place of glue 14 ,
- $n$ new tile types in place of glue 24 , and
- $n$ new tile types in place of glue 26

$\square$

 and all of $\mathcal{T}$ 's productions are finite.
4 Building filled squares requires $2 n-1$ tile types
In this section, we prove that if a tileset has less than $2 n-1$ tile types and has squares in its terminal assemblies, then it also has terminal assemblies that are not squares. Our technique to prove this will be the following: assuming we are given such a tileset, we will first choose, using Algorithm 4.1, the assembly sequences that "lose" as much information as possible about its past,
so as to "confuse" the tileset; then, if these assembly sequences can still build efficient paths, we will prove a necessary condition on these, (this is Lemma 4.4), that cannot hold in completely filled squares (Theorem 4.5).


### 4.1 A path-building algorithm

We first define the Algorithm we use to choose assembly sequences. There are two possible "priority modes" for this algorithm, namely right-priority and left-priority:

Algorithm 4.1. Let $\mathcal{T}=(T, \sigma, 1)$ be a tile assembly system, $\preceq$ be an ordering on $T$, and $S$ be a non-empty set of paths producible by $\mathcal{T}$. Let $P_{0}$ be the initial path, with just $\sigma$. For any $i \geq 0$, if several tiles can bind to $P_{i}$, let $P_{i+1}$ be the one such that:

1. $P_{i+1}$ binds to the first side of $P_{i}$ from its input side, in clockwise order if we are building a right-priority path, and in counterclockwise order if we are building a left-priority one.
2. There is at least one path in $S$, of which $P_{0} \ldots P_{i+1}$ is a prefix.
3. If there are several such choices, we choose the smallest tile with respect to $\preceq$.

### 4.2 Building filled squares from a seed in a corner

Proving the claimed lower bound is significantly simpler if we assume that the seed is in a corner. We begin by showing that if paths built using Algorithm 4.1 can still be efficient, then we can contract them:

Definition 4.2. A left-tentacular (respectively right-tentacular) path is a path $P$ such that at least one tile is repeated twice along $P$, say at indices $i$ and $j$, and the suffix of $P$ after $j$ can be completely grown from $i$.

Formally, this last condition can be written:

$$
\left\{P _ { k } | 0 \leq k < | P | \} \cap \left\{P_{k}+\overrightarrow{P_{j} P_{i}}|j \leq k<|P|\}=\emptyset\right.\right.
$$

Moreover, we say that a path is two-way tentacular if it is both left- and right-tentacular.
Definition 4.3. Let $\mathcal{T}=(T, \sigma, 1)$ be a tile assembly system. A path $P \in \mathcal{A}[\mathcal{T}]$ is said to be fragile if a tile type is repeated along $P$, say at positions $i$ and $j(i<j)$, and $P$ cannot grow from $P_{0 \ldots i} \cup\left(P_{j \ldots|P|-1}+\vec{P}_{j} P_{i}\right)$.

In the rest of the proof, this choice of assembly sequence will be referred to as "breaking $P$ ".
Lemma 4.4. Let $A$ be a point of $\mathbb{Z}^{2}$, and $\mathcal{T}=(T, \sigma, 1)$ be a tile assembly system such that:

- $\operatorname{dom}(\sigma)=\{(0,0)\}$.
- $\forall \alpha \in \mathcal{A}[\mathcal{T}], \operatorname{dom}(\alpha) \subseteq\{0, \ldots, n-1\}^{2}$.
- There is a path $P \in \mathcal{A}[\mathcal{T}]$ from $O$ to $A$, with less than $\|\overrightarrow{O A}\|_{1}$ tile types.

Then $P$ is either fragile or two-way tentacular.


Figure 5: Glues visible from the east are in green or yellow; yellow tiles are of the same type, and red tiles are crashes.

Proof. Let $P$ be a path from $O$ to $A$, built using Algorithm 4.1. Without loss of generality, we assume that $y_{A} \geq 0$ and $x_{A} \geq 0$.

We first introduce the idea of visible glue: we say that a glue between two tiles of $P$ is visible from the east (respectively from the north) if $P_{i}$ interacts with $P_{i+1}$ on its north face (respectively on its east face), and the glue between them is the rightmost (respectively topmost) one, on an infinite horizontal (respectively vertical) line between $P_{i}$ and $P_{i+1}$.

Let us call $P_{\mathrm{E}}$ the tiles of $P$ that have their north glue visible from the east, and $P_{\mathrm{S}}$ the tiles of $P$ that have their east glue visible from the south.

There are clearly $n$ tiles in $P_{\mathrm{E}}$, and $n$ tiles in $P_{\mathrm{S}}$. Moreover, $P_{\mathrm{E}}$ and $P_{\mathrm{S}}$ are disjoint: indeed, if $P_{i}$ is a tile whose north glue is visible from the east, then $P$ still has to cross the vertical line on the right of $P_{i}$, before reaching $B$ :


And the horizontal line, along with $P$ and the borders of the square, define a closed curve: by Jordan's curve theorem, this curve partitions the plane into two connected components. Since $P$ starts in one and ends in the other, this crossing can only occur above $P_{i}$. Indeed, the only way for $P$ to go back into the seed's component is to cross the horizontal line above $P_{i}$, but then $P_{i}$ would not be in $P_{\mathrm{E}}$. Therefore, $P_{i}$ cannot be in $P_{\mathrm{S}}$.

Now, because $P$ was grown using Algorithm 4.1, if a tile type is repeated in $P_{\mathrm{E}}$, say at positions $P_{i}$ and $P_{j}$, then a translation of $P_{i \ldots .}$ (by $\overrightarrow{P_{i} P_{j}}$ started growing after $P_{j}$, ultimately crashing into something (possibly after several repetitions). A new branch was started from this crashed path and reached $B$ (in the case where this new path reached $B$, we consider the empty branch from $B$ to itself as a valid branch). Therefore, since the two north glues are still visible after this, the early restart of this branch can grow from $P_{i \ldots j}$; If it can grow completely from $P$, it means $P$ is right-tentacular; else, this new branch crashes into something.

In this last case, grow $P$ until $P_{i}$. Then, grow a translation by $\vec{P}_{j} P_{i}$ of the path that grew after $P_{j}$. Whether or not this translated subpath can grow completely, the original $P$ cannot grow anymore from this new assembly: $P$ is fragile.

The same argument on the tiles of $P_{\mathrm{W}}$ and $P_{\mathrm{N}}$ proves that $P$ is also left-tentacular or fragile. Remark that $P_{\mathrm{W}} \cup P_{\mathrm{N}}$ is not necessarily disjoint from $P_{\mathrm{E}} \cup P_{\mathrm{S}}$ (in the case where $P$ has strictly than $2 n$ tile types, these two sets may even be equal).

We can now prove the claimed result:
Theorem 4.5. Let $\mathcal{T}=(T, \sigma, 1)$ be a tile assembly system whose terminal assemblies' domains are all $\{0, \ldots, n-1\}^{2}$, and such that $\operatorname{dom}(\sigma)=\{(0,0)\}$. Then:

$$
|T| \geq 2 n-1
$$

Proof. Let $A, B, C$ and $D$ be the following points of a square that $\mathcal{T}$ can assemble:


Since $\mathcal{T}$ can fill this square, it must contain in particular a path from $D$, to $A$. Let $P_{0}$ be the path from $O$ to $A$ built right-priority using Algorithm 4.1.

We now define a sequence $\left(S_{i}\right)_{i}$ of assemblies, $S_{0}$ being the assembly where only $P_{0}$ has grown. For any $i \geq 0$, let $A_{i}$ be the leftmost point, that is to the right of $S_{i}$, but not in it. If there are several such points, let $A_{i}$ be the highest one. Now, let $P_{i+1}$ be a right-priority path from $O$ to $A_{i}$, built using Algorithm 4.1. Moreover, let $Q_{i+1}$ be the prefix of $P_{i+1}$ that goes to the first occurrence of $P_{i+1}$ 's rightmost or topmost point (whichever comes last on $P_{i+1}$ ).

There are three main cases:

1. If $Q_{i+1}$ is fragile, we "break it". Let $r$ be the index of the last tile of $Q_{i+1}$ that can grow with the assembly sequence described in the proof of Lemma 4.4. Moreover, let $U_{i+1}$ be the assembly grown with that assembly sequence, and $V_{i+1}$ the part of $Q_{i+1}$ that cannot grow anymore, that is, $V_{i+1}=\left(Q_{i+1}\right)_{r+1} \ldots$
In the case where $Q_{i+1}$ is a suffix of some path of $S_{i}$, it is possible that other parts of $S_{i}$ had been assembled from $V_{i+1}$. Let $S_{i}^{\prime}$ be the subassembly of $S_{i}$, with exactly the parts of $S_{i}$ that were not assembled from $V_{i+1}$.
Finally, let $S_{i+1}=S_{i}^{\prime} \cup U_{i+1}$.
2. If $Q_{i+1}$ is right-tentacular, there are two subcases:
(a) Its first contraction vector $\overrightarrow{v_{i+1}}$ is to the left, i.e. i.e. $x_{\overrightarrow{v_{i+1}}} \leq 0$, and $Q_{i+1}=P_{i+1}$, that is, the leftmost point to the right of $S_{i}$ is not on $Q_{i+1}$ itself. In this case, we can do the same as in case 1 above. Indeed, since the last point of $Q_{i+1}$ is next to the leftmost point to the right of $S_{i}$, contracting it to the left will necessarily end in a collision with $S_{i}$, before the end of $P_{i+1}$.
(b) Its first contraction vector is strictly to the right. Let $a$ and $b$ be the indices of the two contracted tiles on $P_{i+1}$, with $a<b$, and $R_{i+1}=\left(P_{i+1}\right)_{0 \ldots a} \cup\left(\left(P_{i+1}\right)_{b+1 \ldots}+\right.$ $\overrightarrow{\left.\left(P_{i+1}\right)_{b}\left(P_{i+1}\right)_{a}\right)}$
It is not possible that $B \in \operatorname{dom}\left(P_{i+1}\right)$, for else $R_{i+1}$ would get out of $\{0, \ldots, n-1\}^{2}$, contrarily to our hypothesis that all the assemblies stay within $\{0, \ldots, n-1\}^{2}$. Therefore, we let this early restart grow as long as it can, until it reaches its highest point or else crashes into something.
3. Else, by Lemma 4.4, $Q_{i+1}$ has the right number of tile types. There are two subcases:
(a) if $A_{i} \neq B$, we let $S_{i+1}=S_{i} \cup P_{i+1}$, and resume the construction.
(b) if $A_{i}=B$, the construction is over. Indeed, we have found a path, $P_{i+1}=Q_{i+1}$, from $O$ to $B$, with $\|\overrightarrow{O B}\|_{1}$ distinct tile types.

Finally, we need to argue that this construction does not loop, even though cases 1 and 2a seem to make the assembly smaller. However, all the paths we grow in this construction are right-priority paths. This means that after these cases happen, the same points $A_{i}$ will appear again, but the path that we can build to these repeated $A_{i}$ s will be "less right-priority" than the original ones, that is, they will turn left earlier than the original path we grew to reach $A_{i}$.

We examine what happens to these "broken paths" in greater detail now. When a path is broken, and we branch and grow a new one to reach some $A_{j}$, that is a repetition of an earlier $A_{i}$, one of three things could happen:

1. Either $P_{j}$ is fragile, or its contraction vector is to the left. In this case, nothing can happen to earlier broken parts: either they are to the left of this branch, in which case they are trapped, or they are to the right, but even if a collision happens between the early restart on $P_{j}$, and these parts, this collision is either with the original fragile part, which still keeps it broken, or between the early restart on $P_{i}$, which still encloses $P_{i}$.
2. In the case where $P_{j}$ cannot be broken, that is, in case 2a, the construction will continue. If $P_{j}$ 's early restart crashes into something, this crash does not affect any of the arguments.

Corollary 4.6. Let $\mathcal{T}=(T, \sigma, 1)$ be a tile assembly system whose terminal assemblies are all of domain $\{0, \ldots, n-1\}^{2}$, and such that $|\operatorname{dom}(\sigma)|=1$. Then $|T| \geq n$.

Proof. Let $\Sigma$ be the position of the seed. We can use the technique of Theorem 4.2 on all the rectangles with diagonals $(\Sigma A),(\Sigma B),(\Sigma C)$ and $(\Sigma D)$. At least one is of width and height at least $n$.

## 5 Future work

The next step, in proving the fully general conjecture, is to extend Lemma 4.4 to the case where the seed can be anywhere in the square. The reason why it does not apply to that case, is that a "lower restart" is not necessarily an "early restart"; indeed, let $P$ be a path from $O$ to $D$, and $Q$ be a path from $O$ to $B$. If $P_{i}$ and $Q_{j}$ are of the same type for some $i$ and $j$, then restarting $P_{i \ldots}$ from $Q_{j}$ does not result in a competition for growth between this "lower branch" and $Q$, since the tiles of $Q$, to the north of $Q_{j}$, were grown before $Q_{j}$.

Therefore, despite Corollary 4.6, the general question remains open:
Open Problem 1. Is there a tile assembly system with less than $2 n-1$ tile types, that can assemble a filled square at temperature 1 , starting from a single tile anywhere in the square?

Even though the recent results about its intrinsic universality [14], and the present paper, have made significant advances in that direction, the exact computational power of temperature 1 systems is still completely unknown. Moreover, the existence of single tileset simulating, at temperature 1 , any other temperature 1 tile assembly system, is still open. The following open problem is particularly puzzling, especially in regard of the impressive results of (5), showing that threedimensional temperature 1 tile assembly are capable of Turing computation:

Open Problem 2. Is there a tileset $T$, and an undecidable first order formula $F$ on the following language:

- Constants $T \cup \mathbb{Z}^{2}$
- The addition on $\mathbb{Z}^{2}$
- The ternary relation $\rightarrow^{(T, \sigma, 1)}$ defined in section 2 ( $\sigma$ is an argument of the relation)
- And a ternary relation $\mathcal{R}$, where $\mathcal{R}(\alpha,(x, y), t)$ if and only if $\alpha(x, y)=t$ (in the notations of this paper).

Moreover, Theorem 3.1 is the first two-dimensional construction at temperature 1, with less tile types than its Manhattan diameter, in the general aTAM. On the other hand, our solution to the original conjecture relies heavily on the fact that our squares need to be completely filled. This leaves the following question open:

Open Problem 3. For all $n$, is there a tile assembly system $\mathcal{T}_{n}=\left(T_{n}, \sigma_{n}, 1\right)$, with $T_{n}<2 n-1$, whose terminal assemblies all contain at least a square frame, that is, such that for all $\alpha \in \mathcal{A}_{\square}\left[\mathcal{T}_{n}\right]$, $(\{0\} \times\{0, \ldots, n-1\}) \cup(\{0, \ldots, n-1\} \times\{n-1\}) \cup(\{n-1\} \times\{0, \ldots, n-1\}) \cup(\{0, \ldots, n-1\} \times\{0\}) \subseteq$ $\operatorname{dom}(\alpha)$ ?

The initial construction of a square with $2 n-1$ tile types, by Rothemund and Winfree, used a fairly simple design. Our result shows that this is optimal, but it does not discard the possibility of other designs:

Open Problem 4. Is there a way to self-assemble a square of size $n \times n$ at temperature 1 with $2 n-1$ tile types, that is not a trivial variation of Rothemund and Winfree's "comb" design (Figure 11? How many are there?
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