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Active Robustness of a Milk Manufacturing Workshopwith Time
Constraints

Abstract

This paper deals with the active robustness ofllia manufacturing workshop including
time interval constraints. Such systems have rolesst properties towards time
disturbances. The robustness property can be ia ptaperty, but using a dynamic
control strategy may increase the robustness value.

Controlled P-time Petri nets are used as a modetitinl. Some definitions and a series
of lemmas are cited in order to build a theory ihgalvith robustness problems. In
order to avoid the death of marks at the synchatita transitions of the P-time Petri
net model, a robust control strategy facing tinstutbances is presented. The proposed
approach tries to reject the disturbance as sooit igsobserved. Furthermore, this
approach is used by an algorithm computing an eatbbustness margin at a given
node. It is illustrated step by step on an exaropla milk manufacturing workshop. A

comparison with the bound provided for the paseimistness is made.

1 Introduction

Manufacturing workshops with time constraints aieciete Event Systems (DES), where a
time validity interval is associated to each operatlts lower limit indicates the minimum
time necessary to execute the operation. The Uppgrdetermines the maximum time not to
exceed in order to ensure the quality of the mantufad products. Time windows constraints
may be found in many industrial areas ( Collartillauil et al. 2007, Kats et al. 2008, Dohn
et al. 2009 ). For example in the food industheré are minimum operating times which
integrate the process limitations. These worksharpsgenerally modeled by Controlled P-
time Petri nets, to study the instants of beginrang ending for operations. Such systems
have a robustness property towards time disturlzance

The robustness is defined as the ability of theesysto preserve the specifications facing
some expected or unexpected variations. The rolasstie interpreted into different
specializations (M’Halla 2010a, Jerbi 2006). Thegdee robustness is based upon variations
included in validity time intervals. There is nontml| to preserve the required specifications.
On the other hand, active robustness uses obsé@naeddisturbances to modify the control
settings in order to keep on satisfying the spediifbns. Various strategies can be
implemented to manage time disturbances in prooludystems ( Jerbi et al. 2009, M’Halla
et al. 2008, M’Halla et al. 2010b). In this papte control strategy corresponds to rejecting
the disturbances by applying an inverse contropldor a delay, sojourn times are set as
small as possible; for an advance, sojourn timessaiong as possible.

The work presented in this paper focuses on thestalss of a milk manufacturing workshop
regarding time disturbances. This paper begins bgealiing the workshop. Controlled P-time



Petri nets are used for this purpose. A functiatedomposition of the P-time Petri net into
three sets is done. The second section beginsvinigggome basic definitions concerning the
robustness of a manufacturing workshop includingeticonstraints. The passive robustness
(local robustness) of a given path in the milk nfanturing workshop is analytically built up;
an algorithm allowing computing a lower bound of tipassive robustness margin is
presented. Afterwards, the control problem in caititime manufacturing systems is tackled.
An approach for the robust control is presentede Ploposed strategy tries to reject the
disturbance as soon as it is observed using theaton order to preserve the specifications
facing some expected or unexpected variations &@dllutilleul et al. 2007). This approach
is used by another algorithm computing a bound the active robustness margin. An
illustrative example is outlined and the resulis discussed. Finally, some conclusions of this
work are given.

2 Modelling of a milk production unit
2.1Modelling tools of DES integrating time constraints
2.1.1P-time Petri nets

The following section presents the basic defingi@oncerning P-time Petri nets. The reader
interested by a theoretical semantic analysis raag (Boyer and Roux 2010).

Definition 1. (Khansa et al. 1996)The formal definition of a P-time Petri net is givby a
pair < R; | > where:

» R is a marked Petri net, defined by (P,T, I, OMA4) where
o P is aset of places
o Tis aset of transition
o IN is the set of input arcs of transitions
IN: (PXT) - N (N is the set of natural numbers )
o O s the set of output arcs of transitions
O: (TxP)-N
o M is the Marking application
0 Myisthe initial value of the marking

= ISSP o P x (T O {+))
p- 1S =[a, bjwith0<a < b.

IS; defines the static interval of the staying timeaahark in the place; pelonging to the set
of places P (Qis the set of positive rational numbers). A markhia place pis taken into

account in transition validation when it has stayed for a duration of at least and at most
bi. After the duration jthe token will be dead.

Définition 2 (Khansa et al. 1996)
At a given instant, a state is defined by a pait,<4 > such that:
- M is a marking application which assigns a given banof token to each place
such that :
(OpOP M(p 2 0;
- lis an application "potential firing interval”, udh associates to each a token k in

k
a place pan interval & qk] It is called dynamic interval in order to make a



difference with the static interval which is assbed to each place. Dynamic
intervals depend on arrival instants of tokens he tonsidered place. Let us
assume that a token k arrives in the placémpich static interval is [d3]) at a
given instant c, at the instant c+gd<£al < by) the dynamic interval of k becomes:

la¥ bt | =[max(a, —d.0).by - d

Firing condition of a transition from states

When the transition is enabled in the autonomou's B&hse, its firing interval depends first

on the potential interval associated with the tekesich are in its input. Then according to

these intervals, an interval of "potential” firirgassociated to it. Afterwards, its "real” firing

interval is established according to the poteritisdrvals of the tokens whose places aren’t
input places of this transition.

The firing condition is formally expressed as foln
A transition { is potentially firable from a state S<M,IP> in timerval[a, b, ], if and only
if:

1- itis enabled in autonomous PN'’s sense in thigstatlpL °t] : m(p)= IN (p,t))

2- OpL! °t there is a number of token greater than |NYperifying

Nlak,bk|=|a/ b | andla’,b|# ¢ where k=1, 2, ..., I(pt) .

3- There must be no token in this place whose uppendb of the dynamic interval is
strictly smaller than the lower bound of inter\hil,hi] . Otherwise there is a token
that dies and consequently the net is said deaghtok

2.1.2 Controlled P-time Petri net

Definition 3. (Jerbi et al. 2004): The Controlled P-time Pe#i is defined by a quadruplet
Rpc= (Rp, U, ) such that:

= Rpis a P-time Petri net which describes the openeg &ystem,

= U is the external control of the transitions (T)Ry built on the predicates using the
occurrence of internal or external observable essehthe system: U: T {0, 1},

= Upis the initial value of the predicate vector.

NOTATIONS
= p° (respectively °p: the output transitions of the place(fhe input transitions of the
place p),
gie: the expected sojourn time of the token in the@la
g : the effective sojourn time of the token in thage p,
St(n): the " expected firing instant of the transition t,
St(n): the H effective firing instant of the transition t,
Tc: the set of controllable transitions.
Ts: the set of synchronization transitions

2.2 Presentation of the workshop

Figure 1 shows a milk manufacturing unit composkfive machines (M, M, Mz, M4, Ms)
and six conveyors (T T, T3, T4, Ts, Te), where (M'Halla et al. 2010c):

— My is a baottle filling machine,



— My is a milk bottle capper,
— M3 is a time/date stamp,

— My is a labeling machine,

— Ms is a packaging machine.

For simplicity, we disregard the nature of the [ecoperations performed in the milk
production unit, and therefore we represent a motlalgeneric workshop.

To manufacture the products (bottles of 1000 mf)pty bottles are placed on the conveyor
T1 to supply the bottle filling machine MThe filled bottles are transported towards the
capping machine Mby the conveyor I After capping, the bottles arrive directly og This
conveyor carries the bottles to the maching(Mne/date stamp) to print the manufacturing
date and end date of consumption. Once this tas&ngpleted, the bottles move towards the
labelling machine Mvia the conveyor £

The bottles are then transferred to the packagiachme M, where they will be wrapped by
welding in a group of 6. Lastly, the finished prothiare deposited on the conveyay T
towards the stock of finished products SA.

l’ﬂl'”/ //‘J!.I;,/.

T 1T e

Figure 1: Milk manufacturing unit

2.3 Functional decomposition

As the sojourn times in places have not the sametifunal signification when they are
included in the sequential process of a produetloen they are associated to a free resource,
a decomposition of the Petri net model into thets & made using (Long et al. 93):

» Ry is the set of places representing the machines use

» Trangis the set of places representing the loaded toahsgsources,

= Trangc is the set of places representing the unloadetsp@at resources (or the
interconnected buffers).



This functional decomposition (or a similar one} eeen used many times in the scientific
literature in order to study control and regulatpoblems in manufacturing workshops. This
IS not a proof that it can be applied on all workshopologies. We can only say that it
corresponds to a good decomposition for many mahwiag systems.

Figure 2shows a P- time PN (G) modelling a milk productisarkshop and its functional
decomposition. The obtained G is used to study tbleustness of the considered
manufacturing workshop (M’Halla et al. 2010b).

3 Robustness of a milk manufacturing workshop

In this milk manufacturing workshop, a time intdrismassociated to each operation. Its lower
bound indicates the minimum time needed to exat@®peration. The upper bound sets the
maximum time to not exceed otherwise the qualityhef product is deteriorated (M’Halla et
al. 2010a). When time constraints are violatea morkshop which is manufacturing food
products, it can affect the health of consumeraisTlthe detection of a constraint violation
must automatically cause the stop of the produdiwh an elimination of dangerous products
(an overheating of milk bottles in a hydromat fgample).

On the other hand, when taking into account théesysobustness, it can be proven that
this type of violation has not occurred despitaraniddent happened in the production line. In
this case, we plan to maintain the production wh#scribing it as production in a degraded
mode. Of course, the product is not degraded, Hriptoduction mode is degraded because
the deliveries moments of the products are notehmanned initially. In this context, the
robustness of a given path in the milk manufactumorkshop is analytically built up. Two
algorithms for building respectively, an upper bouri the passive robustness margin and the
active robustness margin at a given node, are mesde The proposed algorithms allow
increasing the ability of the system to fulfil ttspecifications facing some expected or
unexpected variations.
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Figure 2: A milk manufacturing unit modeled by difde Petri net
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3.1 Basic definitions

Preliminary definitions, useful for the rest of shpaper, are given in order to study the
robustness of a milk manufacturing workshop.

Definition 3. (Collart-Dutilleul et al. 2003) The robustness is defined as the ability of the
system to remain valid with respect to the spediit;ms when facing some expected or
unexpected variations. The robustness charactetizesglobal capacity to deal with
disturbances.

Definition 4 (Jerbi et al. 2004)A mono-synchronized subpath Lp is a path contairing
and only one synchronization which is its last node

Definition 5. (Jerbi et al. 2004): An elementary mono-synchronized subpath is a mono-
synchronized subpath beginning with a place p siiah°p is a synchronization transition.

3.1 Local passive robustness computations
3.1.1 Preliminary definitions

Definition 6. : Let us consider a discrete event system and @dbkeciated Petri net model.
Let us call B(G) the behavior of G correspondingthie trajectory of states successively
reached. Let C(B(G)) be the schedule of conditestablished on the system behavior B(G).
C(B(G)) is materialized by a series of constramtich must be checked by B(G). A non
respect of B(G) corresponds to a violation of C(B(@) is said that a subset SG of G is
robust to a disturbanc® if and only if OnSG, the occurrence of the disturbardcat the
node n does not involve a violation of C(B(G)).

Definition 7. (Collart-Dutilleul et al. 2007): Passive robustmeis when the required
specifications are met without any need for a ckamgthe control settings, even in the
presence of variations.

Definition 8. (Jerbi et al. 2004)tt is said that a path Lp hasl@cal passive robustness on
[Omin, Omay if the occurrence of a disturban@&][dnmin, dmay at any place pLp does not
involve a token death at the synchronization ttaonss of Lp.

3.1.2 Passive Robustness computation

To compute the local passive robustness interdad, ¢oncepts of compensable and
transmissible margins are introduced. Let us deryteArcy and Arty respectively the
compensable margin and the transmissible margithermono-synchronized subpathyLp
The local passive robustness delsyp,x can be calculated using formulas (1), (2) and (3)
(Jerbi et al. 2004).

With: A, =ADre + Arty (1)
Arc, = Z(qie - &) (2)
p,OLp, n(Ry OTrang.)
Art, = min(b - g;) 3)
pP = OUT(Lpy)
p;HLp,



In table 1, we can highlight examples of the conspbie margin and the transmissible

margin associated to some mono-synchronized subpaghof the P-time Petri net model
(figure 2).

Table 1: Compensable margin and transmissible imaggociated to some mono-
synchronized subpaths of G

Path Art, Arcy
LPpo=(Po: to, Pre, te) 6 689
Lp1=(Pe, to, Pro1 tro1) +00 0
Lp2=(Pe; to, Proz t02) +00 0
Lps=(Po; to Pro3 103 +o0 0
Lps=(Po, to, Proa t104) +o0 0
Lps=(Pe, to, Pros tios) +00 0
Lpe=(Po; to Proe ti06) +o0 0
Lp7=(P111, t111, Proa, tro2 56 5
Lps=(P11z 11z, Proz tios) 41 3
Lpo=(P113 t113 Pros ti04) 28 3
Lp16=(P114 Y114 P1oa ti0s) 19 2
Lp11=(P11&, tize, Proe, tioe) 12 4
Lp:1~=(P116 ti16 Pioe ti01) 71 36
Lp15=(Pr1, t71, Pe1, o) 15 0

A/ Computation algorithm of the exact value of passobustness for a delay in a milk manufacturvarkshop

In order to avoid the violation of schedule corahs, a recursive algorithm allowing
computing an upper bound of the maximal time disiaces allowed in a given point of the
milk manufacturing workshop is presented. The psepof this algorithm is to decrease the

number of false alarms.
A-1/ Algorithm 1

Let us denote:

Cns the set of mono-synchronized subpaths,

Cse the set of elementary mono-synchronized subpaths,

L= iD Lp;:  the union of mono-synchronized subpaths

Arg; : the compensable margin on the mono-synchronizieplagh Lp

Res (L, Lp) : the maximal residue of disturbanceOdsT (Lp;)

o : the disturbance that propagates along a patf) (igrallel to the disturbance

propagation pathp;)

E (L, Lp) ={L/ (QUT (L) =OUT (Lp))J( X Mo(P)=2pm1 pMo(P)) BEDL LS =IN(L))}
¢ = {Lpj/ (n°=IN(Lp;))ALp;ICrmg AL IG)}
Margin O min [Arg + F (G\Lg, OUT (Lp)°, min (h—0i) +§)]

j = OUT(Lp) Max (Res(L,Lp)

BOLp; L /(pOL) O(pi°=0UT(Lp,))
F (G*, p*, Art)



¢* = {Lp/ (p*0Lpy) (Lp;ICs9 ALp; G™)}
If (p* == ® ouArt == 0) alors (FJ Art)
Else
{
R min {min [Art, (Arc; + F (G*\ Lpg, OUT(Lp)°, min (k—0e) 1)1}
j %pOUT(Lp) Max (Res(L, Lp
py pilL Op°=0UT(Lp)

}
}

A-2/ Description of the algorithm

The presented algorithm computes an upper boutideofaximal time disturbances allowed
at a node n. Itinvolves:

- Selecting the node where we need to calculatpdksive robustness margin,
- Building the set of mono-synchronized subpatfsdefined as follows:
¢ ={Lpj/ (N°=IN (Lp))(Lp;ICng L(LpiIG)}

- Calculating the passive robustness margin adsalcia the set of subpatlps
Margifl min[Arg + F(G\Lg, OUT(L@)°, min (b—0e) +6)]

j °%F OUT(Lp) Max (Res(L,Lp)
BOLp; L /(pOL) O(p°=0OUT(Lp))
(& is the maximum disturbance that propagates alqragtaparallel to the disturbance
propagation path L
- Removing the elementary mono-synchronized subipatthe construction of the whodef
defined as follows:
¢* ={Lpj/ (p*ULp;) LLp;0Csg LLp; UG}
- Computing for each mono-synchronized subpatp*pthe passive robustness margin F
defined as follows:
FO min{min[Art, (Arc, + F(G*\ Lp, OUT(Lp)°, min (A—qic) 9))1}
j fi= OUT(Lp) Max (Res(L, Lp
Fi0Lp; pitL Op°=0UT(Lp)
- Stopping the algorithm if the following condities satisfied:
¢* == @ or Art == 0) then (A2 Art)

Note: When we remove a mono-synchronized subpath ofh@, is done only for the

construction of*. The places for which we seek mono-synchronizabpaths belong
simply to G. The places adding constraints on alsymnization transition are taken into
account even if they belong to an eliminated momzisronized subpath.

A-3/ Justification of the algorithm

The above algorithm applies the passive robustf@ssula on all sequences of mono-
synchronized sub-path. This formula was provedarl et al. 2004).

10



The algorithm is based on a function F which idechkecursively using a part of the net

which is more and more restricted. When the rolasstrof a mono-synchronized sub-path is
computed, it is removed from the net to be treatethe next call of the function F. As the

number of mono-synchronized sub-paths is finiteg #tonvergence of the considered
algorithm is proved, because the function stopsnwthe sub-net to be studied becomes
empty:¢* == o.

At the level of a given mono-synchronized subpaph & part of the disturbance is rejected
and the other is transmitted. The transmitted vebmputed by Algorithm 1 is lower than the

real maximal value, because it does not take ioto@nt the compensation which is provided
by a time disturbance of the same nature. The pbtifis property can be found in (Jerbi et
al. 2009). As a consequence, the margin calculayetiis algorithm is a lower bound of the

effective margin.

The polynomial computation time of this algorithamde proved such a way:

- The computation of the extreme firing instants éogiven mono-synchronized
subpath is less complex than the same computatidgheowhole Petri net structure
which can be performed using @Xn®) time computing algorithm, where n
correspond to the number of transition of the gré@fitansa 1997). In the works of
Khansa, the P-Time Petri nets running in repetitivede are transformed into
equivalent co-graphs. These co-graphs are somallee graph using negative
values.

- The number of mono-synchronized subpath is smdhen the number of
transitions. Consequently, the complexity of thenpating time of all margins is
smaller tharO(n®).

All the margin values are compared (3 subtractionsa given path) to a given disturbance
value less than n times (n corresponds to the numbg&ansitions): this last effort is not
significant with regards to the cost ofén*) time computation. The worst case computation
time is smaller tha®(n®).

B/ lllustrative example

Let us take the P-time Petri net example, figurassociated to a milk manufacturing
unit. The application of algorithm 1 at the nodefigure 4, allows computing a lower bound
of passive robustness margin equal to 16 (Margin=16

In fact, according to the recursive algorithm, g& of mono-synchronized subpatigg (s
defined as follows, figure 4:

¢ = {Lp; / ("°=IN(Lp))0(Lp;LCwg U (LpLG)}

d={Lp o=(pPo,to,P1s,ts); Lp 1=(pPo,to,P101,t101); Lp 2=(pe,t9,P102:t102); Lp 3=(pPo,to,P10at103);
Lp 4=(pPo,te,P104.t104); LP 5=(Po,ta,Pr05t105); LP 6=(Posto,Pros t106)}

11
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Figure 4. Example of disturbance propagation: cdggssive robustness

The full set of margin associated to each mono4syorgzed subpath is summarized in table 2.
The application of algorithm 1 at the nodgefigure 4, allows to compute an upper bound of
passive robustness margin equal to 16 (kin [Margin 0, Margin 1, Margin 2, Margin 3,
Margin 4, Margin 5, Margin 6]).

Table 2: Passive margin associated to propagdtrmugh mono-synchronized subpaths

Margin Expression Value

Margin O | Margin O O min [Arcy+ F(G\Lp, OUT(Lpy)°, min (ks1—0s1d) +&] Margin0=695
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j °p= OUT(Lpy) Max (Res(L, Lpy))
PealLpo L/(B,0L) C(p°s:=OUT(Lpp))
(&, is the residue of a disturbance that propagategyahe path L) (see table 1)
Margin 0 00 min [689+ F(G\Lp, po, 6) ]

Margin 1 | Margin 1 O min [Arc+ F(G\Lp, OUT(Lp.)®, min (biosCiosd) + 1] Margin 1=29
i Poe= OUT(Lp) Max (Res(L, Lpy))
Pos O Lps L/(B10600L) D(P°106=OUT(Lp1))
(&, is the residue of a disturbance that propagatexyahe path Lp) (see table 1)
Margin 1 0 min [0+ F(G\Lp, p111, )]

Margin 2 | Margin 2 O min [Arc,+ F(G\Lp,, OUT(LP,)°, min (big:—Q1919)+ &) Margin 2=24
j E)lgl— OUT(Lp,) Max (Res(L, Lp)
P°101 0 Lp2 L /(Br010L) X p°10:=OUT(Lp,))
(&, is the residue of a disturbance that propagatexyahe path L§) (see table 1)
Margin 2 0 min [0+ F(G\Lp, p11; , +0)]

Margin 3 | Margin 3 O min [Arcg+ F(G\Lps, OUT(Lp3)°, min (bigs—01929) + &3] Margin 3=21
j hgz— OUT(Lps) Max (Res(L, Lp)
P’102 0 Lps L /(B1020L) O p°10=OUT(Lp3))
(& is the residue of a disturbance that propagategyahe path Lg) (see table 1)
Margin 3 0 min [0+F(G\Lp, p11z + )]

Margin 4 | Margin 4 O min [Arc,+ F(G\Lps, OUT(Lps)°, min (bigz—01039) + 4] Margin 4=18
i °ps= OUT(Lp,) Max (Res(L, Lp)
Pos 0 Lps L /(B10d0L) O p°105=OUT(Lps))
(&, is the residue of a disturbance that propagategyahe path Lg) (see table 1)
Margin 4 0 min [0+ F(G\LRp, p114, +© )]

Margin 5 | Margin 5 O min [Arcs+ F(G\Lps, OUT(Lps)°, min (bigsQro49) + 5] Margin 5=16
j p 19~ OUT(Lps) Max (Res(L, Lpy)
P°104 0 Lps L /(BroaL) ( p°10=OUT(Lps))
(& is the residue of a disturbance that propagatexyahe path Lp) (see table 1)
Margin 50 min [0+ F(G\LR, py1z, +© )]

Margin 6 | Margin 6 O min [Arcg+ F(G\Lps, OUT(Lps)°, min (bigs—Q1o59) + 8] Margin 6=
j Pros= OUT(Lps) Max (Res(L, Lpy) 106
Pros O Lpe L /(B10s7L) X p°105=OUT(Lps))

(& is the residue of a disturbance that propagategyahe path Lp) (see table 1)
Margin 6 00 min [0+ F(G\LR, P11, +© )]

C/ Discussion

The computed bound can be used to filter some alayemerated by the workshop during

production. However, as the exact value is not knaseme false alarms may go through the
filtering system.

It may be interesting to evaluate the quality & tomputed bound with regard to the exact
static robustness value. For now, it is proposecextend the robustness range using a
dynamic control.

Actually, when a disturbance is going over theistaibustness bound, changing the control
may produce a change in the system which incretstderance.

Therefore, various strategies are implemented toage time disturbances in production
systems (Jerbi et al. 2004), (Collart-Dutilleubét 2007).

For this application, the chosen control policedrio reject the disturbance as soon as it has
been observed. The suggested strategy allows bgilaiglobal control providing an active
global robustness towards a given disturbance.cArstve algorithm is proposed to compute
a bound of the active robustness towards a delaygaten node of the graph.

3.2 Active robustness computation
3.2.1 Definitions
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Definition 9. : A temporal control is the modification of traneits firing instants using
controlled P-time Petri net.

Definition 10. : An active robustness is a robustness ensured bynimgotal control of the
process transitions.

Definition 11. : A time disturbance is locally rejected by a path Lp if the effectifreng
instant of its last transition (t) is equal to teected one: St(n)=Hn).

Definition 12. (Jerbi et al. 2004)The time interval of the passive rejection capacftg path
Lp is RC(Lp)=[Ca(Lp), Cr(Lp)] where:

Callp)= Y (de b)), 4)
p; Obpn(Ry OTrangc)
Cip= Y (Ge-a): (5)

p, Olpn (R OTrang.)

Ca(Lp) (respectively Cr(Lp)) is called the timedntal of the passive rejection capacity for an
advance (respectively a delay) time disturbancemence.

Definition 13. (M’'Halla et al. 2010d). The available control margin for an advanc&),
and the available control margin for a delafp;¥, associated to the placegpe defined as:

£iP-Q
% ~ ge Sig; <3
P fa(P) =10 ~ G Sigy <0 < ©)
0sig, <q; <b,

f P -Q" 0 {+o}

b - qe sig; <0 7

. ) =
P r (P;) {bi - q sig, <q <b

Definition 14. : A transition t constitutes an elementary subpattelly controllable on
[max(f, (p;)), min(f, (p))] if tUTc.

P =t P =t

Example 1

Let us suppose that the transitigg,tfigure 5, is controllable {§,0T¢). The transitionb,is a
synchronization transitiony:OTyg).

1S10~[3, 76]
0102620

tg Pz tio

P1g1

1S19:=[0, +00] ; G115
Figure 5: Case of controllable synchronization $raon

Indeed
PTo1=t102 = fa(P102)=0-5= =5 et f(p1g1)= +

14



197=t102 = fa(Pr0l)= 3-20=-17 et f(p1o)= 56
Amin =max(h(pj)) = max¢17,-5) = -5
Pi=tpy
Amax = min(f; (p;)) = min(56:+) =56
Pi =tios
Consequently, the transitionod constitutes an elementary subpath locally corabddl on
[-5, 56].

Definition 15. : A path Lp is locally controllable on the intervali,, Amay if one can
generate by the control a variatidn[ Amin, Amax ON its last node without causing any token
death on the levels of its synchronization traossi

3.2.2 Robust control strategy facing time disturbaoes

In manufacturing workshops with time constrainkg tdetermining parameter for quality and
cost is the time, which must belong to a very straidity interval. The control guarantees
the respect of these specifications in order tadattee violation of the constraint intervals
associated to the various states.

The active robustness is based on the controlaofttion firing instants using controlled P-
time Petri nets. This temporal control makes itsgals, in certain cases, to avoid the death of
tokens if the time disturbances exceed the boufidheointervals associated to operations
(Jerbi et al. 2009), (Declerck and Guezzi 2009).

In the case of active robustness (the temporalitiahces exceed the bounds of the intervals
associated to the operations) a robust control cgapr is proposed. The adopted strategy
consists in rejecting the disturbance as soontaasitbeen observed in order to avoid the death
of marks on the levels of synchronization transgioTherefore, constraints violations are
avoided. If the disturbance is a delay (respectiveh advance), we generate advances
(respectively delays) on the controlled transitidivgxg of the propagation path of the
disturbance in order to avoid the constraints wiofa of the schedule conditions.
Furthermore, this approach is consolidated by apeimg algorithm of the robustness
margin at various graph nodes.

The control strategy which is applied in this pajgenot the only one. Moreover, there is no
proof that, the applied control is optimal. Soméiropl control proposition may be found in
the state of the art, but they still have to bepéeth to the industrial context where transitions
may be not controllable (Declerck 2011).

A/ Algorithm?2

This is a recursive algorithm allowing applying tla@proach of the rejection of the

disturbance as soon as its observation, in a nodie arder to preserve schedule conditions,
the presented algorithm makes it possible to coemputotal delay margin available to be
injected on a node n.

Let us denote:

- G the P-time Petri net model of the workshop,

- 0 a delay time disturbance in(mode n), observed in a transitiondTb),

- Cr(Lp ): the time passive rejection capacity for a deddyhe mono-synchronized subpath
Lp;,

- OcU[Amin, Amay(resp &'¢): advances (respectively delays) generated oncthidrolled
transition firings on the propagation path of theturbance (for example if the disturbarie

is a delaydc=Amin=max(&(pi)))
Using the above notations, the algorithm is spediéis follows:

15



¢ ={Lp;/ (n = IN(Lp)) U (Lp;LCmy U (LpLG)}
Active MarginO min[Cr(Lp;) + E(G\Lp, OUT(Lp)°, min (b—0e) +9'¢)]

j FOUT(Lp)
ipLp;
F(G*, p*, Art)
{¢* ={Lpj/ (p*ULp;) O (LpUCsq O (LpLG*)}
If (¢* == orArt ==0) then (FO Art)
Else
{ FO min{min[Art, Cr(Lg) + E(G*\Lp;, OUT(Lp)°, min (b—qe)  +3c)]}
j %p OUT(Lp)
iLA-p;
}

}

B/ Description of the algorithm

Epi (respectively burp)y) is the set of existing mono-synchronized subpatirgaining the
place p(respectively OUT(Lp)°).

or the residue of the disturbange
{
E = {or, OUT(Lp)} (F is a doublet composed by the residfi¢he disturbance and the
output node of the path Lp)
O LpUEp = or =3—-Cr(Lp)

If

or > (b—qe)/ {p%0Ts O pOLp O p°0Lp}, there is a control problem orffwe apply
the robust control approach, which allows to geteeaatemporal shift, through the set
of controlled transitions of the propagation patthe disturbance)

Else

or < (b—qe)/ {p%0Ts O pOLp O p%0OLp}, we apply the same procedure for each
element of Byt

}

Example 2

Let us suppose that the transitign andtc,, figure 6, are controllable. L&t a delay time
disturbance at the input of the mono-synchronizl_ft[bath Lp anddr its residue.
1 P1

v or

PGS

Lp.
Figure 6: Example of algorithm application
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Two cases arise:

1% case:
If (bi—qie) = r =  then there is no death of a mark jn p

2" case:
If (bi—gie) < &r < O then we should generate a temporal shift throinghset of controlled
transitions (¢, andtc,) of the propagation path in order to avoid thetlded mark on the level
of transition § (ts (Ts).

C/ Discussion

Concerning the program convergence, the behavibthreosecond algorithm is so similar to
the first one that a new convergence proof is s&ful. The proof of the formula which is
recursively applied by the algorithm can be corglih (Jerbi et al. 2009).

Concerning the complexity analysis, things may btemnt, because of the added control
loop. The control strategy tries to create a sindiaturbance on the parallel path...

The number of parallel path is smaller than the Ioemof transition.

On a given parallel path, the computation of thegims which may be used on a given mono-
synchronized sub-path is reduced by @n°) time computing algorithm as in (Collart-
Dutilleul et al. 2003). There are less mono-synolmed sub-paths than transitions in the net.
The global control loop computation spen®@>) time for a given execution of the function
F. This function has to be performed on all the aisynchronized sub-paths, so the global
time complexity of the algorithm 2 is less tham®) considering the number of transitions.

The above analysis uses some rough approximatibmshvaim to show that the computing
time is reasonable. The choice of the upper-bowardhbe refined. The main contribution of
this paper is to illustrate that the integratiorttté control loop may considerably increase the
robustness value on a real industrial topology.

D/ lllustrative example

D-1/Active robustness computing

The application of the algorithm at the nogldigure 7, allows computing an active robustness
margin. This P-time PN allows verifying the actix@bustness margin o tomputed by
algorithm 2 and the application of the robust coinstrategy to the milk production unit.
Similarly, table 3 shows the full set of active giias associated to each mono-synchronized
subpath. The application of the algorithm at thdeng, figure 7, allows computing an active
robustness margin equal to 63.
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Figure 7: Example of computing active robustnessyima

Table 3: Active margins associated to mono-syndhaezhsub-paths

Active Margin 1

J

firings of the propagation patip,)

Active Margin 1 O min [Cr(Lpy)+ F(G\Lp, OUT(Lp.)®, min (bigg—Chosd) +& cil

(6 ¢, : advances (respectively delays) generated on thieotien transition

Active Margin 1 00 min [0+ F(G\LR, p111, +)]

Active Margin 1=63

e OUT(Lpy)
°1ps 0 Lpy
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Active Margin 2

Active Margin 2 00 min [Cr(Lp,)+ F(G\Lp, OUT(Lp,)°, min (big1—Ci919)+ & 2
] P’10:= OUT(Lp,)
fao1 O Lp,
(8¢, : advances (respectively delays) generated on thieotien transition
firings of the propagation pattp,)
Active Margin 20 min [0+ F(G\Lpy, p11a +0)]

Active Margin 2=65

Active Margin 3

Active Margin 3 00 min [Cr(Lps)+ F(G\Lp;, OUT(Lps)°, min (big;~G1929) + & 3
j °16%= OUT(Lpy)
fao2 0 Lps
(83 : advances (respectively delays) generated on thieotien transition
firings of the propagation pattp,)
Active Margin B0 min [0+ F(G\Lps, p113 +0)]

Active Margin 3=67

Active Margin 4

Active Margin 4 [0 min [Cr(Lps)+F(G\Lp,, OUT(Lpy)°, min (boz—Ciozd) +& cdl
j Bro= OUT(Lpy)
‘Bz 0 Lps
(64 : advances (respectively delays) generated on thieotien transition
firings of the propagation pattp,)
Active Margin 410 min [0+ F(G\Lpy, P114, 10 )]

Active Margin 4=69

Active Margin 5

Active Margin 5 0 min [Cr(Lps)+ + F(G\Lp;,, OUT(Lps)°, min (bigs~01949) + & cs)
] o= OUT(Lps)
fo4 0 Lps
(8 cs : advances (respectively delays) generated on thieotien transition

firings of the propagation patlps)
Active Margin 50 min [0+ F(G\Lg, pi15, +0)]

Active Margin 5=71

Active Margin 6

Active Margin 6 00 min [Cr(Lps) + F(G\Lps, OUT(Lpe)°, Min (bios—Closd) + & cel
j °ps= OUT(Lps)
35 0 Lps
(6 c6 : advances (respectively delays) generated on thieotien transition
firings of the propagation patlp)
Active Margin 6 0 min [0+ F(G\LR, pi1s, +0)]

Active Margin 6=176

D-2/ lllustration of the robust control strategy

Let =63 a time disturbance inp fHydromat) observed in,tfigure 7. The disturbancg is
propagated towards the six paths,Ump,, Lps, Lps, Lps and L.

(¢={Lp 0=(po,ts,P18,t8) ;LP 1=(Po,to,P101,t101); LP 2=(Po, ta,Pr02,t102) ;LP3=(Po,to,P103,t103) ;LP 4=(Po,to
Proat109) ; LPs=(Po,te,Prosti0s) ; LP6=(Po,to,Pr06t106)}

Let us suppose that the transitions, tt111, tioz, ti12 tos ti13 tios ti14, tios tiis tios and tie are
controllable. According to definition 14, each tsdion constitutes a subpath locally
controllable ommaxt,(p;)), min(, (p))] -

ps =t p% =t

Table 4 gives the available control margin for a@vamce, {pi), and the available control
margin for a delay,fpi), associated to each plage p

Table 4: Available control margin for an advanoe &r a delay associated to plage p

19



Path fa(pi) fr(pi)
Lp:1=(pPe, to, Prow tio1) fa(Pro)=-2 | fi(P10)=71
Lpo=(Po, to, Prox ti02) fo(pro)=—17 | fi(P102)=56
Lps=(Po, to, Proz tiod fa(prod=—32 | fi(pro9=41
Lps=(Po, to, Proa t104) fa(P1o)= —45 | f(P109)=28
Lps=(Po, to, Pros tios) fa(pro9)=—54 | fi(Pro5)=19
Lps=(Po, to, Pros tioe) fo(pro)=—61 | fi(Prog=12

Lp7=(P111 ti12, Prow t102) fa(p11)=-8 | f(p11)=10
Lps=(P112 ti12 Pro» tiod) | fa(pi)=-10 | fi(P11)=8
Lps=(P113 ti13 Pros t104) fa(p119=—-8 | f(P119=10
LP1=(P114 ti14 Pros tios) | fo(Pri)=-5 | fr(P114=13
Lp11=(P115 t115 Pros toe) fo(pr1g= -1 f(p119=17
Lp12=(P116 t116 Proe to1) fo(Pr1g= -8 f(pP119=10

— On the path Ly the disturbance changes passively the firingamsdf the transitiongtand
also the sojourn time in the place |56 (n) =Ste (n) +63 and grgeet63 =1593. Active
Margin 1 0 min [0+ F(G\Lp, p111, +0)])

— After the crossing of the transitiops the disturbance is transmitted to two paths;=Lp
(p111,})t111, Pro1, t102) @and LRs=( P11, tias Pr2a, o) through the starting placesp (¢*1= {Lp7,
Lp13

On the path Lp the disturbance is partially rejected imCr(Lp;) =5) and the mark is
available in po1 with a delay equal to 5810 min [+w, 5 + F (G\Lpi\Lp 7, p112, Min (D102
0102 + 8c1+8c7)])

If the transition {p; and t;; are not controllable, there is a death mark ig pince the
available control margin for a delay accepted igaédqo 56. By injecting by the control an
advance on the firing instant of the two transisidi; (Stoi(n)=Sto1dN)+ dc1 =Stp1dN)—2)
and 11 (St11(N)=St11dN)+ dc7=St111dn)-8), the death of the mark ingis then avoided and
the residueér=48 is transmitted to the two pathsgEfpi12, ti12, Pro2 t103) and Lp4=( pi12 t12
P122 t2) through the place;p,. The same control methodology is then applied pyebhd Lp4
and their downstream mono-synchronized paths irerotd deal with the disturbance
propagation.

The paths Lp Lps, Lps, Lps and L are locally controllable (see table 4). The tokeatts
are avoided on all their disturbance propagatidhgasing the same method.

To sum up, the active robustness margin computeitidoyecursive algorithm 2 is superior to
the upper bound of passive robustness margin cadpay algorithm 1. It is to be noted that
the first robustness value is 16 when the seconeqigal to 63. Consequently the range
[16, 63] corresponds to the set of delay valuesrg/he alarm does not have to be generated.
When a delay is bigger than 63, nothing can bemddi about its correctness. Roughly
speaking, integrating a control policy in the rainess range computation allows multiplying
by 3.9375 the range of alarm filtering.

4 Conclusion
This paper deals with the robustness of manufagusiorkshops with time constraints. The

Controlled P-time Petri Net model of a given wortopology is used to elaborate several
results regarding the robustness problem of matwiag milk unit.
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One of the main contributions of this work is a usb control strategy facing time
disturbances. This strategy consists in generainghe control a temporal shift which
compensates the disturbance on its propagationipailtder to avoid the death of marks at
the level of synchronization transitions of theifdet Petri net model. The suggested approach
is consolidated by a recursive algorithm allowirgmputing an active robustness margin
allowed at a given node. The results obtained m itlustrative example show that this
algorithm is effective when temporal disturbanceseed the intervals of passive robustness.
In this case, the computed active robustness maittpws increasing the system’s ability to
preserve the specifications facing some expectethexpected variations.

Let us remember that the active robustness intéswalally larger than the passive robustness
interval and provides more possibilities to conéirthe production in a degraded mode. On
the considered milk manufacturing workshop analysethis paper, the active robustness
value is about four times the passive one.

This degraded functioning mode makes it possiblketep on producing while providing an
acceptable quality for the products. However, when disturbance is outside of the active
robustness range, the quality of the workshop pmtsdis not guaranteed any more. In this
case, a production alarm is generated.

In future works, the state of this art may be usedmprove the efficiency of the control,
because there are some optimal control propositidaslerck 2011).

The control proposed in this paper assumed thataikition can be observed. There is a
need for an algorithm, built upon the lemmas resufiroviding localisation or partial
localisation of time disturbances in order to egtéme application range of this approach.

References

Boyer M..and O.H. Roux “On the compared expressgsnof Arc, Place and Transition Time Petri Nets”,
Fundamenta Informatica@8 (2008) 1-25, IOSS press.

Collart-Dutilleul S. and E. Craye, Performance #émlérance evaluationFAC Symposium on Fault Detection,
Supervision and Safety for Technical Process (SAEEBESS'03)Vol. 16, No. 1, Washington, June 2003.

Collart-Dutilleul S., N. Jerbi, E. Craye, and M.mejeb, Robust Dynamic Control of Multi-product Jsfops,
4™ IFAC Conference on Management and Control of Petidn and Logistics (MCPL’07)Sibiu, Vol. 2,
pp. 265-270, 2007.

Declerck P. “From Extremal Trajectories to Tokemafhs in P-time Event Graphs”, IEEE-TAC (IEEE
Transactions on Automatic Control), February 20-uvhe 56 Number 2 IETAA9 (ISSN 0018-9286), pp
463-467, 2011.

Declerck P. and A. Guezzi. Trajectory tracking tcoihof a timed event graph with specificationsidefl by a
p-time event graph. In RAFAEL BRU and SERGIO ROMBRWO, editors, POSTA 09 Positive Systems:
Theory and Applications, Lecture Notes in Contnadl danformation Sciences, volume 389, Valencia, 8pai
20009.

Dohn A., E. Kolind, and J. Clausen, The manpowdiocation problem with time windows and job-teaming
constraints: A branch-and-price approaComputers & Operations Researctiol.36, Issue 4, pp. 1145-
1157, 2009.

Jerbi N., S. Collart-Dutilleul, E. Craye, and M. mBejeb, Commande robuste des ateliers manufactuaer
contraintes de temp3ournal Européen des Systemes Automatisals 43, No. 1-2, pp. 7-33, 2009.

Jerbi N., S. Collart-Dutilleul, E. Craye, and M. rBejeb, Robust Control of Multi-product Job-shops i
Repetitive Functioning ModdEEE International Conference on Systems, Man @yldernetic (SMG)pp.
4917-4922, 2004.

Jerbi N., S. Collart-Dutilleul, E. Craye, and M.mBejeb, Time Disturbances and Filtering of Sen&igsals in
Tolerant Multi-product Job-shops with Time Consitsj International Journal of Computers,
Communications & ContrpNol. 1, No. 4, pp. 61-72, 2006.

21



Kats V., L. Lei, and E. Levner, Minimizing the cgdime of multiple-product processing networks vétfixed
operation sequence, setups, and time—windows edmtstEuropean Journal of Operational Researdfol.
187, Issue 3, pp. 1196-1211, 2008.

Khansa W., J.P. Denat, and S. Collart-DutilleuTifie Petri Nets for Manufacturing SystertiSEE Workshop
On Discrete Event Systems (WODHES)inburgh, pp. 94-102, 1996.

Khansa. W. “Réseaux de Petri p-temporels : Camiobh a I'étude des systemes a événements disétbs.
memory, University of Savoie, France, 1997.

Long J., Flow Optimization Method for Control Syatlis of Flexible Manufacturing Systems Modeled by
Controlled Timed Petri Net$EEE International Conference on Robotics and Awttiom, Atlanta, Vol. 1,
pp. 598-603, 1993.

Mhalla A., N. Jerbi , S. Collart-Dutilleul, E. Cray and M. Benrejeb, Distributed Monitoring Based on
Chronicles Recognition for Milk Manufacturing Unitpurnal of Automation & Systems EngineeriNg).

4, Issue 1, pp. 20-33, 2010c.

Mhalla A., N. Jerbi, S. Collart-Dutilleul, E. Crayand M. Benrejeb, Fuzzy Filtering of Sensors Signa
Manufacturing Systems with Time Constrainttsternational Journal of Computers, Communicatiaias
Control, Vol. 5, Issue 3, pp 362-374, 2010a.

Mhalla A., N. Jerbi, S. Collart-Dutilleul, E. Crayand M. Benrejeb, Robustness Computing of Multdeict
Job Shops With Time Constrai8f” International Conference of Sciences and Techsigfi\utomatic and
Computer Engineering (STA3ousse, November 2008.

Mhalla A., S. Collart-Dutilleul, N. Jerbi , E. Crayand M. Benrejeb, Rejection of Temporal Distudesnin
Milk Manufacturing Unit With Time Constraint$FAC Symposium on Large Scale Systems: Theory and
Applications (LSS)Lille, July 2010b.

Mhalla A., S. Collart-Dutilleul, N. Jerbi, E. Crayand M. Benrejeb, Passive Robustness in Milk Maeturing
Unit with Time ConstraintdVlanagement and Control of Production and Logis{M€PL),2010d.

22



