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Abstract

Let a, b, d be non-negative integers. A graph G is (d, a, b)∗-colorable if its vertex set can be
partitioned into a + b sets D1, . . . , Da, O1, . . . , Ob such that the graph G[Di] induced by Di

has maximum degree at most d for 1 ≤ i ≤ a, while the graph G[Oj ] induced by Oj is an
edgeless graph for 1 ≤ j ≤ b. In this paper, we give two real-valued functions f and g such
that any graph with maximum average degree at most f(d, a, b) is (d, a, b)∗-colorable, and there
exist non-(d, a, b)∗-colorable graphs with average degree at most g(d, a, b). Both these functions
converge (from below) to 2a+ b when d tends to infinity. This implies that allowing a color to be
d-improper (i.e. of type Di) even for a large degree d increases the maximum average degree that
guarantees the existence of a valid coloring only by 1. Using a color of type Di (even with a very
large degree d) is somehow less powerful than using two colors of type Oj (two stable sets).

1 Introduction

A graph G is (d1, . . . , dk)-colorable if the vertex set of G can be partitioned into subsets V1, . . . , Vk

such that the graph G[Vi] induced by the vertices of Vi has maximum degree at most di for all
1 ≤ i ≤ k. This notion generalizes those of proper k-coloring (when d1 = . . . = dk = 0) and of
d-improper k-coloring (when d1 = . . . = dk = d ≥ 1).

Planar graphs are known to be (0, 0, 0, 0)-colorable (Appel and Haken [1, 2]) and (2, 2, 2)-
colorable (Cowen et al. [8]; for a list version, see Eaton and Hull [9] or Škrekovski [13]). This
last result was improved for planar graphs with large girth (Škrekovski [14]). We recall that the girth
of a graph G is the length of a shortest cycle in G (by convention, the girth of G is ∞ when G is a
forest). Havet and Sereni [12] gave new bounds for graphs with low maximum average degree. The
maximum average degree of a graph G, denoted by mad(G), is the maximum of the average degrees
of all subgraphs of G, i.e. mad(G) = max {2|E(H)|/|V (H)| , H ⊆ G}.

Theorem 1 (Havet and Sereni [12]) Every graph G with mad(G) < k + kd
k+d

is d-improper k-
colorable (in fact, d-improper k-choosable), i.e. (d, . . . , d)-colorable (where the tuple is of size
k).

Moreover their upper bound on the maximum average degree is asymptotically sharp:

Theorem 2 (Havet and Sereni [12]) There exists a non-d-improper k-colorable graph whose max-
imum average degree tends to 2k when d goes to infinity.
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The focus has mostly been on (d1, d2)-colorings. Glebov and Zambalaeva [11] proved that every
planar graph G with girth at least 16 is (1, 0)-colorable. Borodin and Ivanova [3] strengthened this
result by proving that every graph G with mad(G) < 7

3 is (1, 0)-colorable, which implies that every
planar graph G with girth at least 14 is (1, 0)-colorable. Recently Borodin and Kostochka [7] showed
that every graph G with mad(G) ≤ 12

5 is (1, 0)-colorable. In particular, it follows that every planar
graph G with girth at least 12 is (1, 0)-colorable. On the other hand, they constructed graphs G with
mad(G) arbitrarily close (from above) to 12

5 that are not (1, 0)-colorable; hence their upper bound
on the maximum average degree is best possible. As well, Esperet et al. [10] constructed a non-
(1, 0)-colorable planar graph with girth 9; hence it remains open only whether planar graphs with
girth 10 or 11 are (1, 0)-colorable.

For (d, 0)-colorings with d ≥ 2, Borodin et al. [4] proved the following:

Theorem 3 (Borodin et al. [4]) Let d ≥ 2 be an integer. Every graph G with mad(G) < 3d+4
d+2 is

(d, 0)-colorable. Moreover there exists a non-(d, 0)-colorable graph G with mad(G) = 3d+4
d+2 + 1

d+3 .

The proof in [4] extends that in [3] but does not work for d = 1. In Borodin et al. [5], it
is proven that every graph G with mad(G) < 10d+22

3d+9 is (d, 1)-colorable for d ≥ 2. Finally, for
general (d1, d2)-colorings, Borodin et al. [6] gave some sufficient conditions of (d1, d2)-colorability
depending on the density of the graphs.

In this paper, we consider the case where each graph G[Vi] (1 ≤ i ≤ k) is either a subgraph with
maximum degree at most d, or an edgeless graph. In particular, we prove that having for G[Vi] a
subgraph with maximum degree at most d even for a large degree d is no more powerful (in terms of
mad) than having two edgeless graphs.

Let d, a, b be non-negative integers, with d > 0. A graph G is (d, a, b)∗-colorable if the vertex
set of G can be partitioned into subsets D1, . . . , Da, O1, . . . , Ob such that the graph G[Di] induced
by the vertices of Di (1 ≤ i ≤ a) has maximum degree at most d, while the graph G[Oj ] induced
by the vertices of Oj (1 ≤ j ≤ b) is an edgeless graph. A (d, a, b)∗-coloring can be looked at as a
(d, . . . , d, 0, . . . , 0)-coloring with a colors of type Di and b colors of type Oj . We say that we color
a vertex with color Di or Oj when it should belong to the sets Di or Oj , respectively. We prove:

Theorem 4 Let a, b, d be integers with a + b > 0 and d > 0. Every graph G with mad(G) <
f(d, a, b) is (d, a, b)∗-colorable, where

f(d, a, b) = a+ b+
da(a+ 1)

(a+ d+ 1)(a+ 1) + ab
.

Theorem 5 For any positive integers d, a, b, there exists a graph Gd,a,b which is not (d, a, b)∗-
colorable but is (d, 0, a+ b+ 1)∗-colorable, and has maximum average degree g(d, a, b), where

g(d, a, b) = 2a+ b−
2

(d+ 1)(b+ 1)− 1
+

2a+ 2

(d+ 1)a+1(b+ 1)a+1 − 1
.

Clearly, both functions f and g tend to 2a+b when d tends to infinity, showing that asymptotically,
our bound of 2a+ b is tight.

These results are related on the one hand to the work of Havet and Sereni [12] corresponding
to the case b = 0, where the maximum average degree tends to 2a when d goes to infinity, and on
the other hand the work of Borodin et al. [4] corresponding to the case a = 1 and b = 1, where
the maximum average degree tends to 3 when d goes to infinity. However our results do not imply
these two results. For these cases, their results are sharper in the sense that (1) the upper bound on
the maximum average degree that guarantees the existence of a (d, a, b)∗-coloring (for b = 0 and
a = 1, b = 1) is higher, and (2) the convergence toward 2a + b (for b = 0 and a = 1, b = 1) given
by their constructions is quicker.

The remaining part of this note is dedicated to the proofs of Theorems 4 (Section 2) and 5
(Section 3). All technical details are given in Annex.
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2 Proof of Theorem 4

Let G be a counterexample to Theorem 4 of minimum order.

2.1 Structural properties of a minimum counterexample G

Claim 1 The minimum degree of G is at least a+ b.

PROOF. By contradiction, suppose G contains a vertex x of degree less than a + b. By minimality
of G, G−x admits a (d, a, b)∗-coloring. By the pigeonhole principle, one of the colors D1, . . . , Da,
O1, . . . , Ob does not appear among the neighbors of x, and we can use it to extend the coloring to
the whole graph, reaching a contradiction. ✷

In the following, we call a vertex with degree at most a+ b+ d− 1 a small vertex; a vertex with
degree at least a+ b+ d and at most a+ b+ 2d− 1 a medium vertex, and a vertex of degree at least
a+ b+2d a big vertex. Intuitively, whenever a small vertex is colored Di and has a degree too large
in this color class, it can be recolored without affecting the (d, a, b)∗-coloring. The two following
claims use this idea.

Claim 2 Every small vertex is adjacent to at least a non-small vertices.

PROOF. By contradiction, suppose G contains a vertex x of degree at most a+ b+ d− 1 adjacent
to at most a − 1 non-small vertices. By minimality of G, G − x admits a (d, a, b)∗-coloring. If not
all colors appear in the neighborhood of x, then we color x properly (i.e. with a color that does not
appear on the neighborhood of x). Otherwise we color x with a color of type Di that does not appear
on the non-small vertices, say D1. Observe that D1 appears at most d times among the neighbors
of x (otherwise the degree of x is at least a + b+ d). This coloring is not a (d, a, b)∗-coloring of G
only if there is a small neighbor z of x that is colored with D1 and has already d neighbors colored
with D1. But in that case, z being small has at most a+ b− 2 neighbors not colored D1, and we can
recolor z properly. Finally we obtain a (d, a, b)∗-coloring of G, a contradiction. ✷

Claim 3 Every medium vertex is adjacent to at least a− 1 non-small vertices.

PROOF. By contradiction, suppose G contains a vertex x of degree k with a + b + d ≤ k ≤
a + b + 2d − 1 which is adjacent to at most a − 2 non-small vertices. By minimality of G, G − x
admits a (d, a, b)∗-coloring. If all the colors do not appear in the neighborhood of x, then we color
x properly. Otherwise, we want to color x with a color Di that does not appear on the non-small
vertices, and that appears at most d times on the small vertices (if necessary, in a second step, we
recolor properly the small vertices that see d + 1 times the color Di in the same way that we did in
Claim 2). Suppose that, among the non-small vertices, x sees nD colors of type Di. If x cannot be
colored as we wanted, it means that x has d+1 neighbors of each of the a−nD colors of type Di left.
Since it also sees each color of type Oj , the degree of x is at least f(nD) = (a−nD)(d+1)+nI+b.
This function is decreasing on nD and thus attains the minimum for the upper possible value of nD,
namely a− 2. The degree of x is thus at least f(a− 2) = a+ b+2d, contradicting the value of k. ✷

In the following, by a light small vertex we mean a small vertex adjacent to exactly a non-small
vertices. The two following claims are based on the idea that a light small vertex colored Oi can be
recolored without affecting the (d, a, b)∗-coloring.

Claim 4 A non-small vertex is adjacent to at least b vertices that are not light small.

PROOF. By contradiction. Suppose G contains a non-small vertex x of degree k adjacent to k−b+1
light small vertices y1, . . . , yk−b+1. Let z1, . . . , zb−1 be the other neighbors of x. By minimality of
G, G − x admits a (d, a, b)∗-coloring. We want to color x with a color of type Oj that does not
appear on the zi’s, say O1. Yet, a vertex y (among y1, . . . , yk−b+1) may be already colored with O1.
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In that case we recolor y as follows (and reiterate this process while such a y exists). We first try to
properly recolor y. If it is possible, then we are done. If it is not possible, then notice that all the
a + b colors appear in the neighborhood of y. In this last case, we recolor y with a color Di that
does not appear on the a − 1 non-small neighbors of y distinct from x, say D1. Color D1 appears
at most d times in the neighborhood of y (otherwise the degree of y would be at least a + b + d).
Now, some small neighbor t of y could be colored with D1 and have d + 1 neighbors colored with
D1 (including y), but in that case we can properly recolor t as in the preceding proofs. Finally, we
obtain a (d, a, b)∗-coloring of G, a contradiction. ✷

The following claim is a refinement of Claim 4 for medium vertices.

Claim 5 A medium vertex is adjacent to at least a+ b− 1 vertices that are not light small.

PROOF. By contradiction. Suppose G contains a vertex x of degree k adjacent to k− (a−1)−b+1
light small vertices y1, . . . , yk−(a−1)−b+1. Let z1, . . . , za+b−2 be the other vertices adjacent to x.
By minimality of G, G − x admits a (d, a, b)∗-coloring. If all the colors do not appear in the
neighborhood of x, then we color x properly. Otherwise, we choose a color for x that does not
appear on the zi’s ; there are at least two such colors. If one of these colors is of type Oj , say O1,
then we color x with O1 and recolor the light small neighbors colored with O1 as in the proof of
Claim 4. So assume the possible colors for x are of type Di. We color x with one of these colors that
appears at most d times on the light small neighbors of x, say D1 (such a color exists, for otherwise
k ≥ a + b + 2d). It remains to recolor properly the light small neighbors of x that see d + 1 times
the color D1. This yields a (d, a, b)∗-coloring of G, a contradiction. ✷

2.2 Discharging procedure

Set

r1 =
d(a+ 1)

(a+ d+ 1)(a+ 1) + ab
,

r2 =
da

(a+ d+ 1)(a+ 1) + ab
,

δ̄ = a+ b+
da(a+ 1)

(a+ d+ 1)(a+ 1) + ab
.

We apply a discharging procedure to prove that no graphs of maximum average degree less than
δ̄ satisfy Claims 1 to 5 (that will show that our minimum couterexample G to Theorem 4 cannot
exist). We first assign to each vertex v a charge ω(v) equal to its degree, ∀v ∈ V (G), ω(v) = dG(v).
We then apply the discharging rules R1 and R2 (below). Let ω∗(v) be the new charge of the vertex v
once the discharging procedure is finished. We will prove that, for every vertex v, ω∗(v) ≥ δ̄. Since
before the discharging procedure, the average charge is less than δ̄, and after it is at least δ̄, we reach
a contradition.

Let us now prove that for all v, ω∗(v) ≥ δ̄.

The rules are the following:

R1. Every non-small vertex gives r1 to each adjacent light small vertex.

R2. Every non-small vertex gives r2 to each adjacent small vertex that is not light.

Consider a vertex v of degree k. By Claim 1, k ≥ a+ b. We distinguish three cases:

• v is small. By Claim 2, v is adjacent to at least a non-small vertices. If v is adjacent to exactly
a non-small vertices, then v is light by definition and so it receives a · r1 by R1. Hence

ω∗(v) = k + a · r1 ≥ a+ b+ a · r1 = δ̄.
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If v is adjacent to at least a+1 non-small vertices, v receives at least (a+1) ·r2 by R2. Hence

ω∗(v) ≥ k + (a+ 1) · r2 ≥ a+ b+ (a+ 1)r2 = δ̄.

• v is medium. By Claim 3, v is adjacent to at least a− 1 non-small vertices. By Claim 5, v is
adjacent to at most k − a− b+ 1 light small vertices. From R1 and R2, together with the fact
that r1 ≥ r2, we get the following:

ω∗(v) ≥ k − (k − a− b+ 1)r1 − (a+ b− 1− (a− 1))r2

≥ a+ b+ d− (d+ 1)r1 − br2 = δ̄ .

• v is big. By Claim 4, R1 and R2,

ω∗(v) ≥ k − (k − b)r1 − br2

≥ a+ b+ 2d− (a+ 2d)r1 − br2 = a+ b+
d(a+ 1)(a+ 2) + dab

(a+ d+ 1)(a+ 1) + ab
> δ̄ .

Hence, for all v in V (G), ω∗(v) ≥ δ̄ as claimed. This completes the proof of Theorem 4.

3 Proof of Theorem 5

To prove Theorem 5, we first give the construction of the graph Gd,a,b. Then we show that it is not
(d, a, b)∗-colorable, but it is (d, 0, a+ b+ 1)∗-colorable. Finally, we compute its maximum average
degree.

We construct the graph Gd,a,b by recursion on a. For a = 0, we set Gd,0,b = Kb+1, the complete
graph on b + 1 vertices. Suppose now a ≥ 1. We first define a graph Fx (called the fan on x) as
follows : take d+1 disjoint copies of Gd,a−1,b (denoted H1, . . . , Hd+1), and add a vertex x adjacent
to all the vertices of every copy. To form Gd,a,b, now take b + 1 fans Fx1

, . . . , Fxb+1
, and form a

complete graph on x1, . . . , xb+1. The graph Gd,a,b is depicted in Figure 1.

Fxb+1

H3H2H1

Kb+1

Hd+1

Fx1

x1

Fx2

Fx3
Fx4

Figure 1: The graph Gd,a,b.

Claim 6 The graph Gd,a,b is not (d, a, b)∗-colorable.
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PROOF. We prove this claim by induction on the value of a. For a = 0, Gd,a,b = Kb+1 is clearly
not b-colorable. Let a ≥ 1, suppose the graph Gd,a,b is (d, a, b)∗-colorable, and consider such a
coloring. By construction, in each fan, the copies Hk of the graph Gd,a−1,b are not (d, a − 1, b)∗-
colorable. So in our coloring, each copy Hk must contain at least one vertex colored with each
color Di (1 ≤ i ≤ a). The vertex x thus has d + 1 neighbors in each color class Di, and must be
colored with a color of type Oj (1 ≤ j ≤ b). Therefore, the coloring of the subgraph induced by
{x1, . . . , xb+1} must be a proper b-coloring, a contradiction. ✷

Claim 7 The graph Gd,a,b is (d, 0, a+ b+ 1)∗-colorable, i.e. properly (a+ b+ 1)-colorable.

PROOF. We prove the result by induction on a. For a = 0, Gd,a,b = Kb+1 is clearly (b + 1)-
colorable. For some a ≥ 1, assume now that Gd,a−1,b is properly (a+b)-colorable. Let x1, . . . , xb+1

be defined as in the construction of Gd,a,b. We color each copy of Gd,a−1,b in the fan Fxk
using the

a+ b colors in {1, . . . , a+ b+1} \ {k}, which is possible by induction. Then, we color each vertex
xk with color k, and we get a a+ b+ 1 proper coloring of Gd,a,b. ✷

We now prove that the maximum average degree of Gd,a,b is given by g(d, a, b). Our proof is by
induction on a, and to simplify notations, we consider in the following that d and b are fixed. The
following claims give the number of vertices and edges of Gd,a,b. With Claim 10, we prove that the
maximum average degree is equal to the average degree and give its value.

Claim 8 The number of vertices of Gd,a,b is given by

na = (b+ 1)
(d+ 1)a+1(b+ 1)a+1 − 1

(d+ 1)(b+ 1)− 1
.

PROOF. By construction, we have n0 = b+ 1 and na+1 = (b+ 1)((d+ 1)na + 1) = (b+ 1)(d+
1)na + n0. We recognize here a geometric series of ratio (b + 1)(d + 1). The result follows from
standard arithmetic. ✷

Claim 9 The number of edges of Gd,a,b is given by

ea = (b+ 1)
(d+ 1)a+1(b+ 1)a+1((a+ b

2
)((d+ 1)(b+ 1)− 1)− 1)−

(

b
2
− 1

)

(d+ 1)(b+ 1) + b
2

((d+ 1)(b+ 1)− 1)2
.

This is obtained by computing the sequence ea defined recursively by e0 = b(b+1)
2 and ea+1 =

(d+ 1)(b+ 1)(ea + na) +
b(b+1)

2 . The detailed computation is given in the Annex.

Claim 10 The maximum average degree of Gd,a,b is attained on the whole graph, and is equal to
g(d, a, b) defined by

g(d, a, b) = 2a+ b−
2

(d+ 1)(b+ 1)− 1
+

2a+ 2

(d+ 1)a+1(b+ 1)a+1 − 1
.

PROOF. We prove this by induction on a. First note that for a = 0, Gd,a,b = Kb+1 and has a
maximum average degree of b attained on the whole graph.

We denote the average degree of a graph G by µ(G) = 2|E|
|V | . We show that any subgraph G′

of Gd,a,b satisfies µ(G′) ≤ µ(G), and thus that mad(G) = µ(G). Note that we can consider only
induced subgraph, which have maximum average degree for a given subset of vertices.

Let a ≥ 1 and suppose that the claim is true for all Gd,a′,b when a′ < a. Consider a connected
induced subgraph G′ of Gd,a,b. Let β ≤ b+1 be the number of vertices in G′ from the central clique
{x1, . . . , xb+1}. Let t be the number of non-empty copies of H = Gd,a−1,b in G′ (i.e. copies such
that V (H) ∩ V (G′) 6= ∅), n1, . . . , nt their orders and µ1, . . . , µt their average-degrees. We assume
that β and t are positive. Remark that, since G′ is connected, we have t ≤ β(d+ 1).
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The average degree of G′ can be computed by

µ(G′) =
2E(G′)

V (G′)
=

2
(

∑t

i=1(
1
2µini + ni) +

1
2β(β − 1)

)

∑t

i=1 ni + β

=

∑t

i=1(µi + 2)ni + β(β − 1)
∑t

i=1 ni + β

.

Applying this to G we get (with µH = µ(H), nH = |V (H)|, and r = (d+ 1)(b+ 1))

µ(G) =
r(µH + 2)nH + b(b+ 1)

rnH + b+ 1
.

The proof that µ(G) ≥ µ(G′) is given in the Annex. ✷
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Annex

PROOF OF CLAIM 9. Let r = (d+ 1)(b+ 1). We have to compute here the terms of the sequence
given by







e0 = b(b+1)
2

ea+1 = (d+ 1)(b+ 1)(ea + na) +
b(b+1)

2
= r(ea + na) + e0

We use another sequence Fa defined by

Fa = ea + Uar
a+1 + C

where Ua is some sequence and C some constant value yet to define. The idea here is to choose them
so that Fa is a geometric progression of ratio r. We have Fa+1 = ea+1 + Ua+1r

a+2 + C, which
we want equal to rFa. Using the recursive relation for ea+1 and the computed value of na, namely
na = (b+ 1) r

a+1−1
r−1 , we get:

Fa+1 = ea+1 + Ua+1r
a+2 + C

= r

(

ea + (b+ 1)
ra+1 − 1

r − 1
+ Ua+1r

a+1

)

+ C + e0

= r

(

ea + ra+1

(

b+ 1

r − 1
+ Ua+1

))

−
r(b+ 1)

r − 1
+ C + e0

= r

(

ea + ra+1

(

Ua+1 +
b+ 1

r − 1

)

+ C

)

− rC −
r(b+ 1)

r − 1
+ C + e0

In order to get Fa+1 = rFa = r(ea + Uar
a+1 + C), we set

Ua+1 = Ua −
b+1
r−1

C = 1
r−1

(

e0 −
r(b+1)
r−1

)

= (r−1)e0−r(b+1)
(r−1)2

Setting U0 = 0, we obtain Ua = −a b+1
r−1 and Fa = F0r

a. It follows that:

ea = (e0 + C)ra − Uar
a+1 − C

= ra
(

e0 +
(r − 1)e0 − r(b+ 1)

(r − 1)2
+ ar

b+ 1

r − 1

)

−
(r − 1)e0 − r(b+ 1)

(r − 1)2

=
ra (r(r − 1)e0 − r(b+ 1) + ar(r − 1)(b+ 1))− (r − 1)e0 + r(b+ 1)

(r − 1)2

=
ra+1

(

(r − 1) b2 (b+ 1) + (b+ 1) (a(r − 1)− 1)
)

− (r − 1) b2 (b+ 1) + r(b+ 1)

(r − 1)2

= (b+ 1)
ra+1

((

a+ b
2

)

(r − 1)− 1
)

−
(

b
2 − 1

)

r + b
2

(r − 1)2

Replacing r by (d+ 1)(b+ 1), we get

ea = (b+ 1)
(d+ 1)a+1(b+ 1)a+1

(

(

a+ b

2

)

((d+ 1)(b+ 1)− 1)− 1
)

−
(

b

2
− 1

)

(d+ 1)(b+ 1) + b

2

((d+ 1)(b+ 1)− 1)2

✷

PROOF OF CLAIM 10. We prove that µ(G) ≥ µ(G′) to conclude the proof of Claim 10. We use
again the notation r = (d+ 1)(b+ 1).
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We compute

R = (µ(G)− µ(G′))(rnH + b+ 1)

(

t
∑

i=1

ni + β

)

and show it is non-negative, using the values of µ(G) and µ(G′) obtained in the main part of the
proof of Claim 10. We obtain

R = (r(µH + 2)nH + b(b+ 1))

(

t
∑

i=1

ni + β

)

−

(

t
∑

i=1

(µi + 2)ni + β(β − 1)

)

(rnH + b+ 1)

= r(µH + 2)nH

t
∑

i=1

ni − rnH

t
∑

i=1

(µi + 2)ni + βb(b+ 1)− β(β − 1)(b+ 1)

+r(µH + 2)nHβ − rnHβ(β − 1)− (b+ 1)

t
∑

i=1

(µi + 2)ni + b(b+ 1)

t
∑

i=1

ni

= rnH

(

t
∑

i=1

(µH − µi)ni

)

+ β(b+ 1)(b+ 1− β)

+(b+ 1)

t
∑

i=1

(b− (µi + 2))ni − β

r
∑

i=1

((β − 1)− (µH + 2))nH

By induction, µH ≥ µi. Moreover β ≤ b+ 1. Thus the first line of the last expression is clearly
non-negative. Let R′ = (b+1)

∑t

i=1 (b− (µi + 2))ni − β
∑r

i=1 ((β − 1)− (µH + 2))nH be the
expression on the last line. We have

R′ = (b+ 1)
t
∑

i=1

(b− (µi + 2))ni − β
t
∑

i=1

((β − 1)− (µH + 2))ni

−β

t
∑

i=1

((β − 1)− (µH + 2)) (nH − ni)− β

r
∑

i=t+1

((β − 1)− (µH + 2))nH

Again, since µH ≥ µi and β ≤ b+ 1, the first line is non-negative. By construction, H contains
a clique of order b+ 1 and by induction, its maximum average degree is equal to its average degree.
Thus, µH ≥ b ≥ β − 1. Clearly, we have µH + 2 ≥ β − 1 and thus the second line is non-negative.
Therefore, R is non-negative, which proves the first part of our claim.

To compute mad(Gd,a,b), we now simply have to compute 2ea
na

:

2ea
na

=
2(b+ 1)

ra+1((a+ b

2 )(r−1)−1)−( b

2
−1)r+ b

2

(r−1)2

(b+ 1) r
a+1−1
r−1

=
(2a+ b)(r − 1)ra+1 − 2ra+1 − (b− 2)r + b

(ra+1 − 1) (r − 1)

=
(2a+ b)(r − 1)

(

ra+1 − 1
)

+ (2a+ b)(r − 1)− 2
(

ra+1 − 1
)

− 2− b(r − 1) + 2r

(ra+1 − 1) (r − 1)

= 2a+ b−
2

r − 1
+

2a+ 2

ra+1 − 1
= g(d, a, b)

✷
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