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Quad-rotor MAV Trajectory Planning in Wind Fields

1.A. Guerrero, 1.A. Escareno, Y. Bestaoui

Ahstract- This paper addresses the problem of time optimal 
path planning for a quadrotor helicopter evolving in a region of 
known winds. Usually, the flight control of quad rotors subject 
to wind disturbances challenge seeks to find the optimal control 
to keep track of a desired trajectory in a windy region. This 
approach has one major disadvantage: the quadrotor flight 
control has to compensate for trajectory deviations; therefore, 
the energy consumption becomes an issue. Most unmanned 
aerial vehicles (UAV) navigation techniques use waypoints to 
accomplish their missions. In the framework of a waypoint 
based navigation, a promising path planning strategy would 
be a time optimal approach in which the UAV would take 
advantage of wind to reach its next waypoint; therefore, saving 
time and energy (under constant forward velocity constraint). 
A model separation is used to simplify the control of the six
degrees-of-freedom (6DOF) dynamics of the quadrotor. Such 
approach allows to deal with quadrotor's 3D-motion through 
two subsystems: dynamic (altitude and MAV-relative forward 
velocity) and kinematic (nonholonomic navigation) subsystems. 
In terms of control, a hierarchical control scheme is used to 
stabilize dynamic and kinematic underactuated subsystems in
volved in the navigation task. The time optimal path planning is 
computed using a dynamic optimization method for continuous 
systems with some state variables specified at an unspecified 
terminal time. Results have been validated in simulation. 

I. INT RO DUCTION 

The applications of Miniature Air Vehicles (MAVs) have 

widely diversified during the last years. They comprise both 

military and civilian, though the latter has had a lower 

development rate. The application scenarios range from 

homeland security, pipeline surveillance, nuclear facilities 

monitoring, natural disaster damage assessment, etc. These 

real-world missions evolve in outdoors environments where 

the autonomous aerial vehicles are exposed to adverse atmo

spheric conditions; most of times, a windy environment. The 

majority of real-world MAV missions evolve in a waypoint 

navigation framework. An intuitive solution is to use a wind 

compensation approach which aims to compensate MAV 

trajectory for disturbances due to meteorological phenomena; 

therefore, energy consumption becomes an issue. For this 

reason, navigation methods that take advantage of wind 

velocity and direction are required to achieve the guidance 

objective between two any given waypoints; therefore, saving 

energy. 

The literature in MAV guidance in regions of mild winds 

is vast and particularly focused on fixed-wing configurations 

and blimps. As in [1] where the authors use a linear quadratic 
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regulator for optimal guidance of a fixed-wing MAY. The 

controller, evaluated at simulation level, aims to follow a 

straight-line and circular paths under different constant wind 

values. In [2] is experimentally implemented a path follow

ing controller using constant-velocity MAV under moderate 

wind conditions (20% to 50% of MAV airspeed). In [3] 

is presented a path planning and control algorithms meant 

to survey multiple-waypoints while considering heading and 

constrained rate heading. The path planning is treated as 

an optimization problem and assumes the knowledge of the 

constant wind component, while the sliding surface controller 

is aimed at dealing with small time varying wind compo

nents. A nonlinear controller is presented in [4] regarding to 

the following of a straight-line reference considering various 

constant lateral wind components (crosswind) up to 40% of 

the MAV speed. 

Time optimal aircraft guidance in presence of winds has 

been discussed in [6] and [7]. [6] presents an aircraft routing 

algorithm to determine a minimal time path for an airplane 

using a Bolza problem approach. In [7], a neighboring 

optimal control approach has been adopted to obtain near

optimal trajectories using nominal solutions to the Zermelo 

problem. Both approaches consider the kinematic model of 

the aircraft, evolving in the 2D space, in the optimization 

problem. Optimal path planning between two waypoints 

considering the presence of obstacles and no-fly zones have 

been discussed in [5] and [9]. In[5] a trajectory planning 

is presented. This approach considers the use of core path 

graphs and optimal control in order to obtain an optimal tra

jectory between the origin and the destination while avoiding 

both obstacles and no-fly zones. The results were validated 

in simulation considering 2D and 3D cases. A lexicographic 

approach to optimal trajectory planning for the departure of 

aircrafts considering no-fly zones has been addressed in [9]. 

By using this approach, the optimization objectives can be 

ordered hierarchically. Recently, in [10] a trajectory planning 

for bridge inspection using harmonic potential functions 

has been presented. [11] presents an analysis of the time 

optimal trajectories of an airship. The time optimal problem 

is formulated as a generalization of the Zermelo's navigation 

problem. An analysis of the Lagrange multipliers and the set 

of solutions is presented. 

This paper presents a hierarchical control architecture 

for time optimal quadrotor helicopter flying in a region 

of a-priori known winds. A simplified 3D model is used 

by splitting the 6DOF dynamics into two subsystems: a 

dynamic (forward velocity and altitude) subsystem and a 

kinematic (navigation) subsystem. Likewise, a hierarchical 

control scheme is used to stabilize underactuated dynamics 
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and kinematics involved in the navigation control task. A 

nonlinear bounded controller is used to stabilize the angular 

error dynamics regarding to avoid singularities and actuators 

limits. A time optimal path planning is developed considering 

an evolution of the aerial robot in the 3D space. The resulting 

path is then used as the reference path to be followed by the 

nonlinear bounded controller. Simulations results shows the 

validity of the proposed approach. 

This work is organized as follows: the dynamic model 

of the quadrotor is presented in section 2. The time-optimal 

path planning is presented in section 3. Section 4 presents the 

control strategy. Numerical simulations results are presented 

in Section 5. Conclusions and perspectives are finally given 

in Section 6. 

II. QUA D ROTO R DYNAMIC MO DEL

A. Quadrotor Kynodynamic Model 

In this section a two-rotational coupled model is presented 

to drive the aerial robot through the 3D space, with the aim 

of simplifying the navigation control task performed by the 

vehicle (Fig. 1). 

• A regulated roll motion having small angular fluctua

tions is assumed.

• Pitch rotation nO defines a dynamic subsystem contain

ing altitude and MAV's relative motions.

• Yaw rotation n'lj; applied to velocity vector V r yields

a kinematic motion subsystem.

1) Dynamic subsystem ( D-plane): This motion subsystem

arises from the coordinate transformation no, about e2,

applied to the main thrust vector Tb, which leads to the well

known 3DOF longitudinal dynamics. Translational and rota

tional dynamics evolve within the plane resulting plane e�e�
called from now on D-plane. The advantage of this plane is 

that gravity might be included in the dynamic equations since 

the coordinates transformation from the inertial to the actual 

frame has no effect on gravity vector. The corresponding 

equations are given next 

-T sin B 
-TcosB + mg (1) 

TO 

where Vr stands for the magnitude of the linear velocity 

relative to the quadrotor V n T is the magnitude of Tb, m is

the mass of the vehicle which in the following is normalized 

to 1, TO is the pitch control input. 

2) Kinematic subsystem (K -plane): The transformation

n'lj;, about et , drives the dynamic plane according to head

ing motion. Therefore, T� generates a planar translational

motion along the inertial axes exey, called from now on K

plane (Kinematic plane). Provided that gravity is treated in 

the dynamic plane, then, it is more convenient to address 

vehicle's motion from a kinematic viewpoint, i.e. focusing 

on motion subsystem resulting from heading the relative 

velocity vector V r. The latter is expressed by the following

Fig. 1. D-K Planes 

expressions 

-Vr cos 1jJ 
-Vr sin 1jJ (2) 

T'lj; 

where T'lj; is the yaw control input. 

In the following section, the time optimal path planning 

for an aerial vehicle evolving in the 3D space is presented. 

It will be shown that the kinematic model of the quadrotor 

helicopter can be obtained from the general 3D kinematic 

model of an aerial vehicle. 

III. PATH PLANNING IN WIND FIELDS 

Lets consider the problem of a quadrotor helicopter flying 

in region of known winds available through meteorological 

forecasts or doppler radar measurements. The magnitude and 

the direction of the winds are known to be functions of 

position, i.e. Wx = Wx(x, y, z), Wy = Wy(x, y, z) and

Wz = Wz(x,y,z) where (x,y,z) are rectangular coordi

nates and (Wx, Wy, Wz) are the velocity components of the

wind. The quadrotor velocity relative to the air mass is V, a

constant. The goal is to find the minimum-time path between 

a pair of waypoints. The kinematic model of an aerial vehicle 

is given by 

:i; 
if 
i 

V cosxcos, + Wx, 
V sin X cos, + Wy, 
Vsin,+ Wz 

(3) 

where X is the heading angle of the aerial vehicle relative to

the inertial frame, , is the flight path angle. Notice that the 

kinematic model of the quadrotor in (2) previous section can 

be obtained from (3) using, = O. The heading angle X is

approximated by the yaw angle 1jJ and the velocity relative

to the air mass V is approximated by the quadrotor forward

velocity -Vr. 
The time optimal trajectory generation can be formulated 

as follows: 

subject to 

:i; 
if 
i 

Ul(t)+WX, 
U2(t) + Wy, 
U3(t) + Wz 

(4) 

(5) 

where Ul (t) = V cos X cos" U2(t) = V sin X cos, and

U3 (t) = V sin,; with the constraint ui(t) + u§( t) + u�(t) ::; 
V';ax. If the final waypoint is reachable at any time, then it

is reachable in minimal time. However, if W » V, i.e. the
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wind is too strong with respect the quadrotor velocity, there 
may be points that are not reachable at all. 

The Hamiltonian of the system is 

H =Ax(V cos X cos /' + Wx) + Ay(V sin X cos /' + Wy) 

+Az(V sin /' + Wz) + 1. (6) 

where Ax, Ay and Az are the Lagrange multipliers. 
The Euler-Lagrange equations are 

,\ __ oH _ 
-A oWx _ A oWy _ A oWz 

x 
- ox -

x 
ox 

y 
ox 

z 
ox ' 

,\ = _ oH = -Ax 
oWx _ A oWy _ Az 

oWz 
y 

oy oy 
y 

oy oy 
, 

,\ __ oH _ 
-A oWx _ A oWy _ A oWz 

z 
- oz -

x 
oz 

y 
oz 

z 
oz ' 

oH 0 = 
oX ' 
oH 

o = 
o/, . 

(7) 

(8) 

(9) 

(lO) 

(11) 

After some mathematical manipulation, it is easy to show 

A. Constant Wind 

From (15) note that, if the Wx, Wy and Wz are constant, 
implies that X = const., i.e., the minimum-time path are 
straight lines. 

B. Linear Variation of Wind Velocity

Let Vw be the wind velocity, a constant. If Wx(x, y) 
=t=VwY and Wy(x, y) = 0, it has been proved in [7] that 

y = � Ci�X - sin\j ) , (17) 

x = � (asinh(tanXj ) -asinh(tanx) +tanx (_._1 ___ ._1_) 2Vw smx smXj 
__ 1_ (tanXf -tanx) ) . (18) COSXj 

where Vw is a positive constant, the wind velocity magnitude. 
The evolution of the heading angle X and flight path angle 
/' is reduced to 

X = ±Vw cos2(X) ' (19) 

that Ax, Ay and Az are given by and 

Ax 
-cos X cos/'

(12) 
A 

Ay 
-sin X cos/'

(13) 
A 

A _ - sin/, 
z 

- A . 
(14) 

where A = V + WxCOSXcos/,+ Wysinxcos/,+ Wzsin/,. 
Introducing (12), (13), (14) into (7), (8), (9), we obtain 

,\ _ cos X cos /' oWx sin X cos /' oWy sin /' oWz 
x 

- A ox 
+ 

A ox 
+ 

A ox' 
,\ _ cos X cos /' oWx sin X cos /' oWy sin /' oWz 

y 
- A oy 

+ 
A oy 

+ 
A oy' 

,\ _ cos X cos /' oWx sin X cos /' oWy sin /' oWz 
z 

- A OZ 
+ 

A OZ 
+ 

A oz· 

From previous equations it is easy to obtain an expression 
that describes the evolution of the heading angle and flight 
path angle, 

oW ( OWx OW ) 
X = sin2 X 

ox
y + sin X cos X

ox 
-

Oy
y 

( oWz OWz) 2 oWx + sin /' sec /' sin X 
ox 

-cos X 8y -cos X 8y'

. . oWx . . oW 'Y = cos2 xcoS'Ysm 'Y-- + sm xcoS'Ysm 'Ycos x-_Y 
ox ox 

. 2 oWz . .  oWx + sm 'Y cos X-- + CosXCos'Ysm'Ysmx--ox oy 
2 oWy 2 oWz + sin X cos 'Y sin 'Y -- + sin 'Y sin X--oy oy 

(15) 

2 oWx 2 oWy oWz -cosxcos 'Y-- + sinxcos 'Y-- + sin 'Ycos'Y--. oz oz oz 
(16) 

'Y = ± Vw sin /' sin X cos /' cos X. (20) 

The time to go is given by 

1 T = V, ( tanXf -tan X) .w (21) 

Notice that in the case of a quadrotor helicopter, the 
heading angle will be used as reference input for the kine
matic control subsystem discussed in the following section. 
It is worth to mention that other vehicles may use both 
heading angle and flight path angle as reference inputs for 
the trajectory tracking control. 

I V. CONTROL STRATEGY

The navigation control design relays on three modules 
or subsystems: D-plane, K-plane and path planning sub
systems. Within D-plane the controller aims to define the 
relative MAV velocity vector V r and desired altitude, while 
in the K -plane whose controller aims to steer V r so that the 
vehicle follows the desired path given by the path planning 
module. These subsystems are coupled via V r generated by 
the dynamic subsystem and fed to the kinematic subsystem 
to perform the navigation task and 'ijJd generated by the path 
planning module and provided to the kinematic subsystem 
as a reference input (Fig. 2).

A. Dynamic controller 

At this level, our aim is to synthesize a control algorithm to 
achieve the desired references of drone-relative velocity and 
altitude, that is to say, errors Vq = Vr - v� and z = Z -zd are 
rendered to zero. The desired forward velocity and altitude 
are defined as 

Vd '
-r 

zd .
-

ar 

az 

(22) 

(23) 
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D-plane Vr 
LOt LOr 

Vrup 

'1" K-plane 
LKt LKr 

Fig. 2. Coupling between D- and K-planes 

where ar and az are positive constants. To stabilize the sub
system (1) we assign a linear stable behavior to translational 
dynamics �DT through polynomials '1(Vr )  and 12(2,i) as 
presented in [12].

-Tsine 
-Tcose + g

II (Vr ) 
12(2, i) (24) 

Such stable behavior is achieved provided that desired values 
are achieved 

1 
H + (12 + g)]2 (25) 

arctan 2 (�) 
'2 + g (26) 

where, '1 = kPr vr and '2 = kpz 2 + kvz i, with kPr' kpz
and kvz being positive constants. Equations corresponding to 
desired thrust (25) and pitch (26) represent the components 
of the control vector in the dynamic plane. 

Assumption AI. The present control design assumes that 
translation and rotational dynamics evolves in different scales 
of time, i.e. slow time-scale for translational and fast time
scale rotational motion. 

The stabilization of (24) assumes e = ed, which is valid 
provided the time-scale separation between translational and 
rotational dynamics. The latter implies the stabilization of 
the error dynamics, 

- ··d e = T(! -e 

Let us define the error as 

(27) 

(28) 

The control design for the rotational inner-loop assumes the 
following: 

• Assumption A2. Limited response of the torque actu
ators (rotors differential thrust) is assumed, i.e. IT(! I �
T(!=ax with T(!=ax. > O. 

• Assumption A3. e, is assumed bounded due to actuators 
saturation, i.e. I e21 � <5 with <5 > O. 

• Assumption A4. ed is a smooth time-varying function 
with its derivatives bounded. 

• Assumption A5. Considering a non-aggressive trans
lational trajectories the heading reference acceleration 
might be disregarded. 

To design the control law for the inner-loop heading dynam
ics, we proceed similarly as in [13], where a backstepping
based controller is obtained considering a bounded velocity 
state (see A2 and A3). Let us consider the Candidate Lya
punov Function (CLF) to obtain the controller that stabilizes 
the system (27) 

WI = lncosh(e) 

whose time-derivative is 

(29) 

(30) 

From the latter, it is .clear that via e is possible to render 

WI < 0 by using e = -tanh(e). Thus, the next step 
considers e� = -tanh( e) leading to the following error 
state 

Z = e + tanh( e) (31) 

where, for simplicity, we have considered a normalized value 
of m. The corresponding time-derivative is written 

i = T(! - (jd + Bsech2(e)

Let us propose the overall CLF encompassing WI as 
- 1 2W = Incosh(e) + "2z 

whose the time-derivative is 
. . 

(32) 

(33) 

. - - - 2-
W = etanh(e) + Z (T(! + esech (e)) (34) 

now, using sech2 (e) � 1, (31) and (32) as well as the 
controller 

yields 

"d T(! = -2z + e (35) 

(36) 

which is negative definite and guarantees that the trajectories 
of the state vector (e, Z)T converge asymptotically to the 
origin. 

B. Kinematic controller

We proceed to design the controller to head the quad
rotor velocity Vr E D in such a way that the angular error 
is rendered to zero, which means that the desired path has 
been achieved. Unlike classical kinematic models where the 
heading rate wp is interpreted as the actual control input, in
the present case, however, the control input is the torque T 1j;. 
Hence, the kinematic subsystem is rewritten as 

i: 
if 
1(;

-Vr cos'ijJ
-Vr sin 'ijJ
T1j; 

(37) 

(38) 

(39) 

The subsystem (38-39) is stabilized through a hierarchical 
control scheme (two-time scale), considering the path devi
ation kinematics as the slow-time scale (outer-loop) and the 
heading dynamics as the fast time-scale (inner-loop). Since 
the quad-rotor kinematics is driven via the angle 'ijJ, which 
is not a control but a state variable of the heading dynamics. 
Then, the heading is controlled by T1j; to track the stabilizing 
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control of the quad-rotor kinematics, this introduces the 
following error variable 

(40) 

with 1/Jd given by the path planning subsystem discussed in
section III. Notice that the kinematic model of the heading 
subsystem is given by 

1/;d = =t=Vwcos21/J (41) 

The control of the heading error dynamics (1[;) requires 
the time derivative, acceleration, of (41) to guarantee the 
trajectory following. The corresponding error dynamics is 
thus written as 

(42) 

The controller used to attain the path-following objective 
follows a similar structure of (35), i.e. 

T'l/J = -kv,p � - kp,p tanh � + 1/;d (43) 

As a result, it is guaranteed that the state vector (�,�)
converges asymptotically to the origin, using similar stability 
analysis used for e. The it is possible to guarantee that the 
flying robot reaches the desired path. 

V. SIMULATION RESULTS 

To illustrate the proposed solution, numerical simulations 
were performed to evaluate the quad-rotor flight performance 
while navigating through a region of winds. In the case, 
the initial velocity of the quadrotor is Vr = 0.4m.!sec, the 
initial altitude is O.gm., the linear varying wind velocity is 
0.022m1s. The desired altitude was fixed to 1m. while the 
desired cruise velocity was set to 0.5m.!sec. Extensive cases 
have been studied, however, due to space limitations, three 
trajectories departing from the same coordinates ( -4, 4) are 
discussed in this section. The final waypoints are (40, 4) , 
(40, 0) and (40, -4) . Using the Zermelo-based approach the 
initial and final headings as well as the time to go from 
departure waypoint to each final waypoint is presented in 
table I. The corresponding trajectories are depicted in Figure 
3. 

TABLE I 

TIME TO GO. INITIAL AND FINAL HEADINGS DEPARTING FROM (-4,4) 

Destination (m) Time (sec) 
(40,4) 90.5505 
(40,0) 84.8267 

(40,-4) 80.5021 

XO (deg) 
315.13 
313.29 
310.93 

Xj (deg) 
44.87 
38.76 
31.64 

The dynamic controller uses vr as desired the velocity 
reference for the outer-loop controller. The underactuated 
subsystem vr-B is successfully controlled through a hier
archical control scheme. The quad-rotor altitude controller 
achieves a constant desired altitude of 1m. The corresponding 
results are shown on Figures 4-6.

Concerning the kinematics evolving within K-plane, the 
hierarchical controller regulating the path deviation kine
matics via the heading dynamics presents a satisfactory 
performance. Figure 7 illustrates the kinematic controller. 

Fig. 3. 

5 - -

-1�5L-����lO �'�5 �2�O �25��30��35- 4�O---'45 
xlml 

Time-optimal trajectories considering linear varying wind. 
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0.5 
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0.46 
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0.42 
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Fig. 4. Performance of the dynamic controller for Vr 
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0.4 
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Fig. 5. Performance of the dynamic controller for e 

1.4 

1 � � 

_o.8 
E-

0.6 

0.4 

0.2 

0 0 20 40 60 80 Time [sec] 100 120 

Fig. 6. Performance of the dynamic controller for altitude z 

The tracking performance of the proposed control ap
proach for quadrotor path planning and tracking in a region 
of winds is depicted in Figures 8-10.

A small deviation from the original time-optimal trajectory 
can be observed in Figures 8-lO. This is assumed to be to 
the fact that the path planning module considers a constant 
velocity and the kinematic model considers a stable constant 
altitude. Notice that the initial velocity and altitude slightly 
differ from the desired velocity and altitude which may has 
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Fig. 7. Performance of the kinematic controller for heading. 
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Fig. 8. Trajectory tracking in a region of winds with destination (40,4). 

an impact on the tracking error. 

VI. CONCLUDING REMA RKS AND FUTURE WO RKS 

The present paper proposes a model reduction regard
ing to simplifying the control task by partitioning the the 
complete dynamic model into a dynamic subsystem (D
plane) that focus to control forward velocity and altitude, 
and a kinematic subsystem (K-plane) that allows to treat 
the quad-rotor navigation problem as a nonholonomic-like 
path following. From this model simplification arises the 
possibility of applying a zermelo-based navigation scheme 
in the quad-rotor navigation flight with satisfactory results 
in simulations. The following objective is to validate the 
proposed approach by means of an experimental air plat
form to perform autonomous navigation in wind controlled 
situations. It is important that an outdoors application of 
the approach is considered by the authors, which implies 
an improvement in the kinematic subsystem control by 
designing robust algorithms that accounts the presence of 
external disturbances (e.g. wind gust). 
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