N
N

N

HAL

open science

Asymptotic-preserving Godunov-type numerical

schemes for hyperbolic systems with stiff and non-stiff

relaxation terms
Christophe Berthon, Christophe Chalons, Rodolphe Turpault

» To cite this version:

Christophe Berthon, Christophe Chalons, Rodolphe Turpault. Asymptotic-preserving Godunov-type
numerical schemes for hyperbolic systems with stiff and non-stiff relaxation terms. Numerical Methods
for Partial Differential Equations, 2012, vol 29 (4), pp 1149-1172. 10.1002/num.21749 . hal-00909103

HAL Id: hal-00909103
https://hal.science/hal-00909103
Submitted on 25 Nov 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00909103
https://hal.archives-ouvertes.fr

Asymptotic-preserving Godunov-type numerical
schemes for hyperbolic systems with stiff and
non-stiff relaxation terms

C. Berthon, C. Chalons and R. Turpault
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Abstract

We devise a new-class of asymptotic-preserving Godunov-type numer-
ical schemes for hyperbolic systems with stiff and non-stiff relaxation
source terms governed by a relaxation time £. As an alternative to clas-
sical operator-splitting techniques, the objectives of these schemes are
twofold: first, to give accurate numerical solutions for large, small and
in-between values of € and second, to make optional the choice of the
numerical scheme in the asymptotic regime € tends to zero. The latter
property may be of particular interest to make easier and more efficient the
coupling at a fixed spatial interface of two models involving very different
values of €.

1 Introduction

In the present work, we consider the numerical approximation of hyperbolic
systems with relaxation-type source-term in the following form:

Oyu + Ozv = 0, (1)
1
xT ) = ) . 2
0w + 0z g(u, v) 75(t,a:,u)5(u v) (2)
The state vector W = (u,v)" belongs to 2, a convex subset of R?. The

function g : Q — R is assumed to be smooth enough and we impose the
system to be strictly hyperbolic. For the sake of simplicity in the notations,
we set G(W) = (v,g(u,v))" the flux function of the system and we note
A1(u,v) < Aa(u,v) the eigenvalues of the Jacobian matrix Vi G(W).

Concerning the source term, we adopt the well-known formalism of Chen-
Levermore-Liu [12]. More precisely, we assume the existence of a unique equi-
librium v = f(u) such that S(u, f(u)) = 0 to define a relaxed model:

Ou + 0y f (u) = 0. (3)



As usual, the stability of this local equilibrium solution is satisfied under the
Whitham subcharacteristic condition:

/()] < min(A (w,0)], Ao (u, ), V(u,v) € Q. (4)

For instance, choosing S(u,v) = f(u)—v, one obviously recovers the well-known
relaxation model [20]:

Oyu + 9y = 0, (5)
(1w =), (6)

O + 0z9(u,v) = o)

where € is a smooth function of ¢, x and u which can be considered as a relaxation
time. The system (1)-(2) admits two different asymptotic regimes depending on
the values of e. Whenever ¢ is small, the system (5)-(6) enters the framework
of Chen-Levermore-Liu [12] to relax to (3). On the other hand, as soon as ¢ is
large, (5)-(6) simply becomes the following homogeneous transport system:

Oyu + Ozv = 0, (7)
Opv + 0z9(u,v) = 0. (8)

Our objective is to derive a numerical scheme able to produce a relevant
approximation of (1)-(2) in every regime. Since we are interested in general
forms of €, it is crucial that our numerical scheme behaves correctly in both
asymptotic regimes as well as for transitional regimes which occur for in-between
values of ¢.

During the last decade, several asymptotic-preserving schemes were proposed
in the literature and we refer for instance to [10, 17, 13, 14, 9, 7, 6, 11] for some
of the most recent ones, but also to the references proposed therein. These
schemes are able to give a suitable numerical approximation in the limit of both
¢ large and small. However, the approximations of each of these asymptotic
regimes are closely linked: the choice of the scheme in one regime generally
impose the form of the other. Our goal is to develop a technique that is general
in the sense that any scheme can be adopted in each limit regime. In addition,
the resulting procedure is expected to be accurate in transitional regimes and
conserve the usual robustness properties.

Several applications of such a framework can be found in the literature. For
instance, the widely studied problem of domain decomposition where ¢ is fixed,
discontinuous or with a stiff transition around an interface [19]. Here, the goal is
generally to reduce the complexity of the model by shifting from the relaxation
to the relaxed systems. Another application is devoted to model reduction [22],
where the relaxed model is used in numerical simulations whenever a suitable
criterion is reached. In theses applications, € may depend on the variables.
To conclude this non-exhaustive overview of applications, let us mention the
coupling between codes where € governs the transition from one code to another
[2, 1, 3]. The reader is also referred to [5, 23] for related works.



The paper is focused on numerical issues, however the theory of systems of
the form (1)-(2) has been carried on in [6].

The paper is organized as follows: in the next section, we briefly recall

the notion of consistency of simple approximate Riemann solvers for convective
systems with sources. Then, we first introduce our numerical technique for linear
transport. We show that the resulting method possesses the correct asymptotic
limits and admits a maximum principle. Furthermore, these results are obtained
for a standard CFL condition that does not depend on e(¢, z, u).
The numerical method is then extended to the nonlinear cases (5)-(6) in the
third section and (1)-(2) in the fourth section. Similar properties are obtained.
Finally numerical simulations are performed to emphasize the relevance of the
scheme.

2 Consistency of simple approximate Riemann
solvers and Godunov-type methods

In this section, we briefly recall the notion of consistency with the integral form
for a simple approximate Riemann solver associated with a convective system
with sources

W + 0,G(W) = S(W) (9)

and initial data ;
B Wy if z <0,
W(z,0) { Wg if 2>0.

We follow Gallice [15], and also refer to [11, 4]. Throughout this section, S plays
the role of S/e in system (1) of previous section.

Let us first recall that a simple approximate Riemann solver takes the following

form
Wl = WL; % <01,

WaEWew = | Wi o< <o k=2em (1)

Winir =Wa, £ >0

and thus consists of m waves with speeds o = o (W, Wg),1 < k < m, and
m — 1 intermediate states Wy,2 < k < m, which may depend on the space-
time mesh step A = (Az, At). Before defining the notion of consistency in the
integral sense, notice that it is natural to require

lim Wa (S W, Wg) =W (11)
Wi, Wi — W t
A—=0

for any W € Q.



Consistency with the integral form of (9). We first observe that under the
CFL condition

At 1
- <
1g}ca§xm|‘7k|Ax <3 (12)
we have
1 At
s VVA(A Wi, Wg)dz = (WL + Wg) — ZUk (Wit1 — Wi)
so that

Az

At rSE g m
/ / 7WA( s Wi, Wr)dzdt = —At E oW1 — Wg).
0 AJ. at 1

Integrating (9) in space and time leads to

At At pAz 3 At
/ / —dedt + / / —G(W)dzxdt = / / W)dxdt
AJ_ 0 _ % 8.%‘

which gives, focusing ourselves on simple approximate Riemann solutions of the
form (10),

ok

At Az
/ W We, Wide = A2x(WL+WR)— /0 /_ A;{;CG(W)—S(W)}dxdt.

_ Az
2

Consistency in the integral sense consists in imposing

At A2 m
/o /_M{%G(W)‘5<W)}dwdmAtZok<Wkﬂ—m). (13)

k=1

More precisely, the Riemann solver (10) is said to be consistent with the integral
form of (9) if there exists a vector Sa (W, Wg) with

lim SA(Wp,Wg) = S(W) (14)
Wi, Wr —- W
A—0

and such that under the CFL condition (12) we have

AG — Az SA(WL,WR) = Zak(Wk-i-l —Wk). (15)
k=1

As it is customary, we have set AW = Wxr — Wy, and AG = G(Wg) — G(Wp).
Observe that when the sources are not present in the model, we recover the
usual definition of consistency associated with systems of conservation laws (see
for instance [18, 16, 8]).



The Godunov-type method. The Godunov-type method associated with the sim-
ple Riemann solver (10) is then defined as usual (and with classical notations)
by

0
Az Wt = Wa(~—

A

WL W) dm—i—/ Wa (e Wiy, Wi, (16)

Assuming that the approximate Riemann solver (10) is consistent with (9) and
setting

m

FVL, W) = 5 {G(WL) +G(Wr) = > _lowl(Wis1 = Ww} (17)
k=1

one easily checks that under the CFL condition (12), the associated Godunov-
type method reads

At At n
Wit =W —A—m(f %—F )+—(S+1+S ) (18)
where for all ¢ € Z
‘Fﬁi-% = F(W/, W), Sﬁré = Sa(W", Wily). (19)

Once the approximate Riemann solver is defined according to (15), the proposed
Godunov-type method is then very classical. We note however that the sources
are taken into account in the definition of consistency, and then clearly receive
an upwind treatment in formula (18).

3 An asymptotic-preserving scheme for the lin-
ear transport problem

In this section, we consider the quasilinear version of (5)-(6) given by
8{& + 81’0 = O7 (20)
1
() =), (21)

O + a0y = ———
e(t,x,u

where a > 0 is a given parameter satisfying the Whitham subcharacteristic
condition

[f ()] < a. (22)

3.1 Definition of the scheme

We choose to define a two-state approximate Riemann solver as precised on
figure 1.



Figure 1: Illustration of the two-state approximate Riemann solver.

We propose to define the four intermediate states by imposing the following four
equations. The first equation is nothing but the consistency with the integral
form (15) on the first variable w which writes

(vp —vp) = —a(u}, —ur) + a(ur — ug). (23)

Note that the source term is not present in this equation. The last three equa-
tions are given by applying the Rankine-Hugoniot jump conditions on the v
variable across the three waves of the proposed approximate Riemann solver.
We get

a’(uf —ur) = —a(vy — o), (24)
@ (uq - up) = 2LS(We W), (25)
a*(ug — uf) = a(vg — vR), (26)

where the consistent approximation S(Wp,, Wg) of f(u)—v will be defined later
on (to avoid cumbersome notations, Sa(Wr,Wg) in the previous section is
replaced up to a factor 1/e by S(Wy, Wg) from now on). Note that we have
made the choice to take into account the source term across the stationary
wave only. Importantly, we also note that the sum of these three Rankine-
Hugoniot conditions on v is nothing but a consistency condition with the integral
formulation (15) on v :

Az
a*(ur —ur) = —a(vy —vr) +a(vg — vg) + 7S(WL, Wg). (27)
Let us first remark that substracting (26) from (24) gives

a(u] +ufk) —alur + ur) + (vg —vp) = v — vi.

Using (23), we then get v7 = v}y and by (27)

. N , UL+vrR a Az 4
P P LN e — —S(Wp,,Wg).
v VI, = Vg 9 2(UR ur) + ae (Wr,Wr)
Now (23) rewrites

VR — UL
up +up =uL +up — ——.



This equation and (25) allow to easily find u} and u} by solving a linear system
provided that S(Wr,Wg) is given :

_ Ar ~

urp +Ur VR — UL 296 S(Wr, W),
2 2a 2&

ur, +upr VR UL n
2 2a

2
Equipped with these relations and thanks to (17), we can deduce the resulting
numerical fluxes :

u

o

u

jovhed

ace

1 a Ax -
]:u(WL,WR) = —(vp +vr) — =(ur —ur) + —S(Wr,Wg), (28)
2 2 2ae
" a? a
F (WL,WR) = E(UL—FUR)— E(UR—Q)L). (29)
Under the CFL condition: A
x
At < ==
= 2’ (30)
and using (18), the update formulas are given by:
Uy = u; — E( i+1/2 }-1'—1/2)7 (31)
n At At - .
vt = - E( 12— ]'—Z)q/z) + 25—:”7(Si+1/2 + Si71/2)7 (32)

i+1/2

with ]:;ﬂ/z = Fr(Wi, Wit ,) and 5'¢+1/2 = 5(Win7 Wita)-

1 -
The scheme will be complete as soon as the source term discretization —S is
€
defined. We propose the following consistent formula:
. a(2our, ufyy) — OF + 0fy) + a(ufyy —uf))
—Qit1/2 = )
€ ) 2aei 45 + Ax (33)
a

= e, A V)~ vip)

with
* 1 a
Vit1/2 = 5(% +viy1) — §(ui+1 —u;)

and where " "
n — (. Ui + Uigq
€itr1/2 = E\U s Tit1/2, 5 .

/2 T S AL (f(u?) + fluiy) — (i + Uin+1)>~

The proposed definition (33) will be justified in the next section when establish-
ing the main asymptotic and stability properties of the whole numerical scheme.



3.2 Main Properties

Three results are proved in this section. First, we will show that the scheme
is asymptotic-preserving with respect to both asymptotic limits ¢ — 0 and
€ — +00. Then, we will investigate stability and maximum principle properties.
Let us first consider the behavior of the scheme in the limit € — co. From (33),

1
we immediately see that —S; .1/ — 0 and therefore (31)-(32) becomes:
5

up™t = uj _E< i+1/2_}—i71/2)a

n At U U
Uin—H Vi T AL (-Fi+1/2 - ‘Fi—l/Z)a
with the flux function F7, , is given by (29) and the flux function Fifs2
writes:

1 a
]:u(WL,WR) = §(UL + ’UR) — §(U,R — UL).

Finally, it is to note that our scheme simply degenerated into an HLL scheme
for the linear homogeneous system issuing from (20)-(21), which is the limit
system when € — oo.

Now, we assume that € — 0 in the scheme (31)-(32)-(33). From (33) and (28),
a straightforward computation gives the following limit for the flux function on
w:

g%fu(WL, WR) = w(u[m uR)7

and therefore, the update value of u in the limit € — 0 is nothing but:

At
uftt =l — Ay (7/1i+1/2 - 77/%—1/2)7 (34)

which is obviously consistent with the limit equation (3) according to the defi-
nition of .
Now, inserting the limit of (33) and (29) when € — 0 into (32) yields:

Pt = (1 - Qa%)v? + a% (¢¢+1/2 + %’—1/2) (35)

The scheme will therefore be proved to be asymptotic-preserving (i.e. consistent
with (3) when e — 0) as soon as we state that v} is consistent with f(u). This
result is proved in the next two lemmae:

Lemma 1. Assume that ul* and v} are given by the limit schemes (34)-(35) for
small . Assume also that u is the discretization of a smooth function, then,
under the CFL condition (30) At = A5Z, A€ ]0,1[:

2a

li no_ n —0.
Ax—0, lrIz%t ﬁxedllvl f(uz )”oo 0



Proof. We first set el := v* — f(ul') to write from (35):

ertt = ot furt),

= (1—2@3) +aA (¢1+1/2+1/2z 1/2) — fup™h).

A
Using the consistency of ¢ and a Taylor expansion of f (uf“) we get:
At
n+l _ _ = n
et = (1202 )or 0 RE (21 (uF) + O(Aw) — f(uf) + O(Ax)

= (1 — 2&%)6? + O(Ax)
- (1 - 2a%)"+1e9 +0(Az) i(l - 2aﬁ)k

n+1
;o1 (1 - 2a£>

At\ntl Az
S (e A
Az
. . At . .
and since, due to the CFL condition (30) |1—2a—| < 1, we obtain lim lleM|loo =
Az Az—0, nAt fixed
0 which is the expected result. O

Lemma 2. Assume that f is locally Lipschitz continuous and that v is a TVD
flux and satisfies:

>0, Y ipye — fu])] < aTV(w"), (36)
i€7,
where TV(u™) denotes the total variation of u™. Then, under the CFL condition

(30):
Vo eN, lim |o" — f(u™)|, = 0.
Axz—0

Proof. As previously, we set el := vl' — f(ul) to write from (35):

e?+1 = (1 — QCL%)U + ai (1/Ji+1/2 + 1/11'_1/2) - f(u:.“"l)a
= (1 - QG%)G + GA (T/Jzﬂ/z + tic1y2 — 2f (4 )) (f (™) = flul)),

to get:

At
|6?+1| §( 2a—)|e”|+a 1/)Z+1/2+¢z 1/2_2f( ) +|f( n+1) f(u;n”a

multiplying by Az and summing over i € Z we have:
At
el < (1 — 205 et s

Jra—ZAx

+ Y Al f(ufth) = f(uf)]-

1EZL

Vig1/2 + Yic172 — 2f(u



Using the condition (36), we obtain:

>

i€

Viv12 +Yic12 — 2f(ui)]| < 2o+ L)TV(u"),

and since f is locally Lipschitz continuous, we can write:

D) = fup) < LY Juptt =y,
i€z i€z
At
< LE Z‘¢i+1/2 —i_1/2l,
i€Z
At
< 2La—TV(u™).
- an (u”)

Finally:
At
el < (1= 20 ) el + adt (20 + 1+ 208 )TV ("),
T a

and since 9 is a TVD flux, TV (u™) < oo, therefore:

1 1—9 At \n+1
s o1 (-2)
ey < (1=205) " el + Azl —o(a),
A 1-(1- 2a£)
Az
hence we have the expected limit under the CFL condition (30). O

It is to note that the assumption (36) is not restrictive. Indeed, most schemes
satisfy it, including the classical schemes: HLL, Lax-Friedrichs, Murmann-Roe,
Lax-Wendroff, Beam-Warming... (see [16, 21, 24]). In addition, the scheme
possesses the usual robustness and stability properties in both limit regimes.

Lemma 3. As soon as the CFL condition (30) is satisfied then:

1. The scheme preserves the maximum principle, the entropy inequalities and
is TVD in the diagonal variables v + au in the limit of € — co.

2. The scheme preserves all the properties satisfied by the choice of ¥ in the
limit of e — 0.

Proof. The proof is straightforward since the scheme degenerates into the HLL
scheme in the linear transport regime and into the chosen scheme (34) in the
relaxation limit. O

To conclude this section, let us underline that our scheme conserves the
stability properties inherited from the HLL scheme and the choice of v:

Lemma 4. Let us assume that the CFL condition (30) holds and that the scheme
(34) is L?-stable under this CFL condition. Then, for every fized ¢ > 0, the
scheme (31)-(32)-(33) is also L?-stable.

10



Ax

2ae + Ax
(32)-(33) can be rewritten as:

Proof. Introducing p = € [0,1] and U = (u,v) ", the scheme (31)-

§ LA
U’L +1_ (]_ — ,U/)(UZ — Ix(fi+1/2 - -7:1'—1/2))

At
(i E(¢i+1/2 —i_1/2)
tuf AEC At ’
v (1 — QGE) + @E(%’H/z +i_1/2)

where F is the HLL flux for the linear transport regime and 1; 11,2 = ¥(uj, u, ).
Therefore, the scheme is nothing but a convex combination between two other
schemes. Since the HLL scheme is L2-stable under the CFL condition (30), the
stability will be established as soon as the following scheme is L2-stable:

Y’
u ul _AtAix(wi—Zt/Q —i_1/2) | (37)

v (1 — 265@) + afx(%‘ﬂ/z +i1/2)

which amplification matrix is given by:

a(§) 0

da
where a(€) is the amplification coeflicient associated to the scheme (34) and 3(&)
At
is a given function. The eigenvalues of A() are obviously «(§) and 1 — 2ad—.
x

At
Under the CFL condition (30), |1 — 2ad—| < 1 and since (34) is also assumed
x

to be L2-stable under the same CFL condition, |« (£)| < 1. The scheme (37) is
hence also L2-stable. O

To conclude this paragraph, let us point out that, since the hypotheses stated
in [12] are satisfied, it may be interesting to investigate the first-order corrector
in e. A straightforward computation on the scheme (31)-(32)-(33) in the limit
€ — 0 (with a fixed Az) gives:

At
ufth =y — E(wiﬂ/z —Yi_1/2)

2a/At

+ 57(¢'+1/2 —Yi—1/2 — Vi iy oluly — 20 i)
A.’I]Q 7 11—

> 2 ) +0O(£?).

Interestingly, it is therefore possible to choose % in order to recover a discrete
form of the first-order corrected equation of Chen-Levermore and Liu:

Ay + 9, f(u) = €0, ((a® — f (u)?),u).
One corresponding choice of ¥ is:

N )

11



4 An asymptotic-preserving scheme for the non-
linear transport problem with relaxation-type
source term

4.1 Definition of the scheme

Now we propose to extend the scheme developed in the previous section to the
nonlinear case (5)-(6). As before, we consider a two-state approximate Riemann
solver as illustrated on figure (1). Here, a represents a positive constant greater
than the wave speeds of the system. In order to characterize the intermediate
states, we follow the same lines as in the linear case and we first impose the
consistency with the integral formulation on u, which writes

vp —vr = —a(u}, —ur) + alur — ug), (38)

and then the Rankine-Hugoniot conditions across the three waves on the v-
component :

91, — 9L = —a(v] —vL), (39)
N N Az ~

dr — 9L = 7S(WL’ WR)’ (40)

gr — gk = a(Vr — VE) (41)

These equations are non linear and cannot be solved explicitly if g7 ; are defined
by g(u} g, vi ) For the sake of linearity, we choose to consider g} ; as additional
unknowns instead. In order to close the system, we therefore need to add two
new relations.
As in the linear case, we first propose to impose the continuity of v :
V] = VR (42)

Then we propose the following linearization of g :

9r — 91 = K(uk —ul), (43)
where K is a Lipschitz constant of g. These six relations easily allow us to

fully determine the intermediate states. Hence, we can compute the form of the
numerical fluxes and we get

1 a alAx ~
FU (W, Wr) = i(vL"‘UR)_§(UR_UL)+%S(WL7WR)7 (44)

FU(We, W) = 1 (91 + 97) — w(om vz, (15)

12



As previously, we thus create a finite volumes scheme which will be completed,
under the CFL condition (30), as soon as a consistent approximation of the
source term is set for S. We propose the following form:

1 K (200, i) = (0F + ) + aluly, — uf))

—i1/2 = oy )

€ QKSZ.H/Q + aAx (46)
2K

- 2Ke}, ) Tl (s uin) = Vit p2)
where 1 is once again any numerical flux consistent with the limit equation (3).
Finally, the updates are still given by (31)-(32). Let us emphasize that this

scheme is indeed an extension of the one defined in the previous section since
in the linear case K = a? and (44)-(45)-(46) coincide with (28)-(29)-(33).

4.2 Main properties

In this section, we investigate the behavior of the scheme for the nonlinear
system (5)-(6).

In the limit of ¢ — oo, we immediately see that the scheme degenerates into the
HLL scheme.

In the limit of ¢ — 0, the update of u is once again nothing but (34) which is
obviously consistent with the relaxation limit (3). To achieve the asymptotic-
preserving property, we have the following result:

Lemma 5. Let us assume that the hypothesis of lemma 2 holds. Let us denote K
and K the Lipschitz constants of g w.r.t. u and v respectively. Then, provided
that 2a® > 2K > aK and under the CFL condition:

at L (1
an_2m1n

2 4 2
e ), (47)
2K —aK'’ a® + 3K

we have:
li n— m =0.
A0, lr%t ﬁzed”vz f(uz )”1

Furthermore, if u}' is a discretization of a smooth function, then:

1 n_ n _
AJEHO,hﬁt ﬁmed”q)i f(uz )”oo 0.

Remark. For stability considerations, recall that the parameter a has to be
taken greater than the largest eigenvalue of the system (1)-(2). For instance:

K +\/K'?+4K < 2a,

which can always be fulfilled together with the assumption 2a% > 2K > aK'.
Moreover, when g allows to choose 2K = aK , the usual CFL condition (30) is
recovered.

13



Proof. As in the linear case, we set e := v} — f(ul’). We first establish that
v € BV. Starting from (32) with (45)-(46) and involving the hypothesis (36),
we get:

o = (1= a5y = )0+ (5r ~ g O+l

At KAt . KAt
- m(gi—&-l —gi-1) + E(ui+1 —ui )+ E(%H/z +i—1/2),

so that:
TV =) oy — o,
i€Z
At At

zGZ

where C = C(K, K/,a) is a positive constant. Now, using the fact that g is
locally Lipschitz continuous, we end up with:

TV (v < (1 + (K~ %)%)TV(UTL) +(C+ K)TV(u"),
< (1+(K - %)%) TV ()
, At \n+1
1— (14 (K —2£)—
+(C+ KTV (u") (1 “QLMAZ ,
1—(1+(K _T)Ep)

and since the choice of 1 implies that u € BV, then v € BV as soon as
/ At
1+ (K — %) s < 1. This last condition is a consequence of the CFL condition
x
(47) and the hypothesis 2K > aK’ . Then we have:

AR (e}

(- (- s
b (o R () — F(ud) + Fiy) — F(p))

I~ P R g P e ) (49)

At KAt . . KAt .
- m(giﬂ —gi—1) + E(ui-&-l —ui )+ N (f(ui—l) — fluj ))

Involving the fact that f and g are locally Lipschitz continuous, 2a2 > 2K > aK’
and the property (36), we get:

3K, At
lem < (1= (a+ =2) 55 )l + CAa(TV (") + TV (™),

14



which once again leads to the expected result.

Similarly, starting from (48) and using Taylor expansions whenever the functions
are smooth, we have:

LKAt

e+ —— (¢i+1/2 — flu) + i1y — f(u?_1)> +O(Az),

3K, At ) —

n+1l _ _ Dadainll Wil
€ _<1 (a+ a)2A:r

and involving (36), we obtain:

n 3K, Aty ,
ent! = (1 —(a+ 7)E>ei + O(Ax),

which gives the expected result. O

In addition, the scheme still possesses the usual robustness and stability prop-
erties in both limit regimes.

Lemma 6. As soon as the CFL condition (30) is satisfied then:

1. The scheme preserves the maximum principle, the entropy inequalities and
is TVD in the diagonal variables v + au in the limit of € — co.

2. The scheme preserves all the properties satisfied by the choice of ¥ in the
limit of e — 0.

3. The scheme is L* stable as soon as the scheme (34) is so.

Proof. The proof is straightforward since the scheme still degenerates into the
HLL scheme in the linear transport regime and into the chosen scheme (34) in
the relaxation limit. Moreover, the proof of the stability result is exactly the
same that in the linear case. O

5 An asymptotic-preserving scheme for the non-
linear transport problem with general source
term

We finally design a scheme for the case of general source term (1)-(2). Compared
to the previous scheme, which was based on a relaxation-type source term, we
just have to correctly take into account the effect of a generic source term.
Therefore, the updates will still be governed by the scheme (31)-(32) using the
numerical fluxes (44)-(45). The scheme will therefore be complete as soon as a
relevant discrete definition of the source term is given.

Let us emphasize that there is an additional difficulty since the expression of
the flux function f is generally only implicitly defined inside S. As opposed
to the relaxation model studied in the previous sections, the equilibrium map
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is not explicitly given. Our main goal is to design a discrete version of S that
possess the same behavior in the limit € — 0 that the previous scheme:

1=~ 2K
li =S; = — (1 — v .
=0, A fixed e/ T GAr (Wi1/2 Uz+1/2)
Indeed, if such a behavior is satisfied, then the control of the numerical flux v
is still possible.
On the other hand, the discretization of the source term is expected to be

consistent:
im Leo - Sui vi) + Suits, vigs)
Az—0, ¢ fixed ¢ T1/2 28i41)2 .

Among the admissible choices, we propose to consider the following source-term
discretization:

15, KAm<2w(“?’u?+1) — (v + i) +a(uiy, — uf))
g 2Ker, |, + ala?
(E?+1/2>6 n n n ,n
2(5?+1/2)1+5 + Az (S(“i+17 ”i+1) + S(ug,v; )), (49)

where § > 0 is a given parameter. We immediately point out that this definition
of S obviously satisfies the two required properties.

This choice of S is designed to be relevant in both asymptotic regimes. In-
deed, it allows to recover the behavior of the previous scheme in these two limit
regimes. Since the limit schemes are still respectively given by the HLL scheme
in the transport limit and (34) in the relaxation regime, this new choice of S
preserves the results of lemmae 5 and 6.

To end this section, we emphasize the fact that the parameter ¢ is free in the
definition of S. However, numerical experiments show that too large values of
¢ decrease the efficiency of the scheme in transitional regimes.

6 Numerical experiments

In this section, we illustrate the relevance of the scheme on several test-cases.
The splitting procedure we use when dealing with (5)-(6) is as follows. In a first
step, we exactly integrate the relaxation part:

n+l,— _ n
Uy = U,

_ _At
o = )+ (o - f) e ¥, (50)
when ¢ is a constant. Otherwise, the exact integration is not possible anymore.

In such cases, a simple rectangular rule will be used in numerical experiments.
The second step simply consists in using the HLL scheme for the transport part

(7)-(8)-
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6.1 Steady solution to the linear system

We first consider the steady solutions of the linear system (20)-(21) when ¢ is a
constant and f(u) = au:

O,v =0,

1
a’0,u = — (au — ).
€

The solution is straightforwardly:
v = g,
v v
u = —O—I—(uo— —)en=.
a a

where ug represents the value of u at point x = 0.
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T T T
'u-new scheme’ —+—
'u-splitting’ ---x---
‘u-exact’ -------- i
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T

T

30000

20000

T

10000

T

Figure 2: Steady-state test-case: exact and approximated solution at t = 0.5.

Figure 2 shows the comparison between the exact and computed solutions at
time t = 05 fora =1, vg =1, up =4, ¢ =1 and Ax = 0.01. Initial and
boundary conditions are fixed to the exact solution. We can remark a very good
agreement between the exact solution and the approximations.

6.2 Unsteady linear test-case

Now we consider the solutions of (20)-(21) with f(u) = “72 In all tests, a
is fixed to 2. The objective of this test-case is to check the reliability of our
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scheme in every regime. To do so, we perform three different simulations with
g(u,v) = a?u and involving three different values of : € = 10 -transport regime
governed by (7)-(8)-, € = 0.03 -intermediate regime- and ¢ = 10~ -relaxation
regime here governed by Burgers’ equation.

The initial data is given by:

u(0.2) = Lif |2 — 3| < 0.1,
0 elsewhere,

v(0,2) = f(u(0,x)).

We systematically compare the solutions given on a uniform mesh with Az =
0.05 at time ¢t = 0.1 by our scheme with both the splitting scheme and a reference
solution. We have adopted two different forms of the relaxed flux function
using the HLL and Lax-Wendroff methods. The reference solution is obtained
by converging the splitting method. This reference solution coincides with the
exact solution in both asymptotic regimes.

Figure 3: Linear test-case: transport regime € = 10. (1) u, (1) v.

As expected, we see a good agreement between the reference and approximate
solution in both asymptotic regimes (figures 3 and 5). Let us remark that the
transitional regimes are also well captured as shown in figure 4.

As expected, the Lax-Wendroff and HLL fluxes have very small differences on
the result in the transport and intermediate regimes. Of course, we recover the
expected behavior of these schemes in the relaxation regime.

Figure 5 also shows the error |v — f(u)|. This result illustrates lemmae 1 and
2: in zones where v is smooth, [v — f(u)| converges pointwise to 0 and the L!-
norm also converges. The convergence is here of order 2 for the Lax-Wendroff
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Figure 4: Linear test-case: intermediate regime ¢ = 0.03. (1) u, (r) v.
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Figure 5: Linear test-case: relaxation regime (Burgers) ¢ = 107%. (1) u, (1)

lv—f(u).
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flux. Let us point nonetheless that in the shock, |v — f(u)| does not converge
pointwise. At last, one clearly sees on this test-case involving a small value of €
the interest of being able to choose the flux function 1 in order to approximate
the nonlinear limit system (3).

6.3 Fully nonlinear test-cases

Here we test the behavior of the scheme in the general case (1)-(2). Since the
source-term depends on ¢, u and v, the exact integration for the splitting tech-
nique (50) is not relevant anymore. The basic strategy to extend the splitting
scheme in such a framework is to use a quadrature rule to integrate the source
term. In order to have an explicit scheme, a basic rectangular rule is a straight-
forward choice. We will perform computations in a case where an exact solution
can be found to assess the relevance of our scheme. The computations are per-
formed using two different numerical fluxes to approximate the limit regime (3)
i.e. in equation (49), ¢ will be either the HLL or the Lax-Wendroff flux.

This test case is based on:

2

g(u,v) = %+2u+v,
S(u,v) =uv +u+v,
e =1,

equipped with the corresponding IC and BC, the exact solution is given by:

u(t,x) = e ' cosh(z),

v(t,x) = e tsinh(x),

finally:

Figure 6 shows the results obtained with our scheme using 64 points compared
with the exact solution. Once again, these results are in good agreement with
our scheme, even on this very stiff problem. This behavior is confirmed on
table 1, which summarizes the L?-errors on u and v. We note that in this
configuration where ¢ is large the impact of the choice of 9 is neglectable.

6.4 Variable ¢ test-cases

These test-cases deal with configurations involving discontinuous € from large
to small values. They are proposed by Jin et al. in [19] where a domain decom-
position technique is derived for such problems.
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Figure 6: NL TC1: (1) u, (r) v at time ¢ = 0.5. Exact solution compared with
standard splitting on 64 points and scheme (1)-(2).

# of pts || L%err on u | L2?err on v | L2%err on v | L?err on v || L?err on w | L?err on v
HLL HLL LW Lw Splitting Splitting
64 2.00e-2 5.70e-2 1.20e-2 4.77e-2 5.12e-2 5.68e-2
128 5.91e-3 1.91e-2 5.75e-3 1.76e-2 1.48e-2 1.76e-2
256 1.61e-3 5.52e-3 1.58e-3 5.31e-3 3.99e-3 4.94e-3
512 4.20e-4 1.48e-3 4.17e-4 1.46e-3 1.04e-3 1.32e-3
1024 1.07e-4 3.85e-4 1.07e-4 3.81e-4 2.66e-4 3.40e-4
2048 2.72e-5 9.80e-5 2.71e-5 9.75e-5 6.75e-5 8.66e-5

Table 1: NL TC: L2-errors.
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For all of these cases, g(u,v) = u, € is given by:

lifx <1,
E =
2.1072 otherwise.
Here, we adopt a coarse mesh made of 50 cells to be underresolved w.r.t. e.
Finally, the reference solutions are obtained by considering a converged solu-
tion with the standard splitting scheme. For all tests, this reference solution
is compared with the standard splitting method as well as our scheme in two

configurations for the asymptotic numerical flux 1: namely the HLL and Lax-
Wendroff fluxes.

The first case involves the following source term: S(u,v) = f(u) — v where
f(u) = X(e™* —1). The initial data is u(0,z) = ug(z) = sin(r(z — 1))* and
v(0,z) = f(u(0,2)). The boundary conditions are u(t,0) = u(¢,2) = 0 and:

v(t,0) = u(t,0) = (uo = f(uo))(t),
v(t,2) = —u(t,2) + (uo + f(ug))(2 —t).

The results for ¢t = 0.5 are given in figure 7. We can see near the location of the
discontinuity in € that the splitting scheme presents an important discrepancy
with the reference solution. Our scheme clearly behaves better. It is important
to note that its ability to take into account different choices of ¥ proves to be
an important edge here. In fact, even in the region where e = 1 (far from
the asymptotic regime), using a Lax-Wendroff flux for ¢ visibly improves the
approximation.

The second case is similar to the previous one but with f(u) = f(e* — 1).
The main difference comes from the behavior of w at the interface x = 1: the
interface layer present in the former case does not exist here. The results are
given at time ¢t = 0.5 in figure 8. Once again, the splitting approach gives a
poor approximation near the discontinuity while the HLL /Lax-Wendroff hybrid
scheme performs well.

In the last case, the initial condition is the following Riemann problem:

(2) —1if z < 0.8,
ug(x) =
0 1 otherwise.

The results are displayed on figure 9 at time ¢t = 0.3. Since the difficulty arises
in the region where ¢ is not small, the importance of the choice of 1 is less
predominant. Aside from that, our scheme still gives better results than the
splitting.
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Figure 7: Variable € case 1: u (1) and v (r) at t = 0.5.
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Figure 8: Variable ¢ case 2: u (1) and v (r) at t = 0.5.
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Figure 9: Variable € case 3: u at t = 0.3.

6.5 Long time behavior

In this last test-case, we investigate the long-time behavior of the schemes.
We therefore consider the Telegraph equations (i.e. f = 0, g(u,v) = u and
a = 1) for a small ¢ and compute the solutions for large times. This is a very
challenging test-case all the more since u is not governed by the limit equation
(3) anymore. Instead, it degenerates into the solution of a diffusion equation (see
[6] for instance). The results showed on figure 10 are obtained with e = 5.1073
and ¢ = 40 on a mesh made of 100 cells. The initial conditions are given by:

(1, 0)(0, 7) = {(17 —1) if o:.< 8,
(0,2) otherwise.

Finally, the reference solution is obtained with a grid-converged long-time asymptotic-
preserving scheme (see [7]). Obviously, neither the scheme introduced in this
article nor the splitting strategy are designed for being able to recover the diffu-
sive limit of this extreme test-case. Indeed, we immediately see on figure 10 that
the splitting scheme gives results which are very far from the expected solution.
Our scheme with the HLL choice for v is better though it still predicts wrong
results. On the other hand, the Lax-Wendroff flux for 1 greatly improves the
quality of the approximation and the discrepancy between the computed and
the reference solution becomes acceptable. In fact, high-order choices for ¢ in-
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Figure 10: Long time (¢=40) behavior of the different schemes.

crease the range of validity of the scheme.

Let us finally point out that it seems incompatible to preserve both the relax-
ation and the diffusion asymptotics. Therefore, if simulations are to be carried
out over a wide range of times, our scheme with a high-order choice of ¥ seems
a good compromise.

Conclusion

In this paper, an asymptotic-preserving numerical scheme was proposed to ap-
proximate the solutions of (1)-(2). One of the main edges of this scheme is to
fully control the numerical discretization of both asymptotic regimes. In par-
ticular, the main discrepancy between this scheme and the classical ones (such
as the splitting technique) lies in the possibility to select any relevant scheme
in the relaxation limit (¢ — 0). Indeed, it is imposed by the usual techniques.
This edge is important from several points of view. For instance, it allows to
consider this scheme for code coupling. It is also crucial on extreme situations,
as showed in the long-time simulation.

The scheme was proved to be robust and stable and to perform well on various
numerical examples.
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